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ABSTRACT Multiple-object tracking has long been a topic of interest since it plays an important role in
many computer vision applications. Existing works are mostly designed for outdoor tracking, such as video
surveillance and autonomous driving. However, the behaviors of objects in outdoor tracking scenarios do
not fully reflect the tracking challenges in indoor tracking environments. In outdoor tracking scenarios,
pedestrians and vehicles usually move uniformly from place to place on a simple straight path, and target
appearances are usually different. In contrast, in indoor scenarios, such as choreographed performances,
the dynamic behaviors of dancers lead to severe occlusions, and similar costumes present a homogeneous
appearance problem. These severe occlusion and homogeneous appearance problems in indoor tracking
lead to noticeable degradation in the performance of existing works. In this paper, we propose a depth-
enhanced tracking-by-detection framework and a semantic matching strategy combined with a scene-aware
affinity measurement method to mitigate occlusion and homogeneous appearance problems significantly.
In addition, we introduce an indoor tracking dataset and increase the diversity of existing benchmark datasets
for indoor tracking evaluation. We conduct experiments on both the proposed indoor tracking dataset and the
latest MOT benchmarks, MOT17 and MOT20. The experimental results show that our method consistently
outperforms other works on the convincing HOTA metric across the benchmarks and greatly reduces the
number of identity switches by 20% compared to that of the second-best tracker, DeepSORT, in our proposed
indoor MOT benchmark dataset.

INDEX TERMS Affinity measurement, computer vision, data association, depth estimation, multiple-object
tracking, indoor tracking dataset.

I. INTRODUCTION
The goal of multiple-object tracking (MOT) is to consistently
localize and identify several objects in a video sequence.
It plays an important role inmany video analysis applications,
such as video surveillance [1], autonomous driving [2], and
sports analysis [3].

Existing works mostly follow the tracking-by-detection
framework due to its simplicity and effectiveness and per-
form MOT tracking in a two-stage manner. In the first stage,
an object detector is used to detect objects of interest in
the current video frame. In the second stage, the detected
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objects are associated with tracks in the previous frame to
form trajectories.

With the success of convolutional neural networks
(CNNs) [4] in different computer vision tasks, many
works [5]–[7] have replaced critical components, such as
detection modules and feature extraction modules, in the
tracking-by-detection framework with CNN networks and
have focused on effectively learning the tracking task in
an end-to-end manner in 2D space. Although these works
greatly improved the tracking performance on public bench-
mark datasets, they cannot perform tracking well in indoor
tracking scenarios, such as choreographed performances and
stage performances. In these scenarios, people might dress
similarly, and there are many occlusions between objects due
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FIGURE 1. All of the tracking scenarios in the proposed NTU-MOTD tracking dataset can be categorized in terms of (a) the number of people,
(b) appearance similarity, (c) movement pattern, and (d) diversity of poses.

to frequent physical interactions and complex movements; it
is difficult for existing works relying solely on 2D spatial
information and appearance information to deal with these
conditions.

Existing MOT benchmark datasets cover a variety of cat-
egories. The MOT16 [8] tracking dataset contains pedestrian
videos, the KITTI [9] autonomous driving dataset contains
car view videos, and UA-DETRAC [10] contains traffic
videos. The video sequences in these datasets are mostly cap-
tured in outdoor scenes, and the objects of interest are usually
pedestrians who are dressed differently and move in a single
direction. These datasets do not genuinely reveal the track-
ing challenges depicted in Figure 2 in indoor tracking sce-
narios. In indoor tracking scenarios, such as choreographed
performances and stage performances, people move around
unpredictably and have frequent physical interactions with
others, which usually leads to position ambiguity and severe
occlusion in 2D space. The position ambiguity problem,
as shown in Figure 2(a), occurs in 2D space when two or
more objects are visually crowded together, which means
that trackers cannot distinguish the objects well through spa-
tial information. Occlusion between objects, as shown in
Figure 2(b), leads to corrupted feature representation of the
occluded object, which means that trackers tend to consider
the same object as two different entities before and after
the occlusion. In addition, to make a choreographed scene
harmonious, people usually wear similar costumes and have
a similar appearance, as shown in Figure 2(c). This makes it
difficult for tracking algorithms to differentiate people only
by appearance information.

In this work, we present an indoor tracking dataset called
NTU-MOTD that increases the diversity of existing MOT
benchmark datasets and better reveals the tracking challenges
in indoor tracking environments. The proposed dataset covers
a variety of tracking scenarios to evaluate the robustness
of the trackers used in indoor tracking scenarios. Specifi-
cally, the tracking scenarios are categorized by four factors,
as shown in Figure 1: 1) the number of people, 2) the appear-
ance similarity between objects, 3) the movement patterns

FIGURE 2. Indoor MOT tracking challenges. (a) shows that trackers
cannot differentiate objects because of position ambiguity in 2D space
when the objects are crowded together. The right diagram is a bird’s-eye
view. (b) shows that the target object, with a brown shirt, is occluded by
an object with a gray shirt, and the occlusion causes a significant change
in the feature space to the occluded object in the right diagram, which
makes trackers tend to differentiate images of the same entity as two
different people. (c) shows that it is difficult for trackers and even
humans to differentiate objects with similar appearances.

of objects, and 4) the diversity of object poses. Along with
the raw videos, we also provide high-quality depth maps
collected from an Intel-RealSense L515 LiDAR camera [11]
to allow researchers to utilize them in future works.

To address the challenges shown in Figure 2, we pro-
pose a depth-enhanced tracker (DET) that enhances the
tracking-by-detection framework by incorporating a depth
estimation module and propose a semantic matching strategy
combined with the scene-aware affinity measurement method
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to dynamically combine different types of features given
different types of scenes and the states of tracks to obtain
better associations. Specifically, we extend the tracking state
space from 2D to 3Dwith the depth estimationmodule. Under
the 3D state space, the occlusion problem and positional
ambiguity issue in 2D space can be solved effectively, as there
cannot be multiple objects occupying the same 3D position,
and we can determine the occlusion status between objects
based on their relative positions on the z-axis. Before mea-
suring the affinity values between objects, the type of scene
is first determined, and the tracker selects different discrim-
inative spatial features given the type of scene to perform
affinity measurement. Generally, the proposed tracker fuses
the spatial feature with the appearance feature so that it can
track objects well even when they have similar appearances.
To reduce the number of incorrect pairing results in the data
association, we propose a semantic matching strategy that
exploits the properties of tracks under different states and
adopts suitable affinity functions to perform association in a
more fine-grained manner.

The key contributions of our work are fourfold:
• A depth-enhanced tracking-by-detection framework
combined with a scene detection module is proposed
to address the challenging occlusion problem and posi-
tional ambiguity issue in indoor tracking scenarios. Fur-
thermore, the scene detection module makes our tracker
robust to both indoor tracking and outdoor tracking.

• A semantic matching strategy combined with scene-
aware affinity measurement is proposed to dynamically
combine different discriminative features to perform
fine-grained data association and solve the homoge-
neous appearance problem effectively.

• An indoor tracking dataset called NTU-MOTD1 is pre-
sented that increases the diversity of existing MOT
benchmark datasets and can better reflect the robustness
and performance of trackers in indoor environments.
In addition to the raw videos, high-quality depth maps
are provided.

• Comprehensive experiments are conducted on both the
proposed indoor dataset and the public outdoor datasets
MOT17 and MOT20. Our tracker beats other trackers
in various tracking scenarios on the convincing HOTA
metric and reduces the number of identity switches by
almost 20% compared to the widely adopted DeepSORT
on the indoor dataset.

II. RELATED WORKS
A. MOT BENCHMARK DATASET
Existing MOT tracking datasets can be roughly divided into
two categories based on their purpose: video surveillance and
autonomous driving.

Regarding video surveillance, a great number of different
tracking datasets [8], [12]–[15] focus on tracking pedestrians
and vehicles in different tracking scenarios. [12] provides

1https://pc217.ee.ntu.edu.tw

video sequences of the same street view under multiple cam-
era viewpoints. [8] provides video sequences with different
crowd densities recorded by either movable or fixed-point
cameras. [13] provides video sequences taken by drones from
a bird’s-eye view. [14] provides video sequences in urban sce-
narios created by exploiting the highly photorealistic video
game GTA-V.

Regarding autonomous driving, the number of tracking
datasets is relatively small compared with that of video
surveillance datasets. Fortunately, with the surge in demand
for autonomous driving technology, an increasing num-
ber of high-quality autonomous driving datasets have been
released. [9], [16], [17] all provide information frommultiple
sensors, such as LiDAR point clouds, RGB image frames,
GPS locations, and IMU measurements, for perception pur-
poses. The video sequences are primarily traffic flows mixed
with vehicles, cyclists, and pedestrians.

In contrast to these datasets focused on pedestrian and vehi-
cle tracking in outdoor environments, the proposed dataset
is acquired in indoor environments and simulates chore-
ographed and stage performance scenes, presenting frequent
occlusions and objects with similar appearances. These situ-
ations tend to cause performance degradation when perform-
ing tracking in indoor tracking environments in practice.

B. MOT TRACKERS
According to the information they use, trackers can be divided
into two categories: offline trackers and online trackers.
Offline trackers can utilize future information, such as objects
in future frames, to perform tracking in the current frame.
Online trackers can only use past information up to the current
frame to perform tracking.

Typically, offline trackers formulate the tracking problem
as an optimization problem. Several objects in a batch of
frames are used to form a network graph. Offline trackers then
apply optimization techniques to find the optimal solution
to link nodes in the graph together to form trajectories. [18]
considered the optimization problem as an energy minimiza-
tion problem and adopted integer programming [19] to solve
it. [20], [21] formed the graph as a network flow graph and
applied either the min-cost network flow [22] algorithm to
link nodes together or the message passing technique used in
a graph convolutional neural network (GCN) [23] to aggre-
gate node features and perform link prediction between them.

Online trackers usually follow the tracking-by-detection
framework. Objects are first detected in the image, and then
a greedy assignment method, such as Hungarian assign-
ment [24], is conducted to link the detected objects with
the tracks in the previous frame with minimum cost to form
trajectories. Recent works have focused on designing end-
to-end learning frameworks to solve tracking problems or
on improving various submodules in tracking-by-detection
frameworks with corresponding deep learning models. [6],
[25], [26] proposed end-to-end feature extraction and feature
matching for data association using either the GCN approach
or CNN approach. Various object detectors [27]–[30] have
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FIGURE 3. An overview of existing tracking datasets and the proposed tracking dataset. (a) shows video snapshots from the MOT16, VisDrone, JTA, and
PETS2009 tracking datasets. (b) shows video snapshots of the proposed dataset.

been proposed and incorporated into tracking pipelines to
improve the tracking performance. [31] further leveraged
the box regression head in Faster-RCNN [30] to act as the
motion estimator instead of a linear Kalman filter [32] and
to greatly reduce the false negative and false-positive detec-
tions that largely affect the tracking performance. To improve
the data association process, [33]–[35] enhanced the feature
extraction module to extract discriminative and stable object
feature representations. In detail, [33] trained a CNN model
with a modified cosine metric loss to obtain discriminative
feature representations. [34] extracted long-term and short-
term features and combined them to obtain robust feature
representations. [35] estimated the occlusion levels of objects
using learned visibility maps to control the mechanism for
updating feature representations.

Compared to previous works limiting the tracking space in
2D space, we extend the tracking space from 2D to 3D with
the aid of a depth estimation module and solve the critical
occlusion problem effectively with 3D spatial information
rather than by generating visibility maps or response maps
from 2D images as in previous works.With discriminative 3D
spatial information, the ambiguity caused by similar appear-
ances can also be resolved by combining spatial information
and appearance information evenly to leverage the discrimi-
nativeness of 3D spatial features.

III. PROPOSED DATASET
The proposed NTU-MOTD tracking dataset aims at present-
ing a wide variety of indoor tracking scenarios and high-
lighting the challenges exhibited in indoor MOT tracking.
In Figure 3 and Table 1, we show the difference between exist-
ing datasets and our dataset visually as well as an overview
of the sequences included in the dataset. Compared to exist-
ing datasets, mostly presenting outdoor video sequences and
focusing on tracking pedestrians, the proposed dataset pro-
vides indoor video sequences and aims at tracking dynamic
objects. In the next sections, we introduce the dataset in detail.

A. DATASET COLLECTION ENVIRONMENT
The video sequences in the dataset were all recorded in
an empty indoor environment. We used an Intel-RealSense
LiDAR camera L515 to record RGB images and real depth
map information. When recording the videos, we set the
camera at a distance of approximately 5 meters from the
depth of field and kept the camera at a medium viewpoint for
shooting. Under these settings, the camera can accommodate
roughly 5 to 7 people without overcrowding in the scene.

B. DATASET STATISTICS
To cover a variety of indoor tracking scenarios, we define
four different recording conditions to realize in the dataset.
These recording conditions are the number of people in
the video, the similarity of the appearances of objects, the
movement patterns of objects in the space, and the diver-
sity of poses. Under each recording condition, we further
specify two different scenes. Combining all the situations,
there are 16 videos representing each tracking scenario and
4 longer versions of videos fusing different tracking scenarios
together. The statistics of the dataset are shown in Table 2.

We provide the detections predicted byMask-RCNN along
with the video sequences in the same format as those in the
MOT16 dataset. The bounding boxes detected in each frame
have already undergone nonmaximum suppression (NMS)
to filter out redundant bounding boxes. Specifically, the
intersection-over-union (IoU) threshold of NMS for the
region proposal network (RPN) head in the Mask-RCNN is
0.7, and the IoU threshold of NMS for the region of inter-
est (ROI) head in the Mask-RCNN is 0.5. A breakdown of
the detections on individual sequence is provided in Table 3.

We encourage future works to use the detections provided
in the dataset, as the performance of trackers is highly depen-
dent on the underlying detector. In this way, when evaluating
tracker performance, we can make a fair comparison and
confidently attribute the improvement to components other
than the detector in the tracking-by-detection framework.
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TABLE 1. Statistics of the NTU-MOTD dataset.

TABLE 2. Description of 20 video sequences in the NTU-MOTD dataset.

C. GROUND-TRUTH ANNOTATION
The ground-truth trajectories in the video sequences are anno-
tated manually with the aid of the SORT [36] tracker to
provide the baseline annotations. The annotation process is
the same as that in other popular annotation tools, such as

TABLE 3. Detection bounding box statistics.

CVAT [37]. An automatic labeling tracker is first used to
obtain the baseline annotations. Given the initial annotations,
incorrect labels of trajectories can be corrected or broken
trajectories of the same identity can be linked to obtain better
annotation results.

An important labeling principle we follow is that an object,
no matter how long it is occluded, has the same label as
before it became occluded when it appears on the screen
again. This principle is necessary for evaluating the ability
of trackers to preserve the identities of objects in a long-term
tracking process. However, this does not hold in the popular
MOT16 [8] benchmark dataset. As stated in its original paper,

• If a person leaves the field of view and appears at a later
point, they are assigned a new ID.
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FIGURE 4. Depth-enhanced tracking-by-detection framework. At time t , flow estimation, depth estimation, and instance segmentation are performed on
the current frame. Then, 2D detected objects are combined with the depth map to extend the state space from 2D to 3D, and their feature representations
are computed with the feature extraction module. Before linking the objects with the tracks, the candidate feature vector of each track is selected, and
each track at time t − 1 is carried to the current frame using a Kalman filter with a calibrated motion vector. After that, affinity values between objects
and tracks are computed with different policies given the states of the tracks and the type of the current scene. Finally, the Kalman states of the tracks
are updated with the associated objects.

• If a target reappears after a prolonged period such
that its location is ambiguous during occlusion, it will
reappear with a new ID.

Therefore, an object is assigned a new ID whenever it leaves
the scene and enters the scene again or reappears after a
long period of occlusion. We believe that MOT16 does not
consistently label tracking objects. This makes the perfor-
mance evaluation slightly unfaithful. The dataset we propose
consistently retains the identity information of the object,
which can faithfully reflect trackers’ abilities to preserve
object identities.

IV. PROPOSED METHOD
Severe occlusion and homogeneous appearance problems are
significant and critical forMOT tracking, especially in indoor
tracking scenarios. To address these problems, we propose a
depth-enhanced tracker (DET) incorporating a depth estima-
tion module into the typical tracking-by-detection framework
to solve the severe occlusion problem effectively, and we
introduce the semantic matching strategy combined with the
scene-aware affinity measurement method to make the criti-
cal association process robust to different tracking scenarios,
such as outdoor scenes and indoor scenes in which objects
have similar appearances. The experimental results show that
our tracker is more robust to different tracking environments

and can outperform others by a large margin, specifically in
indoor tracking scenarios.

The proposed tracking pipeline is illustrated in Figure 4.
Flow maps, depth maps, and objects are first extracted from
every incoming frame. Then, the tracking state space of
objects is extended from 2D to 3D with the depth map,
and the feature representation of each object is computed
with the feature extractor. Before measuring the affinities
between objects and tracks, the spatial feature of each track is
predicted from the previous frame to the current frame using
a Kalman filter, and a dedicated appearance feature vector
is selected for each track. After that, affinity values between
objects and tracks are computed with different policies given
the state of the tracks and the type of the current scene.
Finally, the Hungarian assignment is conducted to link each
object to the proper track, and the spatial feature of each track
is updated with the associated object. In the next sections,
we introduce the method in detail.

A. EXTENDING THE TRACKING SPACE TO SOLVE THE
SEVERE OCCLUSION PROBLEM IN INDOOR TRACKING
Tracking in a 2D space will inevitably encounter posi-
tion ambiguity and occlusion problems. When two or more
objects are visually close together, they occupy almost the
same position (x, y), which results in position ambiguity,
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and trackers cannot properly differentiate them. Addition-
ally, physical interactions between objects commonly lead
to occlusion, which results in corrupted appearance features.
The situation becomes more serious when performing indoor
tracking, as objects have more interactions with others and
move around more dynamically than pedestrians in outdoor
environments. To solve these problems, we extend the track-
ing state space from 2D to 3D. In a 3D space, each object has a
unique position (x, y, z), and the occlusion status of an object
can be effectively determined based on its position relative to
others.

Given an image frame, the associated depth map is inferred
byMiDaS [38], a robust depth estimationmodel pretrained on
several depth datasets across a variety of environments. The
value range of the depth map is normalized between 0 and 1.
In addition, the 2D bounding boxes and segmentation masks
of objects are extracted with the Mask-RCNN [39]. Then,
to extend the tracking state space from 2D to 3D, a target
segmentation mask is used to filter out target depth pixels
with the cropped depth map, and the mean value of these
filtered depth pixels is multiplied with a scale factor to repre-
sent the virtual depth level z. As shown in Figure 5, since the
cropped depth map may contain depth pixels from the back-
ground, target, and occluders, there are several peaks in the
depth distribution. Therefore, to determine the unique depth
peak representing the depth of the target, the occlusion-aware
segmentation mask of the target is used to filter out only the
depth pixels belonging to itself.

FIGURE 5. Distributions of depth pixel values. The leftmost column
shows the cropped depth map of the object. The middle column shows
the distribution of the depth pixel values with several peaks in the
cropped depth map. The green circle indicates the true peak for the
target, and the target depth pixels are filtered out with the target
segmentation mask. The rightmost column shows the selected target with
a segmentation mask in the raw image frame.

To solve the occlusion problem effectively, the estimated
virtual depth level (z) and the center position (x, y) of each
object are combined to extend the state space from 2D to 3D.
The combined spatial feature (x, y, z) is maintained with the
proposed 3DKalman filter to handle noisy observations, such
as false-negative and false-positive detections and inaccurate
depth maps. As shown in Figure 6, in 3D space, each track
has its own unique position (x, y, z), and the tracker can
leverage the uniqueness of the 3D position to differentiate

FIGURE 6. Bird’s-eye view in 2D and 3D tracking state spaces. Each
contour in the diagram represents a tracked object. In 3D space, each
track can be effectively differentiated given their positions. However,
in 2D space, objects are squeezed together, and it is difficult to
differentiate them when they have ambiguous positions.

objects. Furthermore, the occlusion status of each object can
be determined by its overlap ratio with others along the x-axis
and its relative position to others along the z-axis. For precise
appearance feature management, the tracker can refuse to add
a corrupted appearance feature to the feature set of the target
object if the object is occluded by others.

B. SCENE-AWARE SPATIAL FEATURE SELECTION AND
APPEARANCE FEATURE EXTRACTION
The process of measuring affinity values between tracks
and objects usually considers multiple pieces of information.
This information should be discriminative and unique so that
trackers can rely on it to effectively identify different objects
and associate objects that are the same. To obtain a good
affinity matrix between tracks and objects, we mainly utilize
two kinds of discriminative information: spatial features and
appearance features. In addition, to make our tracker robust
to different tracking environments, we leverage the proposed
scene detection method to dynamically select robust spatial
features given the type of the recognized scene. In the descrip-
tion below, we first describe how the type of the current
scene is determined. Then, we describe how to extract proper
spatial features and appearance features before estimating the
affinity matrix between tracks and objects.

Since the prediction of the depth estimation module is
not very accurate in an outdoor environment, as shown in
Figure 7, the proposed scene detector is used to recognize the
type of the current scene and provide a signal to the tracker so
that it can dynamically select different robust spatial features
given the type of scene. Specifically, we refer to 2D spatial
features in outdoor tracking environments and 3D spatial
features in indoor tracking environments.

To determine whether the current frame is an outdoor scene
or an indoor scene, we train a shallow CNNmodel to perform
binary classification on the depth map. We sample 3,000
outdoor depth maps generated by MiDaS from the MOT16
training sequences and 3,000 indoor depth maps generated
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FIGURE 7. Inaccurate depth estimation in outdoor environments.

by MiDaS from the proposed dataset. The model is trained
with a binary cross-entropy loss and Adam optimizer with
50 epochs. Given a resized depthmap of resolution 256×256,
the model outputs a 2-dimensional vector representing the
probability that the depth map belongs to an outdoor scene
or an indoor scene.

Following the procedures described in Sec. IV-A, we can
extract the extended 3D spatial features of objects from the
current frame and obtain the 3D spatial features of the tracks
maintained with the 3D Kalman filter in the previous frame.
Before estimating the affinity values based on the spatial
features between tracks and objects, the spatial features of
the existing tracks in the previous frame are predicted for the
current frame. Then, if the predicted type of the current scene
is an outdoor scene, we project the 3D spatial features into
2D space to deal with the inaccurately estimated depth maps
in outdoor environments. In addition, to address possible
track drifting caused by a moving camera, we perform dense
optical flow estimation with the PWCNet [40] and consider
the mean xy offset of the background pixels as the global
camera motion to calibrate the predicted tracks in the (x, y)
dimension.

Regarding the appearance features, we use a ResNet50 [41]
CNN model trained on the training sequences of the MOT16
dataset with online triplet loss [42] to extract the normalized
128-dimensional feature vector for each object, and the pre-
viously matched feature vectors are stored in the fixed-size
feature pool of the target tracks. The size of the feature pool
of each track is determined by the frame rate of the video.
Typically, we store the appearance information for each sec-
ond. Therefore, if the frame rate of the video is 30 FPS, then
the size of the feature pools is 30. When performing affinity
measurement based on the appearance features, the mean
feature vector of the feature pool of each track is considered
in computing the affinity values with the observed appearance
features of objects.

C. SEMANTIC MATCHING STRATEGY FOR SOLVING
THE HOMOGENEOUS APPEARANCE PROBLEM
IN INDOOR TRACKING
During the tracking process, the state of each track con-
tinuously changes. Under different states, the tracks exhibit
different properties. To take full advantage of the properties
of tracks under different states, we design a four-state finite
state machine representing the life cycle of each track to
capture the semantic context in different states; the states are

tentative, tracked , lost , and dead . Under each state, an appro-
priate affinity function utilizing different combinations of
heterogeneous information, such as spatial features, appear-
ance features, and IoUs, is adopted to perform semantic data
association. This dynamic process makes our tracker more
robust to different tracking contexts. One example is combin-
ing the discriminative 3D spatial features with the appearance
features to effectively solve the homogeneous appearance
problem in indoor tracking where targets are dressed sim-
ilarly. The experiments consistently show the improvement
in tracking with the proposed semantic matching strategy.
In the description below, we first describe how we compute
the affinity values based on different types of information and
then demonstrate how we leverage them to perform semantic
data association.

For the spatial affinity, given the calibrated spatial fea-
tures of existing tracks U = {Eu1, Eu2, . . . , Eun} and the newly
detected observations X = {Ex1, Ex2, . . . Exm}, we compute the
affinity value regarding spatial features with the Mahalanobis
distance between track i and object j with respect to either
the (x, y, z) or (x, y) dimension given the type of the current
scene.

di,j = (Exj − Eui)T6
−1
i (Exj − Eui) (1)

where 6i is the associated feature covariance matrix main-
tained by the Kalman filter with respect to track i. Then,
to allow the spatial affinity to be integrated with the later
appearance affinity, we normalize the distance values with
a softmax operation so that the orders of magnitude of the
spatial affinity and appearance affinity are in the same range
[0, 1].

pi,j =
e−di,j∑m
k=1 e

−di,k
(2)

Accordingly, a position-based affinity matrix A(1) can be
constructed, where A(1)i,j = pi,j.
For the appearance affinity, we refer to the commonly

used cosine similarity to measure the affinity values between
tracks and objects. In detail, for each candidate pair consisting
of a track i and observation j, we use the mean appearance
feature vector Exi of the feature pool of the track and the
extracted appearance feature vector Eyj of the observation in
the current frame to compute the cosine similarity.

si,j = max(
Exi · Eyj

‖Exi‖ × ‖Eyj‖
, 0) (3)

Accordingly, an appearance-based affinity matrix A(2) can be
constructed, where A(2)i,j = si,j.

By combining these two affinity matrices, A(1) and A(2),
with the Hadamard product operation

A = A(1) � A(2), (4)

we can obtain a scene-aware affinity matrix A with equal
importance of both kinds of information. As shown in
Figure 8, with this heterogeneous affinity matrix with equal

8294 VOLUME 10, 2022



C.-J. Liu, T.-N. Lin: DET to Mitigate Severe Occlusion and Homogeneous Appearance Problems for Indoor MOT

FIGURE 8. Affinity measurement with equal importance of spatial features and appearance features. (a): the Mahalanobis softmax distance measures
affinity values based on spatial features. (b): the cosine similarity measures affinity values based on appearance features. (c): combined affinity function.
The incorrect associations in (b) can be corrected based on the discriminative spatial features in (a), and vice versa.

importance of different types of information, we can cor-
rect the association result with the discriminative spatial
feature when objects have similar appearances. This allows
our tracker to effectively solve the homogeneous appearance
problem for indoor tracking.

To capture the current semantic context of the target tracks,
we define a four-state finite state machine for each track,
as shown in Figure 9.When a track is first created, it enters the
tentative state. When 3 continuous observations are matched,
it enters the tracked state; otherwise, it enters the dead state.
Once in the tracked state, if a track is mismatched for 3 con-
secutive frames, it enters the lost state. When an observation
is matched to a track in the lost state, that track immedi-
ately returns to the tracked state. If a track is mismatched
for 30 consecutive frames, it enters the dead state and is
discarded by the tracker. In what follows, we describe howwe
select the proper affinity function to perform data association
with the tracks in each state.

FIGURE 9. Finite state machine describing the life cycle of each track.

Because tracks in the tentative state might be false-positive
tracks, a strict affinity function combining the Mahalanobis
softmax distance and the IoU is used to reduce the number
of false-positive tracks. Because the IoU is sensitive to pose
changes and noise in detection, we consider it a strict metric.
The information used here includes spatial features and object

FIGURE 10. Order of execution of the matching process.

shapes, and the affinity matrix is constructed with Equation 1,
Equation 2, and the IoU.

Because tracks in the tracked state have been located and
identified by the tracker at a certain time, they should have
position continuity and appearance consistency. Therefore,
an affinity function combining the Mahalanobis softmax dis-
tance regarding either 2D or 3D spatial features and the cosine
similarity is used to perform data association. Consequently,
even if the appearance information becomes inaccurate under
occlusions, the tracker can rely on discriminative spatial fea-
tures to obtain good matching results. The information used
here includes spatial features and appearance features, and
the affinity matrix is constructed with Equation 4.

Because tracks in the lost state have been lost by the tracker
for several frames, they are likely to exhibit only appearance
consistency. Therefore, an affinity function using cosine sim-
ilarity is used to perform data association. The information
used here includes only appearance features, and the affinity
matrix is constructed with Equation 3.

Finally, to improve the tracking consistency and reduce
the number of false-positive tracks, we execute the matching
algorithm in the following order: we first match the tracked
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FIGURE 11. A visual comparison between MOT17, MOT20 and the proposed NTU-MOTD dataset. (a) shows video snapshots from the
MOT17 and MOT20 datasets. (b) shows video snapshots from the proposed dataset.

set, then the lost set, and finally, the tentative set. The earlier
that data association is performed for a set of tracks, the
higher the chance that they will be matched to observations.
The overall process is illustrated in Figure 10.

V. EXPERIMENTS
A. EVALUATION DATASET FOR INDOOR TRACKING
For indoor tracking evaluation, we conduct experiments on
the proposed NTU-MOTD indoor tracking dataset, which
covers a variety of tracking scenarios in indoor environ-
ments. There are 20 video sequences representing differ-
ent tracking scenarios under different conditions, such as
different numbers of people, appearance similarity between
objects, movement patterns of objects, and diversity of object
poses. The provided depth maps collected from the LiDAR
camera are not used in the benchmark evaluation, but we
use them in the ablation study to demonstrate the improve-
ment of tracking with more accurate depth estimation. The
statistics of the dataset can be found in Table 1. A visual
comparison with the outdoor evaluation dataset is shown in
Figure 11.

B. EVALUATION DATASET FOR OUTDOOR TRACKING
For outdoor tracking evaluation, we conduct experiments on
the public MOT benchmark datasets MOT17 and MOT20.
The video sequences in MOT17 are mostly recorded in out-
door environments with different crowd densities and camera
viewpoints, and those in MOT20 are recorded in outdoor
environments with very crowded scenarios and high camera
viewpoints. Specifically, we perform evaluation only on the
training sequences and not the test sequences, as ground-truth
annotations are not provided in the test dataset, and they can
only be evaluated on the benchmark website. Additionally,
the trackers evaluated on the test sequences on the benchmark
website use their own generated detections, which is not a fair
comparison, as the quality of detections greatly affects the
tracking performance. A visual comparison with the indoor
evaluation dataset is shown in Figure 11.

C. EVALUATION METRICS
We use the same evaluation metrics as in the latest MOTChal-
lenge benchmark. Among the metrics, we mainly focus on
HOTA [43] because it is a more balanced and convincingmet-
ric than the previous ones, such asMOTA [44] and IDF1 [45].
Here is the formula of HOTA,

HOTAα =
√
DetAα · AssAα

=

√ ∑
c∈TPα AssIoUα(c)

|TPα| + |FNα| + |FPα|

HOTA =
∫

0<α≤1

HOTAα

≈
1
19

0.95∑
α=0.05
α+=0.05

HOTAα

DetAα measures the percentage of aligning detections, and
AssAα measures the percentage of aligning trajectories, aver-
aged over all detections. The α value represents the localiza-
tion threshold used to determine whether a pair of detections
are aligned together or not. TPα , FPα , and FNα represents
the number of true-positive, false-positive, and false-negative
tracks under localization threshold α.

From the formula of HOTA above, the tracking perfor-
mance related to the tracking coverage (DetAα) and tracking
association (AssAα) are considered simultaneously and com-
puted with variants of the Jaccard index. This makes HOTA
a balanced metric rather than one biased toward tracking
coverage like MOTA or tracking association like IDF1.

In addition to HOTA, we include MOTA, IDF1, FP, FN,
and IDs in the experimental tables. The formula of MOTA is
as follows,

MOTA = 1−
FN + FP+ IDs∑

i GTi

where FP and FN measure the number of false-positive
tracks and false-negative tracks, IDs measures the number of
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identity switches of all tracks during the tracking process, and
GTi means the number of ground truth track in frame i.
The formula of IDF1 is as follows,

IDF1 =
2 ∗ IDTP

2 ∗ IDTP+ IDFP+ IDFN

where IDTP, IDFP, and IDFN represents the number of true-
positive trajectories, false-positive trajectories, and false-
negative trajectories.

IDF1 computes the value with detections across frames,
which form the trajectory, while MOTA computes the value
with individual detection in each frame. Both MOTA and
IDF1 give normalized values between 0 and 1 that measure
the performance of tracking coverage and tracking associa-
tion, respectively.

D. ABLATION STUDY
In this section, we conduct comprehensive experiments
related to different algorithmic components in the proposed
tracker to demonstrate the effectiveness of each component
and find proper hyperparameter settings for each component.

1) TRACKING WITH DIFFERENT OBJECT DETECTORS
To show the influence of the object detection model on
the tracking performance, we run the tracker with different
object detectors, including DPM [46], SDP [27], POI [47],
Faster-RCNN [30], and Mask-RCNN [39]. DPM, SDP, and
Faster-RCNN are provided with the MOT17 dataset. POI is
pretrained on an additional pedestrian dataset and surveil-
lance dataset. Mask-RCNN is pretrained on the COCO
dataset [48] and included in the PyTorch library. We filter out
the detection results with confidence values below 0.8 and
evaluate our tracker with different detection inputs on the
single ground-truth source fromMOT16, as shown in Table 4.
The experimental results show that different object detectors
will affect the overall performance of the tracker in almost
every respect. Therefore, it is important to select a proper
object detector to track objects well.

2) TRACKING WITH DIFFERENT DEPTH
ESTIMATION MODELS
To show the influence of the depth estimation model on
the tracking performance, we run the tracker with different
depth estimation models, including LeRes [49], MiDaS [38],
and a physical LiDAR sensor, on the proposed NTU-MOTD
dataset. LeRes and MiDaS are both monocular depth esti-
mation models based on deep learning. Compared with
MiDaS, LeRes can generate more detailed high-resolution
depth maps. The physical LiDAR sensor, an Intel-RealSense
L515 camera, can generate sparse depth maps precisely and
accurately with limited LiDAR points. We compare the per-
formances of trackers on the NTU-MOTD dataset with the
different depth estimation models in Table 5 and show their
runtimes in Figure 12. In addition to our tracker, we include
two 2D trackers, SORT [36] and DeepSORT [33], in the
table to show the improvement obtained by using depth

TABLE 4. The proposed tracker DET run with different detectors on the
MOT16 training dataset.

information. The experimental results show that depth infor-
mation can help the tracker improve tracking association and
mitigate the position ambiguity problem in 2D space if the
underlying depth estimation model can separate objects in
the z dimension precisely and accurately. Since LeRes has
the worst accuracy when predicting the depth maps, it has the
least improvement, as shown in Table 5.

TABLE 5. The proposed tracker DET runs with different depth estimation
models on the NTU-MOTD dataset. Two additional 2D trackers, SORT and
DeepSORT, are included to compare with our tracker when employing
depth information.

3) DEPTH EXTRACTION WITH OR WITHOUT
SEGMENTATION MASKS
In addition to the depth map information, the method of
extracting the depth value of an object from the depth map
will affect the performance of the tracker. We use two dif-
ferent methods to retrieve the depth value of an object.
One filters out the depth pixels of the target object through
its segmentation mask and takes the average pixel value
as the depth value; the other randomly samples the depth
pixels within the region of the bounding box of the target
object and takes the average pixel value as the depth value.
An illustration of these two methods is shown in Figure 13.
For the experiment, we run our tracker with two different
depth extraction methods under two different segmentation
models, YOLACT [50] and Mask-RCNN [39], on the NTU-
MOTD dataset. As shown in Table 6, regardless of which
object segmentation model is used, using object masks can
more accurately extract depth information and improve the
performance of the tracker.

4) TRACKING WITH DIFFERENT MATCHING STRATEGIES
To verify whether the proposed semantic matching strategy
shown in Figure 10 is the best among other matching strate-
gies, we run our tracker on the NTU-MOTD dataset under
eight different combinations of matching functions. These
matching functions include mahalanobis softmax distance in
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FIGURE 12. Runtimes of the proposed tracker DET with different depth
estimation models. The diagrams on the left show the depth maps
generated from different models. The diagrams on the right show the
bird’s-eye views of different runtimes.

FIGURE 13. Two different methods of extracting the depth value from the
(a) depth map. The green pixels in the diagrams represent the depth
pixels used to extract the depth value of an object. (b) uses a
segmentation mask to filter out the target depth pixels. (c) samples the
target depth pixels randomly within the bounding box of the object.

Equation 2 with cosine similarity in Equation 3 (mahacos),
cosine similarity (cos), and mahalanobis softmax distance
with IoU (mahaiou). The matching thresholds for differ-
ent matching functions are all 0.3 by default. As shown in
Table 7, our tracker performs best with the highest HOTA

TABLE 6. The proposed tracker DET uses different methods to extract the
depth values of objects. Those with the ‘‘Box’’ suffix use random sampling
inside the bounding box to extract the depth value. Those with the
‘‘Box+Mask’’ suffix use an object mask to filter out the target depth pixels
to obtain the depth value.

TABLE 7. The proposed tracker DET uses different combinations of
matching functions to perform the matching process. ‘‘maha’’ stands for
the mahalanobis softmax distance function, ‘‘cos’’ stands for the cosine
similarity function, and ‘‘iou’’ stands for the IoU function. For ‘‘mahacos’’,
it means we combine ‘‘maha’’ and ‘‘cos’’ together to compute the final
affinity matrix. The proposed semantic matching strategy is the one using
the (mahacos, cos, mahaiou) configuration.

value 73.99% when using the proposed semantic matching
strategy to perform the matching process.

5) TRACKING WITH DIFFERENT MATCHING THRESHOLDS
To find a suitable configuration of matching thresholds for
different matching functions in the proposed semantic match-
ing strategy as shown in Figure 10, we run our tracker on the
NTU-MOTD dataset under eight different combinations of
matching thresholds and choose the best one among them for
subsequent experiments. The matching threshold determines
whether a matching track-object pair is valid. If the matching
cost is lower than thematching threshold, then it is considered
a valid match. As shown in Table 8, the choice of matching
thresholds for the matching functions in the semantic match-
ing algorithmwill affect the performance of thewhole tracker.
Therefore, we choose the best threshold with the highest

TABLE 8. The proposed tracker DET uses different combinations of
matching thresholds for the matching functions in the proposed semantic
matching strategy.
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HOTA value 73.99%, and we use a threshold value of 0.3 for
all matching functions in the semantic matching strategy for
later experiments.

6) TRACKING WITH OR WITHOUT SEMANTIC MATCHING
STRATEGY
To verify the effectiveness and robustness of the proposed
semantic matching strategy, we run our tracker on the
MOT17, MOT20, and NTU-MOTD datasets with the seman-
tic matching strategy and two homogeneous matching strate-
gies, uniformly using either IoU or cosine similarity as the
affinity function for tracks in different states to perform the
matching process. As shown in Table 9, our tracker consis-
tently improves the performance in HOTA across the datasets
with the semantic matching strategy. This demonstrates
the effectiveness and robustness of the semantic matching
strategy.

TABLE 9. The proposed tracker DET run with the semantic matching
strategy and two other homogeneous matching strategies, using either
IoU or cosine similarity as the affinity function to perform the matching
process.

7) TRACKING WITH DIFFERENT TRANSITION POLICIES OF
FINITE-STATE MACHINE
To find a suitable transition policy for the finite-state machine
used in our tracker as shown in Figure 9, we run our tracker
under eight different transition policies on the NTU-MOTD
dataset and choose the best policy as our final transition
policy for the finite-state machine. Specifically, we change
the counter value for each state transition action. For example,
to change the state of an object from the tentative state to
the tracked state, there need to be 3 continuous detection
matches. As shown in Table 10, different policies will affect
the performance related to tracking coverage, such as FP
and FN, and the best policy among them is (3, 3, 1). This
means that each track needs 3 continuous matches with detec-
tions to change from the tentative state to the tracked state,
3 continuous mismatches to change from the tracked state
to the lost state, and only 1 match to change from the lost
state to the tracked state. We fix the counter setting (3, 3, 1)
for the finite-state machine in our tracker to conduct other
experiments.

TABLE 10. The proposed tracker DET run with different transition policies
for the underlying finite-state machine. S1 stands for tentative state,
S2 stands for tracked state, and S3 stands for lost state. The values for
S1 → S2 and S3 → S2 are the numbers of continuous matches with
detections. The value for S2 → S3 is the number of continuous
mismatches.

8) TRAINING SCENE DETECTOR WITH DIFFERENT
TYPES OF INPUT IMAGES
For the scene detector used in the scene-aware affinity mea-
surement, we design the model architecture as shown in
Table 11. The model extracts the feature representation from
the input image with a feature backbone consisting of convo-
lutional layers and outputs a 2-dimensional probability vector
to indicate whether the input image is an outdoor scene or an
indoor scene. We train the model with different types of input
images. One is RGB images, and the other is grayscale depth
maps. The numbers of training samples for indoor scenes and
outdoor scenes are both 3000, and we evaluate the accuracy
of the model on 1000 images, with 500 indoor images and
500 outdoor images. The images are all randomly sampled
from the MOT16 training sequences and the NTU-MOTD
dataset. We label the images from the NTU-MOTD dataset
as indoor samples and the ones from MOT16 as outdoor
samples, with the exception that some of the video sequences
are in indoor environments. Finally, we train the model with
50 epochs, and the batch size is 64. The model is optimized
with the Adam optimizer with a 0.001 learning rate. As shown
in Table 12, the model can accurately predict the type of

TABLE 11. Overview of the scene detector model architecture. The last
layer performs a further softmax operation to convert the final vector to a
probability vector.
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TABLE 12. Classification accuracy of the scene detector trained with
different input data types.

image with either RGB images or depth maps. Therefore,
we choose depth maps as the input data to the scene detector
to best reduce the background noise information in the image
during inference.

9) TRACKING WITH OR WITHOUT SCENE-AWARE
AFFINITY MEASUREMENT
To verify the effectiveness and robustness of the proposed
scene-aware affinity measurement choosing 2D or 3D spatial
information dynamically to compute affinity values between
objects according to the type of scene, we run the tracker with
three different settings. One restricts the tracker to using only
2D spatial information (x, y) to compute affinity values, and
the other restricts the tracker to using only 3D spatial infor-
mation (x, y, z) to compute affinity values. The last setting
lets the tracker dynamically select 2D or 3D information to
calculate the affinity value according to the type of processing
frame. As shown in Table 13, we conduct experiments on
the MOT17, MOT20, and NTU-MOTD datasets and include
two 2D trackers in the table to show the contribution of
3D depth information as well. Our tracker can consistently
perform best with the scene-aware affinity measurement in
various scenarios, which demonstrates the robustness and
effectiveness of the scene-aware affinity measurement. The

TABLE 13. The proposed tracker DET uses different types of spatial
information to compute affinity values between objects. 2D stands for
(x, y ) information, and 3D stands for (x, y, z) information. The dynamic
method leverages the scene-aware affinity measurement to dynamically
choose 2D or 3D information to perform the affinity measurement.

FIGURE 14. Inaccurate depth maps in outdoor scenes.

reason the scene-aware affinity measurement is important to
the tracker is that it can instruct the tracker to avoid using
unreliable 3D depth information in outdoor scenes, as shown
in Figure 14, and can switch to reliable 3D depth information
in indoor scenes to mitigate position ambiguity and occlusion
problems in 2D space.

10) COMPUTATIONAL COMPLEXITY OF
THE PROPOSED TRACKER
To measure the computational efficiency and complexity of
the tracker, we use the public ptflops [51] library to get the
theoretical number of floating-point operations and the mem-
ory consumption of the deep learning models included in our
tracker. As shown in Table 14, the total memory consumption
of all models is less than 1GB. Themodels can be loaded onto
modern GPUs, such as RTX3090, at the same time to perform
MOT tracking.

TABLE 14. Computational complexity and memory consumption of the
deep learning models included in the proposed DET tracker.

E. MOT BENCHMARK EVALUATION
We summarize the final settings of our tracker in the follow-
ing description. Our tracker uses MiDaS to perform depth
estimation to obtain the depth map from the image frame.
If the detection annotation provides object segmentation
information, our tracker will use the segmentation masks
of the objects to compute their depth values; otherwise, the
tracker will adopt a random sampling method to determine
the objects’ depth values. The scene detector will classify
the current processing frame as an indoor scene when the
probability value is larger than 0.5. The matching thresholds
for the matching functions in the semantic matching strategy
are all 0.3. Any matching pair with a matching cost less than
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FIGURE 15. Runtime of DET performing tracking on NTU-MOTD dataset. Due to the discriminative 3D spatial information, DET can accurately track
objects with similar appearances even when occlusion occurs between objects in frame 305.

TABLE 15. Benchmark evaluations on the MOT17, MOT20, and NTU-MOTD
datasets. The first-place and second-place values are represented in red
and blue, respectively.

0.3will be considered a validmatching candidate. The feature
extraction module is ResNet50 [41] pretrained on theMOT16
training dataset with metric learning to extract the feature
representations of objects. The state transition policy of the
finite state machine for all tracks is that 3 continuous matches
will change the state of a track from tentative to tracked ,
3 continuous mismatches will change the state of a track from
tracked to lost , and 1match will immediately change the state
of a track from lost to tracked .
We compare our tracker with several state-of-the-art online

trackers on the latestMOT benchmarks,MOT17 andMOT20,
and the proposed NTU-MOTD dataset. For the MOT17 and
MOT20 benchmark evaluations, we use the public detec-
tion annotations and uniformly filter out detections with

confidence scores less than 0.8 in MO17 and 0.0 in MOT20
for all trackers. For the proposedNTU-MOTDdataset, we use
the detection results along with the segmentation masks gen-
erated by Mask-RCNN and uniformly filter out detections
with confidence scores less than 0.8. The experimental results
are organized in Table 15, and the qualitative results of
our tracker are shown in Figure 16. Except for the MOT17
benchmark, on which the UMA tracker overfits, our tracker
consistently beats the other trackers on a convincing metric,
HOTA, across the datasets. Since the depth estimation model
is more precise and accurate in indoor environments, the
performance improvement of our tracker is more significant
on the NTU-MOTD dataset than on MOT17 and MOT20,
which are mostly outdoor video sequences.

To make the performance comparison of the trackers in
Table 15 more intuitive, we rank all trackers based on their
HOTA values and sum the ranks of each tracker across the
datasets to represent their final performance. As shown in
Table 16, our tracker has the best total rank among all the
trackers. This demonstrates the robustness and competitive-
ness of our tracker in various tracking scenarios.

To identify the difficult cases for our tracker in indoor
tracking environments, we inspect the tracking result of each
video sequence in Table 17. We consider the cases with
HOTA values less than 80% as difficult cases, and mark their

TABLE 16. MOT benchmark evaluations on the MOT17, MOT20, and
NTU-MOTD datasets. The best value is presented in red.
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FIGURE 16. Qualitative results of DET on MOT17, MOT20, and NTU-MOTD. The top row shows the runtime result on MOT17, the middle row
shows the result on MOT20, and the bottom row shows the result on NTU-MOTD.

names in red. In general, our tracker can perform tracking
well, with very few identity switches in most cases. As shown
in Figure 15, even when occlusion occurs between objects
with similar appearances, the proposed tracker can still track
objects accurately most of the time. However, under some
difficult tracking scenarios in which crowded people with

similar appearances move around dynamically, our tracker
still has room for improvement, as shown by the lines with
sequence names in red in Table 17.

We believe that a nonlinear motion model can be adopted
to better deal with the dynamics of objects. Instead of
the Kalman filter, the interacting multiple model (IMM)
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TABLE 17. Detailed evaluation results of DET on the NTU-MOTD dataset.
The sequence names in red represent difficult cases for DET. The tracking
scenario of a video sequence is indicated by its name. For example,
5p_sa_um_up denotes 5 people with similar appearances moving around
unpredictably with unpredictable pose changes.

filter [55] or a deep learning approach might serve as a
better motion model for tracking dynamic objects. To better
address pose changes, training a pose-invariant ReID model
with additional body keypoints acting as supervision signals
should reduce the impact of the intraclass variance associated
with the same person in different poses.

VI. LIMITATIONS AND FUTURE WORK
The proposed NTU-MOTD currently only provides video
sequences with 3 to 5 people. Crowded scenes are not
included in the dataset. To accommodate more people when
recording the video, the camera needs to be placed at a higher
viewpoint. In future work, we will design more complex
tracking scenarios and collect video sequences in crowded
scenes.

Under crowded scenes, we believe trackers follow with
the tracking-by-detection framework will have a significant
performance drop, and the processing speedwill become very
slow due to a tremendous amount of objects in the crowded
scene. To speed up the processing speed of our tracker in
crowded scenes, we will design a model with multitask learn-
ing to jointly extract essential information, such as detections,
ReID features, and depthmap, in a singlemodel forward pass,
and train the model on crowded tracking datasets.

VII. CONCLUSION
We introduce an indoor tracking dataset showing a variety
of indoor tracking scenarios and increasing the diversity of
the existing MOT benchmark dataset. Severe occlusion and
homogeneous appearance problems are fully reflected in the
proposed dataset. We believe the proposed dataset will enable
future research to solve indoor MOT tracking problems.

We propose a depth-enhanced tracking-by-detection
framework and a semantic matching strategy combined with

scene-aware affinity measurement to effectively mitigate the
severe occlusion and homogeneous appearance problems
in indoor tracking. We demonstrate the effectiveness and
generality of the proposedmethod on both indoor and outdoor
benchmark datasets. The experimental results highlight the
importance of considering depth information in tracking
tasks. We hope that our work will open the door for future
works to incorporate depth information in performing track-
ing and to design all-in-one training frameworks to learn
tracking problems with multiple supervision signals, such
as depth maps, bounding boxes, and flow maps, rather than
using separate dedicated models to perform inference, which
adds additional computational complexity.
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