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ABSTRACT The article proposes a methodology for optimizing the process of irrigation of crops using a
phytoindication system based on computer vision methods. We have proposed an algorithm and developed
a system for obtaining a map of irrigation for maize in low latency mode. The system can be installed
on a center pivot irrigation and consists of 8§ IP cameras connected to a DVR connected to a laptop. The
algorithm consists of three stages. Image preprocessing stage - applying an integrated excess green and
excess red difference (ExGR) index. The classification stage is the application of the method that we choose
depending on the system’s operating conditions. At the final stage, a neural network trained using the
Resilient Propagation method is used, which determines the rate of watering of plants in the current sector
of the location of the sprinkler. The selected methods of pretreatment and classification made it possible
to achieve an accuracy of plant identification up to 93%, growth stages - up to 92% (with unconsolidated
maize sowing and good lighting). System performance up to 100 plants in one second, which exceeds the
performance of similar systems. The neural network showed an accuracy of 92% on the training set and 87%
on the test set. Dynamic analysis of spatial and temporal variability leads to an increase in productivity and
efficiency of water use. In addition, given the ubiquitous distribution of agribusiness management systems,
this approach is quite simple to implement in the farm’s conditions.

INDEX TERMS Artificial neural networks, computer vision, image classification, irrigation, machine

learning.

I. INTRODUCTION

According to statistics, agricultural production on a global
scale over the past half-century has grown 2.5-3 times, and
the growth of acreage was about 12%. In addition, according
to UNESCO data, agriculture is undoubtedly the largest con-
sumer of water, while 70% of the total freshwater intake is
used for irrigation [1]. In water-stressed regions, irrigation is
of fundamental importance, as irrigated agriculture accounts
for 16% of the world’s cultivated area, which produces 30%
to 40% of the world’s food [2]. At the same time, the area
of irrigated land has more than doubled over fifty years
and comprises on average more than 16% of all agricultural
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land, and the volume of water withdrawn for irrigation has
almost doubled. FAO’s projected 1-2% annual growth in
global irrigated areas, as well as trends in climate change
(temperature and precipitation), in the next 20 years could
lead to a significant increase in water consumption (according
to FAO estimates by 14%) and energy, which in turn puts
forward the problem of saving water, energy and material and
technical resources, protecting the natural environment [2].
Traditional methods of planning irrigation based on visual
inspection lead to significant water losses and raise the issue
of optimizing irrigation. All of this has contributed to the
emergence of various methods of controlled irrigation such
as sprinkler, drip, and furrow irrigation. The introduction
of these methods allows to reduce water losses by 30-70%
and contributes to the sustainable development of irrigated
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agriculture [3]. Further development of optimization methods
led to the emergence of the so-called precision irrigation,
which allows you to estimate the amount of water, irri-
gation time, and maintains the exact water content in the
soil, depending on the needs of the growth and development
of crops. In this regard, technologies of precision farming
have become widespread, which involve considering spa-
tial and temporal variability and differentiating the use of
resources [4], [5].

In this regard, a key problem of irrigation management
arises - its optimization both from the point of view of irri-
gation technique and from the point of view of technology.
Classical water resources management is based on the use of
uniformly introduced resources across the field, considered
as a single spatial unit and if the actual operating parameters
of the sprinkler equipment coincide with the theoretical ones.
However, on the one hand, sprinkler technology is a complex
dynamic system, the operation of which is influenced by
many stochastic factors. On the other hand, the object of
the impact of technology - the field is a complex biological
system with Spatio-temporal heterogeneity of the character-
istics of soil, climate, plants, and, therefore, uneven need for
irrigation [6], [7].

The operation of irrigation equipment plays an important
role in irrigated agriculture. Optimizing irrigation equipment
is an important strategy for conserving resources, increasing
productivity, and improving production efficiency. Among
the various systems, one can distinguish Center Pivot Irriga-
tion Systems, which account for up to 23% of the total area
irrigated by sprinkler irrigation systems [8]. And in Russia,
for example, about 22% of the total irrigated area is irrigated
with such systems.

A. PRECISION AGRICULTURE, DIGITALIZATION, AND
ARTIFICIAL INTELLIGENCE

In connection with the role played by Center Pivot Irrigation
systems (CPI), numerous studies are being carried out to
improve the technical parameters of these systems: improving
the uniformity of irrigation, modeling sprinklers, and lateral
corner joints [9]-[11]. In addition, the Precision Agricul-
ture methodology appears for such systems as well. Variable
Rate Irrigation (VRI) considers Spatio-temporal variability
by delivering a variable amount of water to a specific area
following crop water requirements. At the same time, for
sprinkler systems of circular action, VRI assumes either irri-
gation at a controlled speed (assumes a change in the irriga-
tion rate in the direction of a moving sprinkler by changing
the speed of its movement) or irrigation with a controlled zone
(involves a change in the irrigation rate both along the side
pipeline and in the direction of movement sprinkler) [12].
Many scientists have been involved in the development and
improvement of VRI methods [12]-[14] since the creation of
optimal VRI solutions is rather difficult and must consider
a large number of factors. Some scientists considered the
properties of water in the soil as a basis for monitoring,
others - the state of plants. Thus, in the study [12], automatic
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control of the speed of movement is based on technologies
for monitoring the electrical conductivity of the soil and
altimetry, the moisture content in the soil, and vegetation
indices obtained from satellite images. In [13], the interac-
tion between spatially changing soil properties and the time-
varying dynamics of water in crops is investigated. It is shown
that modeling soil moisture depletion can be an effective
planning tool in VRI. A decision support system for variable
rate irrigation is presented in a study [14]. The system is
based on the vegetation index (VI), obtained after processing
multispectral images obtained by unmanned aerial vehicles.
And the evapotranspiration model and the crop water stress
index are derived from their established relationships with
the vegetation index. Work [15] summarizes the advantages
and disadvantages of the variable rate irrigation methodol-
ogy. Until now, these methods need further development and
improvement as further studies of space-time variability are
needed to make these improvements.

Digitalization is becoming one of such powerful tools for
increasing the efficiency of both irrigation and agriculture
in general. The current stage of development of precision
farming and digital agriculture makes it possible to widely
use such tools based on artificial intelligence, and the Inter-
net of Things (IoT) is the basis for intelligent agriculture.
Thus, [16] provides an overview of best practices in the
implementation of sensor irrigation systems, along with the
most used nodes and wireless technologies. In such systems,
wireless sensor networks and all kinds of sensors (soil mois-
ture, soil temperature, ambient temperature, etc.) are actively
used. Optimization of irrigation is achieved in various ways,
in [17] - by precise control of the water valve using neural
network forecasting of soil water demand, and in [18], for
example, by integrating an automated irrigation system with
an irrigation decision support tool. In addition, all sorts of
applications are created for data analysis and decision support
at all stages of the agricultural cycle. SWAMP platform [19]
for intelligent water management based on the Internet of
Things for precision irrigation. The system for optimal irri-
gation of crops [20] is based on a wireless sensor network
using nodal sensors in the field and data management via
a smartphone and a web application. [21] presents a study
on the integration between various tools to improve water
efficiency in agriculture (field sensors and remote sensing).
The systems considered in [22], [23] involve data monitoring,
their preliminary processing, integration, synchronization,
and storage with subsequent use for intelligent irrigation.
Thus, the digitalization of agriculture makes it possible to
make the transition from classical control systems to systems
with artificial intelligence.

In recent years, many researchers in the development of
the Precision Agriculture methodology in general and for
irrigation management use such a tool as artificial neural net-
works. The range of applications of artificial neural networks
in agriculture is very wide. Researchers are using these tools
to model agricultural production, replacing classical mathe-
matical models. They can be both part of precision farming
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systems and decision support. An overview of the applica-
tion is presented in [24], [25] and includes forecasting in
agriculture, intelligent monitoring of diseases and pests, and
weed control. Artificial intelligence methods are also used
to optimize storage and transportation processes. In addition,
Al methods contribute to the improvement of the automation
of various processes.

The introduction of artificial intelligence in agriculture
is associated with the problems of the systematic collec-
tion of data from multiple sources of storage and anal-
ysis. Approaches to solving these problems are outlined
in [26], [27] and represent pilot projects for the analysis
of advanced control systems in various natural and climatic
conditions. One of the key artificial intelligence techniques,
such as machine learning, has significant potential for solving
numerous problems. The work [28] provides an overview
of the use of machine learning in agriculture, namely, the
management of water resources, soil, and animal husbandry.
Big data and machine learning (ML) open new possibilities
for understanding agricultural processes using data, along
with this, there are numerous problems of integrating these
technologies that require research and solution [29]. Machine
learning is an important decision support tool, for example
in [30] it has found application in yield forecasting, including
making decisions about crop types and cultivation technolo-
gies during the growing season. Artificial intelligence meth-
ods are gaining importance in agricultural robotics. A study
of the similarities and differences between industrial and
field robots is presented in [31], along with a suggestion of
potential methods for use on farms.

B. ARTIFICIAL INTELLIGENCE IN IRRIGATED
AGRICULTURE

In recent years, data-driven models have begun to play
a key role in comparison with classical physical models.
Methods of artificial intelligence, machine learning (ML),
artificial neural networks show good predictive character-
istics, more quickly and efficiently process large arrays of
Spatio-temporal data. This is especially important for
irrigation management due to the large Spatio-temporal vari-
ability of external conditions and, often, the need for contin-
uous calibration in real-time. These methods have numerous
applications for irrigation and water management. Some sys-
tems [32] are based on an intelligent algorithm that considers
the received sensor data together with the parameters of the
weather forecast (precipitation, air temperature, humidity,
and UV radiation) for the near future. In others [17], [33],
irrigation is optimized by precise control of the water valve,
current sensors using neural networks forecasting soil water
demand, or fuzzy inferences [34] by creating prescriptive
maps to control the rotation speed of the central axis based
on remote sensing. The combination of big data and machine
learning technologies with remote sensing technologies leads
to the creation of new methods and algorithms presented
in [35]. And [36] presents the development of a combined
intelligent agricultural machine that can automatically weed
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and irrigate at a variable rate on a cultivated field. Some
approaches to the intellectualization of CPI control systems
are considered in [37].

One of the directions is the creation of intelligent decision
support systems. In [38], a comparative study of various
algorithms and training methods (ANN, linear regression
(LR), random forest regression (RFR) and auxiliary vector
regression (SVR), k-nearest neighbor (kNN), and adaptive
gain (AdaBoost) algorithms were carried out to determine the
admissibility of the erroneousness of the experts’ decisions.
Such systems are also developed at the level of management
of irrigation systems. The AWARD system [39] uses artificial
neural network techniques to predict water level, a fuzzy
logic control algorithm to estimate the sluice adjustment
period, and hydraulic equations to adjust the sluice level.
An example is DLiSA’s intelligent irrigation system based on
a deep learning neural network for predicting the volumetric
moisture content in the soil, the period of irrigation, and
the spatial distribution of water, considering the need for
it [40]. In addition, models of artificial neural networks and
machine learning are used to calculate important irrigation
parameters, such as soil moisture [41], soil salinity [42],
horizontal daily global solar irradiation predictive model-
ing [43], modeling the water-soil regime and transport of
dissolved substances [44]. And, artificial neural networks,
machine learning to use to develop strategies for irriga-
tion management with given economic parameters to reduce
water and energy consumption without compromising crop
yields [45]-[47].

Yang et al. [48] proposed an integrated CNN model based
on hyperspectral and RGB images taken at 5 stages of corn
growth. Pang et al. [49] based on drone images using the com-
bined convolutional neural network MaxArea Mask Scoring
RCNN, areas of poor germination of corn were identified.
The authors noted the high processing speed, however, does
not allow the use of this system for real-time applications.
Zhong et al. [50] recorded different stages of plant growth
using a method based on a combination of time series with
convolutional neural networks. Kuznetsova et al. [51], [52]
use high-speed computer vision techniques YOLOv3 and
YOLOVS on a robotic crop picker.

Despite a large amount of research, there are still many
open problems in the field of optimal irrigation management
using CPI systems. The variable rate irrigation approach
has undoubtedly proven to be effective. However, an anal-
ysis of the current state of research on VRI optimization
by CPI systems allows us to identify the main problem
points:

o The complexity of collecting the required data set, the
lack of time series data on the state of a particular field,
and crop yields in this field, considering the temporal
climatic variability.

« Difficulty in choosing appropriate data analysis methods
to find a compromise between the two paradigms for
monitoring spatial variability - water properties in soil
and plant health.
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« Difficulty in applying more accurate methods of intel-
lectual analysis in dynamics during the entire agricul-
tural season.

« Difficulty in the technical implementation of the pro-
posed solutions, for example, expensive sensors, sen-
sors, and other equipment.

With current advances in proximal and non-invasive sens-
ing technologies, IOTs can provide a wealth of information
about soil, crops, and related environmental properties, and
artificial intelligence techniques to analyze all this data are
contributing to new approaches to improve the situation. The
use of computer vision systems for condition monitoring
seems to be quite interesting due to the relatively inexpensive
implementation and the possibility of using more accurate
methods of intellectual analysis. Optimal variable rate irriga-
tion management requires a combination of both computer
vision systems and additional climate and remote sensing
data to detect Spatio-temporal dynamic variability in crop
water requirements.

The purpose of this study is to develop a methodology
for optimizing irrigation by creating dynamic maps of irri-
gation prescriptions. It is based on the implementation of
regular monitoring of the state of crops and the environment
through phytoindication, as well as forecasting the dynamic
variability of the state of water availability to improve irriga-
tion. The proposed solutions offer a combination of neural
network approaches, from the use of multilayer artificial
neural networks to pattern recognition and convolution neural
networks.

The algorithm of the proposed approach is as follows:

At the first step, the Phyto monitoring of the state of the
agricultural crop and the environment is carried out based on
computer vision using convolution neural networks.

At the second step, a dynamic variable forecast is con-
structed based on the time series of data of average daily air
temperature (T), amount of precipitation (R), Air humidity
(AH), Wind speed (WS), and Normalized Difference Water
Index (NDWI) -ability of water availability based on multi-
layer artificial neural networks.

As aresult, we obtain dynamic maps of irrigation prescrip-
tions based on the classification procedure of the results of the
first two neural networks.

Il. MATERIALS AND METHODS

A. MATERIALS

The study was conducted in the Saratov region of the Russian
Federation. Russia has significant soil and water resources,
but the largest part of its land used for agricultural production
is in areas of risky agriculture with insufficient or excessive
modes of natural moisture. Only 2% of the land in the Russian
Federation is in optimal moisture conditions. The main share
of agricultural products (in value terms) is produced in the
arid zone, where more than 78% of arable land is concen-
trated. The land reclamation fund of the Russian Federation
amounted to an area of 9.45 million hectares of which 75%
was used, including 4.67 million hectares of irrigated land,
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of which 82% was used and 4.78 million hectares of drained
land, of which 68% were used [46].

The Volga region is one of the largest regions of Russia,
where land reclamation is developed. The Saratov Region
occupies about 10% of the total area of the Volga Federal
District. The Volga Federal District is in third place among the
federal districts in terms of reclaimed lands and the leader in
terms of the percentage of irrigated lands in good condition.
Among all regions, the Saratov region ranks first in the district
in terms of the area of reclaimed land - 19%. The main
climatic parameters of the irrigated zone of the Saratov region
are presented in Table 1.

TABLE 1. The main climatic parameters of the study area.

Parameter Value
Winter temperatures, °C -10...-15
Summer temperatures, °C 21,6...22,6
Sums of effective temperature sums, °C 2400...3100
Frost-free period, days 130...170
The period of active vegetation of crops, days 165...180
The depth of soil freezing, cm 100...145
Average annual rainfall, mm 310...500
Spring moisture reserves in a meter layer of 600...1700

soils, m*ha

The sums of air humidity deficits in the warm season
increase from north to south from 1800 to 2200 millibars.
On the contrary, the sums of active temperatures decrease in
the same direction from 3500 to 3000 °C. The zonal soils of
the left-bank regions (the main irrigation zone) of the Saratov
region are classified as southern chernozems, chestnut of
various subtypes (dark-chestnut, light-chestnut, and chestnut
proper), as well as brown semi-desert in the extreme southeast
of the left bank. In terms of the content of organic matter,
the soils of the Left Bank are rather poor: it varies within
3.0 ...5.0% in southern chernozems, 2.5 ...4.0% in dark
chestnut soils; 1.5 ...3.0% for light chestnut and chestnut.

In the natural and climatic zone of the Saratov region, there
is significant spatial variability of natural conditions, primar-
ily soil, geomorphological, hydrogeological. Analysis of the
data of the geoinformation system for monitoring irrigated
lands showed that within the framework of the site of one
farm, they can be located on 133 contours of 29 soil differ-
ences. Moreover, individual irrigated fields were located on
several soil differences - from 2 to 5.

The quantitative and qualitative composition of irrigation
techniques plays an important role both in the condition of
irrigated lands and in increasing the efficiency of agricultural
production on irrigated lands. In Russia about 22% of CPI
systems are used; in the melioration complex of the Saratov
region, these systems are the main ones.

To collect data, experimental studies were carried out in
the Engelsky district of the Saratov region of Russia (exper-
imental farm <Povolgy> of the Saratov State Agrarian
University). The irrigated area is equipped with the Center
Pivot Irrigation (CPI) system <« Cascade>>>. It is equipped
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with GPS trackers, cameras and real-time data is displayed
in the «Agrosignal>> digital platform for agribusiness man-
agement (Figure 1). In addition, the << Agrosignal>> system
allows collecting data on weather, soil condition, and basic
agrotechnical information about crops, equipment operation
based on weather station sensors, remote sensing, etc. In this
study, the following data were used:

FIGURE 1. The «Agrosignal>»> system window.

- Climatic data - wind speed and direction, air temperature,
relative air humidity, temperature and humidity of foliage and
soil, atmospheric pressure, amount of precipitation.

- Indices - Normalized Difference Water Index (NDWI).

-CPI information - speed.

An example of a date-set of climatic data for a month
(June 2020) is given in Table 2. The Normalized Difference
Water Index (NDWI) provides information on both the spatial
distribution of water stress on vegetation and its temporal
development. The example of an image of the NDWI index
for the experimental site is shown in Figure 2.

The second component of our system is based on biological
methods for diagnosing anthropogenic changes - this is both
the state of the agricultural crop itself and the state of the
environment. The active use of these methods is associated
with the quick reaction of organisms to any deviations in
the environment from the norm. In our study, these are
the parameters of the soil condition in the irrigated area.
Control is necessary for almost all-important parameters of
the state of the soil. These include the provision of soil
with moisture, mechanical composition, type of oxidation-
reduction regime, etc. We use an approach based on deter-
mining the qualitative properties of the soil using indicator
plants. It is based [53] considering the species diversity of
macrophytes and their indicator significance. Phytoindica-
tors are called plants, plant communities, or their features
that indicate some specific properties of the environment.
Phytoindication is one of the practical uses of various traits
and properties of individual plants or plant communities and
their complexes to obtain qualitative and sometimes quan-
titative characteristics of the environment. With the help
of plants, it is possible to identify individual characteris-
tics of soils: their texture, moisture, acidity, salinity, nutri-
ent supply. Figure 3 shows plant bioindicators used in our
study.
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TABLE 2. Data-set: climatic data.

R AH WS
T The Air Wind
o amount humidity, speed,
Average daily air
o of % m/c
temperature, °C .
precipitat
ion, mm

16,63 0 75 3,16
16,84 0 66,52 5,63
14,08 0 67,17 42
12,94 0 83,26 4,22
15,92 0,1 84 3,09
17,12 0 82,41 1,38
18,5 0 75,27 1,48
18,25 0 72,95 1,77
18,75 0 76,91 2,46
19,08 0 71,45 2,98
19,42 0 71,95 1,58
20,35 0 77,09 2
20,79 0 74,77 3,19
18,86 3,38 88,14 2,53
20,75 0 76,68 3,02
21,9 0,66 78,18 4,53
21,1 0 74,55 5,15
17,64 0 69,68 5,09
18,42 0 65,9 3,28
21,56 0 63,55 2,03
23,08 0,87 67 1,9
24,83 0 61,91 2,21
25,37 0 52,82 2,65
25,37 0 63,41 3,23
25,25 0 62,52 2,81
25,22 0 66,14 2,4
25,61 0 62,14 3,01
26,57 0 65 2,22
24,64 0 72,71 3,32
22,1 1,01 79 2,57

B. CALCULATION OF THE VEGETATION INDEX

For better localization of plants in the image, we use the
vegetation index. This increases the contrast between vege-
tation and soil. Three bands of the spectrum are used as color
sources: red (R), green (G), and blue (B). Since the encoding
of each band is carried out in the range from O to 255,
we normalize the image using (1):

R G
r=—; =—,
R+G+B ° " R+G+B
B
[P — b=1 1
R+G+B 8T M

Considering the peculiarities of the object of study of video
filming, we are interested in the index of excess green (ExG)
(1) and excess red (ExR) (2). Based on these indices, the
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FIGURE 2. NDWI index snapshot.

FIGURE 3. Plants—bioindicators and the main crop: 1) Cirsium arvense,
2) chamomile, 3) wormwood, 4) main crop—corn.

ExGR index (3) is created.

ExG=2¢g—r—0> 2)
ExR =14r —b 3)
ExGR = ExG — ExR @)

The ExGR index results (Figure 4) in an image in which pix-
els range from positive (plant) to negative (soil and residues)
values. This allows segmentation without the need for addi-
tional processing tools such as Otsu, Niblack, etc.

C. USING A DESCRIPTOR
The HOG method assumes that the type of distribution of
image intensity gradients makes it possible to accurately
determine the presence and shape of objects present on it.
The image is split into cells. Histograms hi of the directed
gradients of the interior points are calculated in the cells.
They are combined into one bar charth =f (hy, ..., hy), after
which it is normalized in brightness. The normalization factor
can be obtained in several ways, but they show approximately
the same results. We will use the following:

h

VAl + &2

where ||/]|, — used norm, & — some small constant.

hy, = &)
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FIGURE 4. Images of corn plants at different stages of growth: 1), 3), and
5) color image and 2), 4), and 6) image binarized using the ExGR index.

FIGURE 5. Images of corn plants at different stages of growth: 1), 3), and
5) in grayscale, obtained using the EXGR index and 2), 4), and 6) obtained
by the HOG method.

When calculating the gradients, the image is convolved
with the kernels [—1, 0, 1]and [—1, 0, 117, as a result of which
two matrices Dy and Dy of derivatives along the x and y axes
are formed, respectively. These matrices are used to calculate
the angles and magnitudes of the gradients at each point in
the image.

Figure 5 (2, 4, 6) shows the result of applying the HOG
method to an image processed using vegetation index 5
(1, 3, 5). For clarity, only the magnitude of the gradient is
shown (the brighter the pixel, the larger the gradient).

The scale-invariant feature transform (SIFT) descriptor is
used to extract feature points from the image, which are later
used in classifiers. The key point in finding them is building
a pyramid of Gaussians and the difference of Gaussians.
Gaussian - image blurred with a Gaussian filter:

L(x,y,0) =G x,y,0)*1(x,y), (6)

with coordinates (x, y) and blur radius o; G (x, y, o) — Gaus-
sian kernel; I (x, y)— the value of the original image; * -
convolution operation.

The difference of Gaussians is an image obtained by pixel-
by-pixel subtraction of the Gaussian of the original image
from a Gaussian with a different blur radius (ko):

D(x»yvU)=L(x’y9k0)—L(xay,0) (7)
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A pyramid of Gaussians and Gaussian differences is con-
structed. When moving from one level of the pyramid to
another, the dimensions of the images are halved.

After building the pyramids, the singular points are deter-
mined, which are the local extrema of the difference of the
Gaussians. False key points are discarded, and for the remain-
ing ones, their orientation is calculated. The magnitude of the
gradient m and the direction of the gradient 6 is determined
from the (8)-(9):

mx,y) = (Lx+1,y) —Lx—1,y)>
+(L@y+ ) —Lex,y—1)H7? ()

o (L@ay+h-Lay-1)
0 (x,y) = tan (L(x+1’y)—L(X—l»y)> ®

In the SIFT method, the descriptor is a vector. Take a
4 x 4 square area centered at the singular point, rotate fol-
lowing the direction of the singular point. Each element of
the area indicates the magnitude of the gradient in eight
directions.

D. IMAGE CLASSIFICATION USING BovwW

BOVW is used to improve the performance of descriptors.
This approach considers the blocks as key parts of the plant,
and each block’s HOG represents the local information of
the corresponding part. Next, we cluster the HOG of all the
blocks in the training set into homogeneous groups using
K-means, and the centers will be the mean value of the
blocks’ HOG within the cluster. (We then group the HOGs
of all the blocks in the training set into homogeneous groups
using K-means, and the centers will be the average of the
HOGs of the blocks in the cluster.) These centers will play
the role of Visual-Words in BOVW (Figure 6).

Compute 3 Additional Kmeans: Compute
Histogram of Oriented processing prodict block's Visual-Words
Gradients - Claster (clasters)

occurrence

! !

LA14.)  {0,1,02.}
(216,12, 14..)  Number of occurrence
of each Visuak-Word in
the image

X !l

y i

.l (2,2,3,..)

FIGURE 6. Steps to create a Visual-Words.

(n:813,16..)

Ill. EXPERIMENTS AND RESULTS

A. INSTALLATION

8 IP cameras were installed on the irrigation system, con-
nected to an 8-channel video recorder, constantly filming
plants. For more efficient video recording, the cameras were
not evenly fixed to the irrigation system. The first camera
was installed at a remote point of the irrigation system. The
removal of the rest was determined by (10):

rp=Kx/(2i—-1)/2 (10)
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where i is the ordinal number of the chamber, starting from
the axis of rotation of the irrigation system, rj is the distance to
it. The K coefficient is obtained by substituting the number of
chambers involved and the distance from the axis of rotation
to the most distant point of the irrigation system into this
formula. In our case, with a radius of the irrigation system
equal to 370 meters, the coefficient is 95.5 meters.

We used camcorders with a fixed focal length of 3.6 mm,
matrix size 1/2.8, which allowed us to take pictures with
a viewing angle of up to 96 degrees. The protection class
of the camera is ip67. The protection class was fundamen-
tally important because the cells were constantly exposed to
streams of water. The large viewing angle of the video camera
allows you to track the same plant from different angles while
moving it. This allows you to collect much more information
on each object under study, and therefore more accurately
determine its state and phase of development.

We abandoned cameras with a viewing angle greater than
100 degrees because we must perform additional preprocess-
ing methods to correct aberrations that significantly distort
the image. In addition, the greater the angle at which the
plant is located to the vertical, the more overlap of parts of
nearby growing plants on it, and this leads to serious errors in
classification. Considering the height of the cameras above
the ground (in our case, 1 meter, we came to the optimal
sliding window with a size of 1 * 1 m.

Now about the shooting speed. The IP cameras used oper-
ate at a frequency of 30 Fpx. There is no point in processing
all these frames. This would make our computer vision sys-
tem extremely slow. The number of processed frames per sec-
ond depends on the speed of movement of the irrigation unit
and is determined from the following considerations: each
plant that falls into the sliding window must be processed at
least 2 times. For a linear speed of 0.5 m /s, the point farthest
from the bore axis, from the outermost video camera, 1 image
should be processed in 1 second. If you take images from all
8 cameras (the closer the camera is to the axis of rotation, the
fewer shots you need to take per second), you need to process
no more than 5 shots per second. If the number of weeds is
not significant and the rotation speed of the extreme point
does not exceed 1 m/s, the computer vision system works in
real-time.

When setting up the video system, special attention had to
be paid to protecting the camera lenses from water droplets
and fogging. If we use a cone-shaped casing from direct
moisture penetration.

B. IMAGE PROCESSING TECHNIQUES

Initially, the vegetation index was calculated from the pho-
tograph, which was used to obtain a grayscale and binary
image. For further image processing, we tested three high-
performance methods: SIFT-SVM, HOG-BOVW-BPNN,
and binarization by the EXGR - CNN index. For comparison,
the outdated HOG-CNN method was tested along with them.
The first two methods were applied to grayscale images, and
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the third to a binary image. All algorithms used in the work
are implemented using the OpenCV Python library.

The classification was made according to the following
criteria: corn Figure 4, weed from the list of indicators
Figure 3, weed. When corn is identified, the stage of growth
is determined. To train the methods, a dataset was used, of
1500 corn plants at different stages of development. The
dataset was marked by agricultural scientists working on the
farm. In addition, a dataset with indicator plants was used
(from 500 to 800 for each variety). The results of the methods
are shown in Tables 3 and 4.

TABLE 3. Results of the work of methods for the determination of
indicator plants and corn plants.

Pre- Used Result (%)
processing  classifi ..
methods ers Chamomi Worm  CBM
and Corn le wood m
descriptors arvense
SIFT SVM 71-86 73-87 70-84 71-87
HOG CNN 66-74 68-76 65-75 66-73
HOG — BPNN 84-91 86-91 84-88 83-90
BOVW
Binariza- CNN 81-92 87-93 83-90 84-92
tion by
ExGR
Index

TABLE 4. The results of methods for determining the stage of growth of
corn.

Pre- Used Result (%)
processing  classifi
methods ers 2 leaf 3-5 leaf 6-8 leaf 9 leaf
and
descriptors
SIFT SVM 86-90 83-90 78-87 75-84
HOG CNN 70-80 69-80 65-77 60-70
HOG - BPNN  87-92 90-91 81-88 77-86
BOVW
Vegetation ~ CNN 90-92 85-92 79-89 75-87
index

binarization

It can be seen from the results obtained that the classical
HOG - CNN method is significantly inferior to any of the
three selected.

SIFT-SVM is not inferior to the other two in terms of
processing speed, but the results of its work are slightly worse
than the other two. We were unable to choose the best among
the two remaining methods. Even though in the CNN method
we used 3 x 3 convolutional kernels (this greatly accelerated
it), the HOG-BOVW-BPNN method is 20% faster, but its
classification results are slightly lower in sunny conditions.
In cloudy weather, the results are reduced for both methods,
but the HOG-BOVW-BPNN method is more stable in reduc-
ing the illumination level [54]. We assume that it makes sense
to use both methods depending on the conditions.

The results of these methods (tables 3 and 4) significantly
exceed the results presented in works on computer vision
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in recent years [48]-[50]. This is merit not only of modern
methods of computer vision but also of successful shooting
conditions. The sprinkler removes dust from plant leaves and
the ExGR imaging method works most efficiently.

C. DYNAMIC MAPS OF IRRIGATION PRESCRIPTIONS

A schematic representation of the key algorithm is shown
in Table 5:

TABLE 5. Algorithm.

o Results
Steps Objectives
1 Computer vision’s-  Assessment of the Map of deviation
based monitoring current state of crops of the real
and soil development of
corn plants from
the norm and
location of
indicator plants
2 ANN forecasting Assessment of the Water
the dynamic dynamic variability in availability

variability of water
availability

water availability at the
site based on the
available climatic data
Optimization of
irrigation

variability map

3 Comparative
analysis of
deviations

Dynamic maps
of irrigation
prescription

In the previous works of the authors, a program [55]
was developed for determining the optimal parameters of
humidification in the calculated soil layer for the main crops,
including corn, for a given region. This system also considers
the phases of growth and development of the crop, the type,
and the granulometric composition of the soil. Climate data is
one of the main parameters, both in classical models such as
AQUACROP and in models using artificial neural networks
to predict crop water demand and water availability. In the
developed system, a multilayer neural network model with
input, hidden, and output layers were used. For training, the
Resilient Propagation method was used, which has proven
itself well in this kind of problem.

Our work considers several criteria when creating an irriga-
tion map. In addition to the standard ones, such as humidity,
temperature, etc. we consider the current state of the crop
itself relative to the planned one and the presence of indicator
plants. The neural network we use (Figure 7) was trained
using a sample labeled by agronomists based on many years
of research on the dependence of the state of the crop on the
moisture deficit for a given climatic zone. For each specific
case from the sample, they compared the irrigation correction
factor. The HOG descriptor in the monitoring system was not
chosen by chance in our work. One of the main advantages
over other descriptors is that it is very resistant to lighting
changes. Its performance changes slightly in the conditions
in which shooting is usually done.

Based on the results obtained using the HOG -
BOVW - BPNN method and binarization according to the
ExGR - CNN index, the growth stages of plants caught in the
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camera lens are determined. These data are compared with the
planned indicators for the given area. Figure 7 (a) presents
the results of the deviation in development from the
planned indicators for 10-15 days of growth (6 plant’s leaf).
Figure 7 (a) shows the center of the reference scale. Each new
division differs from the previous one by 1 day of vegetation.
The scale is not limited to five values and extends both in
one direction and in the other direction. The yellow area is
normal, the red area indicates a lag in plant development from
the norm, and the green areas are ahead.

Our model also considers the distribution of indicator
plants over figure 7 (b). The yellow area corresponds to an
area with an undetected predominance of plants that prefer
moist soils and dry-loving ones. In terms of numbers, this
is either a complete absence of both types of plants or, the
overweight of one of the types is no more than two times.
This corresponds to a value of 3 on the scale figure 7 (b).
Other values are determined according to the principle:

VARIABLE RATE IRRIGATION IMPROVING

Computer vision's

STEP1  pased monitoring T =
a)s of corn gi~m§th .
P e, e RESULT Dynamic maps
= “iﬂﬁ i of irrigation
b)=: #ﬁ‘i‘;;‘fﬁ'ﬁﬁg{s Neural prescriptions
- -~ . network €)=t

Forecast of dynamic variability
of water availability

,I,\emi;,arlk Water availability ¢

o) \variability map

STEP 2
¢)i: Current
=; NDW

SENEE B EEEs

. %‘g.

Other parameters:
T,R, AH, WS

[ 4

FIGURE 7. The process of obtaining a map of irrigation of crops for corn:
a) map of deviation of the real development of corn plants from the
norm; b) a map of the location of indicator plants; c) current NDWI;

d) water availability variability map; e) maps of irrigation of crops

for corn.

4 - prevalence of moisture-loving over dry-loving in the
range from 2 to 4 times;

5 - prevalence of moisture-loving over dry-loving in the
range from 4 to 8 times;

etc.

Similarly, zones with a predominance of dry-loving plants
are determined.

Another element that we will consider when planning the
irrigation of the field is NDWI figure 7 (c). We receive the
current value of this indicator once every 10 days. To establish
the correct irrigation regime, we created a neural network
that, using previous NDWTI results and weather reports, pre-
dicts the dynamic variability of water availability for some
time ahead.

All parameters supplied to the neural network are presented
in numerical values:

« NDWI color gradations are set according to the standard.
They are converted into numerical values in the range
from O to 1, where O is white (lack of moisture in
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the soil), 1 is dark blue (wetland). Intermediate values
are calculated according to the shades of blue.

e Cloudiness is determined by discrete values from
its absence - 0, to complete obscurity of the sun’s
clouds - 3.

o Air humidity - relative humidity ranging from 0 to 100%

o Temperature is measured in degrees Celsius.

« Wind speed is measured in meters per second.

When training the neural network, we used NDWI data in
size (100 images), data from weather stations for the period
of the NDWTI study. The neural network was trained using the
Resilient Propagation method [56].

At the final stage of obtaining a map of watering corn,
data from steps 1 and 2 are passed through the second neural
network, which determines the lack of moisture in the soil.
This neural network was trained using the Resilient Prop-
agation method [55] Based on the dataset obtained in the
experimental farm <<Povolgy>>> of the Saratov State Agrarian
University in 2020 and previously marked by agronomical
scientists.

The result of the network is a map of the field, divided into
sections, indicating the amount of water required to irrigate
1 square meter of this section of the field.

Considering the peculiarities of the sprinkler system, the
whole field was divided into sectors figure 7 (e). The param-
eters of each sector were determined based on the parameters
of the sections of which it consists of. On this map, the yellow
area is the base area. It determines the average amount of
moisture required for a given field. The red area means that
this sector requires more moisture than average, the green
area requires less moisture relative to the norm.

The distribution of percentages of the total area under
the influence of the prescription in each irrigation plan with
a dynamic prescription for 6 irrigation actions is shown
in Figure 8.

Computer vision’s-based monitoring allows for a dynamic
assessment of the actual state of culture and depending on the
stage of development. Along with the forecast of water avail-
ability, this makes it possible to overestimate the irrigation
rate.

So, for example, for irrigation actions 5-6, which corre-
sponded to August-September, zones were identified where
the culture reached late stages of growth and, as a result,
a decrease in the amount of irrigation is possible, in contrast
to standard prescriptions, as can be seen in Figure 8.

We carried out a comparative analysis of water consump-
tion when implementing a standard irrigation strategy and
a variable irrigation strategy based on dynamic prescription
maps. Let us introduce the notation:

P! — standard irrigation rate corresponding to the i-th irri-
gation action.

S — the area of irrigation plot, S; — part of the area of the
irrigation plot under the influence of the prescription j.

S = Z,; S; (11)
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FIGURE 8. Distribution of percentages of the total area under the
influence of the dynamic prescription.

Then the irrigation amount with standard irrigation, corre-
sponding to the i-th irrigation action.

1AL, = SP' (12)

Irrigation amount with dynamic prescription, corresponding
to the i-th irrigation action.

. 5 .
1AL = ijl Si(ki P, (13)

where k; — irrigation correction factor for §;, corresponding
to the i-th irrigation action, kJ’ =1{0,8;0,9;1;1,1;1,2}.

Irrigation correction factor k! is a numerical expression of
the dynamic prescription map obtained as a result of the third
step of the algorithm. Further development of the method
involves an increase in the set of k! values, which will lead
to an improvement in the efficiency of irrigation water use
and productivity.

The decrease in the amount of irrigation water (in%)
because of the implementation of a variable irrigation strategy
instead of the standard one can be calculated because of maps
of dynamic prescriptions, the number of irrigation measures,
and the established correction factors based on (11) - (13).

The data of experimental studies of the volume of irrigation
with standard irrigation and the volume of irrigation with
dynamic irrigation for the purpose show an increase in this
indicator in each irrigation action from 0.3% to 1.8%, which
gives an increase in total for all irrigations of 7.4%. At the
same time, the efficiency of the use of irrigation water, which
links the yield of crops per unit of water used, increases due
to an increase in yield by 8.9%.

IV. DISCUSSION

The irrigation technique plays an important role both in the
condition of irrigated land and in improving the efficiency of
agricultural production on irrigated land. In Russia, as well as
on a global scale, about 22 -23% of CPI systems are used. One
method for irrigation management is VRI, but the high imple-
mentation and management costs limit its application. On the
one hand, the recently appeared agribusiness management
systems such as “Agrosignal” allow collecting huge amounts
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of data, and on the other hand, even the simplest analogs of
CPI systems have control panels with speed control modules,
which makes it possible to implement inexpensive irrigation
control systems ... For this, it is necessary to develop maps
of irrigation prescriptions that consider the spatial-temporal
variability of the irrigation site. The purpose of this study was
to develop neural network methods for determining dynamic
maps of irrigation prescriptions for automatic speed control
using 1) phytoindication based on computer vision of the
states of crops; 2) phytoindication based on computer vision
of the state of the soil by plants - indicators; 3) intellectual
analysis of data from monitoring systems of environmental
conditions, the water indices, as well as the knowledge base
of the optimal parameters of irrigation of crops in the region.

The question of defining irrigation zones is fundamental
in this kind of research [13], [14]. From a formal point of
view, the difference in approaches depends on the sets of
available data, methods, and tools for their analysis. In [12],
three main areas are indicated: measurements of soil elec-
trical conductivity, monitoring of vegetation indices based
on satellite images, and data on yield. The study [12], was
based on mapping the NDVI at a certain time for different
purposes. From the point of view of methods, artificial intel-
ligence methods were used to calculate important parameters
of irrigation, such as soil moisture and salinity, modeling
the water-soil regime and the transfer of solutes [41]-[44].
However, all these approaches have drawbacks and require
further research. There is an acute issue of the need to create
maps of prescriptions in dynamics since the state of plants
and the environment has a high dynamic of changes. The so-
called dynamic spatial-temporal adaptation is needed. And
the accuracy of such adaptation can be achieved only by using
a combination of artificial intelligence methods.

In our study, to determine dynamic maps of irrigation pre-
scriptions for automatic speed control, we used the methods
of artificial neural networks, data mining, and phytoindi-
cation based on computer vision of the state of crops and
the state of the soil by plants - indicators. Our model is
field-tested in 2020. The key factors in assessing the impact
of an irrigation strategy are crop yields and the amount of
irrigation water used. An 8.9% increase in corn yields was
recorded compared to a plot using conventional irrigation.
In addition, the data indicate an improvement in the effi-
ciency of irrigation water use. The limitation of this study
is the impossibility of assessing the productivity of each site
through the yield map, which will be done in the future.

Phytoindications based on computer vision of the state of
the soil by plants - indicators can be an additional simple and
cheap tool for analyzing the state of the soil in contrast to the
rather expensive and not always available to farmers methods
of chemical analysis. This study demonstrates the possibility
of widespread use of artificial intelligence methods, contrary
to the opinion about the complexity and high cost of such
solutions. Further research will focus on scaling the results for
different farms and climatic conditions with a full assessment
of economic efficiency.
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V. CONCLUSION

Climate change has direct implications for the availability
of water, which requires the development of strategies to
optimize its use. Conventional irrigation systems are based on
the application of a uniform flow across the field, considered
as a single spatial unit. However, fields can often have spatial
heterogeneity in soil characteristics, relief, microclimate, and
crop development. Improving the efficiency of water use is
one of the main tasks facing the heads of farms today. A large
area of crops with a pivot irrigation system both in Russia and
in the world requires a differentiated response to irrigation
management. The study is focused on the development of
neural network methods (from multilayer artificial neural
networks to pattern recognition and convolutional neural net-
works) to optimize irrigation by creating dynamic maps of
irrigation prescriptions using 1) regular monitoring of the
state of crops and the environment through phytoindication;
3) predicting the dynamic variability of the state of water
supply, as well as a knowledge base on the optimal parameters
of irrigation of crops in the region. Since agribusiness man-
agement systems, such as the “Agrosignal” system we use,
are now often used by farmers, the use of complex methods
of artificial intelligence is becoming more accessible. The
results of the implementation showed a positive trend in
decreasing spatial variability and increasing corn yields in
this field. Sensor information, remote sensing, and neural
network techniques have proven to be effective in defining
dynamic control zones and are attractive due to the ease
with which they can be implemented at the field scale. This
relatively simple approach is quite inexpensive for the farmer
and can be implemented on a large scale, which represents
an important and sustainable contribution to improving water
use efficiency in agriculture, especially in the current sce-
nario of global warming and decreasing available water for
agriculture.

REFERENCES

[1] M. Miletto and R. Connor, The United Nations World Water
Development Report 2020: Water and Climate Change. Paris,
France: UNESCO, 2020. [Online]. Available: https://unesdoc.unesco.
org/ark:/48223/pf0000372985.locale=en

[2] L. S. Pereira, “Water, agriculture and food: Challenges and issues,”
Water Resour. Manage., vol. 31, no. 10, pp. 2985-2999, Jun. 2017, doi:
10.1007/s11269-017-1664-z.

[3] G. Nikolaou, D. Neocleous, A. Christou, E. Kitta, and N. Katsoulas,
“Implementing sustainable irrigation in water-scarce regions under the
impact of climate change,” Agronomy, vol. 10, no. 8, p. 1120, Aug. 2020,
doi: 10.3390/agronomy10081120.

[4] B. Aragon, R. Houborg, K. Tu, J. B. Fisher, and M. McCabe, ‘““Cube-
Sats enable high spatiotemporal retrievals of crop-water use for precision
agriculture,” Remote Sens., vol. 10, no. 12, p. 1867, Nov. 2018, doi:
10.3390/rs10121867.

[5] U. Shafi, R. Mumtaz, J. Garcia-Nieto, S. A. Hassan, S. A. R. Zaidi, and
N. Igbal, “Precision agriculture techniques and practices: From consider-
ations to applications,” Sensors, vol. 19, no. 17, p. 3796, Sep. 2019, doi:
10.3390/519173796.

[6] V. Martos, A. Ahmad, P. Cartujo, and J. Ordofiez, “Ensuring agri-
cultural sustainability through remote sensing in the era of agriculture
5.0, Appl. Sci., vol. 11, no. 13, p.5911, Jun. 2021, doi: 10.3390/
appl1135911.

VOLUME 10, 2022

[71

[8]

[9]

(10]

(11]

[12]

[13]

(14]

[15]

(16]

(17]

(18]

[19]

(20]

(21]

[22]

(23]

S. Monteleone, E. A. D. Moraes, B. T. de Faria, P. T. A. Junior, R. F. Maia,
A. T. Neto, and A. Toscano, “Exploring the adoption of precision agri-
culture for irrigation in the context of agriculture 4.0: The key role of
Internet of Things,” Sensors, vol. 20, no. 24, p. 7091, Dec. 2020, doi:
10.3390/520247091.

B. da Silva Baptista, J. L. Cércoles, A. Colombo, and M. A. Moreno,
“Feasibility of the use of variable speed drives in center pivot systems
installed in plots with variable topography,” Water, vol. 11, no. 10, p. 2192,
Oct. 2019, doi: 10.3390/w11102192.

A. Z. Mohamed, R. T. Peters, A. Sarwar, B. Molaei, and D. Mcmoran,
“Impact of the intermittency movement of center pivots on irriga-
tion uniformity,” Water, vol. 13, no. 9, p. 1167, Apr. 2021, doi:
10.3390/w13091167.

C. O. R. Rovelo, N. Z. Ruiz, J. B. Tolosa, J. R. F. Félix, and B. Latorre,
“Characterization and simulation of a low-pressure rotator spray plate
sprinkler used in center pivot irrigation systems,” Water, vol. 11, no. 8,
p. 1684, Aug. 2019, doi: 10.3390/w11081684.

S.Rad, L. Gan, X. Chen, S. You, L. Huang, S. Su, and M. Taha, ““Sustain-
able water resources using corner pivot lateral, a novel sprinkler irrigation
system layout for small scale farms,” Appl. Sci., vol. 8, no. 12, p. 2601,
Dec. 2018, doi: 10.3390/app8122601.

J. Serrano, S. Shahidian, J. M. da Silva, L. Paixdo, F. Moral,
R. Carmona-Cabezas, S. Garcia, J. Palha, and J. Noéme, ‘“Mapping man-
agement zones based on soil apparent electrical conductivity and remote
sensing for implementation of variable rate irrigation—Case study of corn
under a center pivot,” Water, vol. 12, no. 12, p. 3427, Dec. 2020, doi:
10.3390/w12123427.

J. D. Svedin, R. Kerry, N. C. Hansen, and B. G. Hopkins, “Identifying
within-field spatial and temporal crop water stress to conserve irrigation
resources with variable-rate irrigation,” Agronomy, vol. 11, no. 7, p. 1377,
Jul. 2021, doi: 10.3390/agronomy11071377.

X. Shi, W. Han, T. Zhao, and J. Tang, “Decision support system for variable
rate irrigation based on UAV multispectral remote sensing,” Sensors,
vol. 19, no. 13, p. 2880, Jun. 2019, doi: 10.3390/s19132880.

S. A. O’Shaughnessy, S. R. Evett, P. D. Colaizzi, M. A. Andrade,
T. H. Marek, D. M. Heeren, F. R. Lamm, and J. L. LaRue, “Identify-
ing advantages and disadvantages of variable rate irrigation: An updated
review,” Appl. Eng. Agricult., vol. 35, no. 6, pp. 837-852, 2019, doi:
10.13031/aea.13128.

L. Garcia, L. Parra, J. M. Jimenez, J. Lloret, and P. Lorenz, “IoT-based
smart irrigation systems: An overview on the recent trends on sensors and
10T systems for irrigation in precision agriculture,” Sensors, vol. 20, no. 4,
p. 1042, Feb. 2020, doi: 10.3390/s20041042.

B. Keswani, A. G. Mohapatra, A. Mohanty, A. Khanna, J. J. Rodrigues,
D. Gupta, and V. H. C. de Albuquerque, “Adapting weather conditions
based IoT enabled smart irrigation technique in precision agriculture mech-
anisms,” Neural Comput. Appl.,vol.31,no. 1, pp. 277-292, Jan. 2019, doi:
10.1007/s00521-018-3737-1.

E. Wang, S. Attard, A. Linton, M. McGlinchey, W. Xiang, B. Philippa,
and Y. Everingham, “Development of a closed-loop irrigation system for
sugarcane farms using the Internet of Things,” Comput. Electron. Agricult.,
vol. 172, May 2020, Art. no. 105376, doi: 10.1016/j.compag.2020.105376.
C. Kamienski, J.-P. Soininen, M. Taumberger, R. Dantas, A. Toscano,
T. S. Cinotti, R. F. Maia, and A. T. Neto, “Smart water management
platform: IoT-based precision irrigation for agriculture,” Sensors, vol. 19,
no. 2, p. 276, Jan. 2019, doi: 10.3390/s19020276.

J. Muangprathub, N. Boonnam, S. Kajornkasirat, N. Lekbangpong,
A. Wanichsombat, and P. Nillaor, “IoT and agriculture data analysis
for smart farm,” Comput. Electron. Agricult., vol. 156, pp. 467-474,
Jan. 2019, doi: 10.1016/j.compag.2018.12.011.

A. Bonfante, E. Monaco, P. Manna, R. De Mascellis, A. Basile,
M. Buonanno, G. Cantilena, A. Esposito, A. Tedeschi, C. De Michele,
O. Belfiore, I. Catapano, G. Ludeno, K. Salinas, and A. Brook, “LCIS
DSS—An irrigation supporting system for water use efficiency improve-
ment in precision agriculture: A maize case study,” Agricult. Syst., vol. 176,
Nov. 2019, Art. no. 102646, doi: 10.1016/J.AGSY.2019.102646.

N. G. S. Campos, A. R. Rocha, R. Gondim, T. L. C. da Silva,
and D. G. Gomes, “Smart & green: An Internet-of-Things framework
for smart irrigation,” Sensors, vol. 20, no. 1, p. 190, Jan. 2020, doi:
10.3390/s20010190.

A. Gloria, C. Dionisio, G. Simdes, J. Cardoso, and P. Sebastido, ‘“Water
management for sustainable irrigation systems using Internet-of-Things,”
Sensors, vol. 20, no. 5, p. 1402, Mar. 2020, doi: 10.3390/s20051402.

8587


http://dx.doi.org/10.1007/s11269-017-1664-z
http://dx.doi.org/10.3390/agronomy10081120
http://dx.doi.org/10.3390/rs10121867
http://dx.doi.org/10.3390/s19173796
http://dx.doi.org/10.3390/app11135911
http://dx.doi.org/10.3390/app11135911
http://dx.doi.org/10.3390/s20247091
http://dx.doi.org/10.3390/w11102192
http://dx.doi.org/10.3390/w13091167
http://dx.doi.org/10.3390/w11081684
http://dx.doi.org/10.3390/app8122601
http://dx.doi.org/10.3390/w12123427
http://dx.doi.org/10.3390/agronomy11071377
http://dx.doi.org/10.3390/s19132880
http://dx.doi.org/10.13031/aea.13128
http://dx.doi.org/10.3390/s20041042
http://dx.doi.org/10.1007/s00521-018-3737-1
http://dx.doi.org/10.1016/j.compag.2020.105376
http://dx.doi.org/10.3390/s19020276
http://dx.doi.org/10.1016/j.compag.2018.12.011
http://dx.doi.org/10.1016/J.AGSY.2019.102646
http://dx.doi.org/10.3390/s20010190
http://dx.doi.org/10.3390/s20051402

IEEE Access

G. Kamyshova et al.: Atrtificial Neural Networks and Computer Vision’s-Based Phytoindication Systems for VRI Improving

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]

8588

S. Kujawa and G. Niedbata, “Artificial neural networks in agriculture,”
Agriculture, vol. 11, no. 6, p.497, May 2021, doi: 10.3390/agricul-
ture11060497.

K. Jha, A. Doshi, P. Patel, and M. Shah, “A comprehensive review
on automation in agriculture using artificial intelligence,” Artif. Intell.
Agricult., vol. 2, pp. 1-12, Jun. 2019, doi: 10.1016/j.aiia.2019.05.004.

M. T. Linaza, J. Posada, J. Bund, P. Eisert, M. Quartulli, J. Déllner,
A. Pagani, I. G. Olaizola, A. Barriguinha, T. Moysiadis, and L. Lucat,
“Data-driven artificial intelligence applications for sustainable preci-
sion agriculture,” Agronomy, vol. 11, no. 6, p. 1227, Jun. 2021, doi:
10.3390/agronomy11061227.

V. Saiz-Rubio and F. Rovira-Mas, “From smart farming towards agricul-
ture 5.0: A review on crop data management,” Agronomy, vol. 10, no. 2,
p. 207, Feb. 2020, doi: 10.3390/agronomy10020207.

L. Benos, A. C. Tagarakis, G. Dolias, R. Berruto, D. Kateris,
and D. Bochtis, “Machine learning in agriculture: A comprehensive
updated review,” Sensors, vol. 21, no. 11, p.3758, May 2021, doi:
10.3390/s21113758.

A. Cravero and S. Sepiilveda, ‘“Use and adaptations of machine learning in
big data—Applications in real cases in agriculture,” Electronics, vol. 10,
no. 5, p. 552, Feb. 2021, doi: 10.3390/electronics10050552.

T. van Klompenburg, A. Kassahun, and C. Catal, “Crop yield pre-
diction using machine learning: A systematic literature review,” Com-
put. Electron. Agricult., vol. 177, Oct. 2020, Art.no. 105709, doi:
10.1016/j.compag.2020.105709.

P. Gonzalez-de-Santos, R. Fernandez, D. Sepilveda, E. Navas, L. Emmi,
and M. Armada, “Field robots for intelligent farms—Inhering features
from industry,” Agronomy, vol. 10, no. 11, p. 1638, Oct. 2020, doi:
10.3390/agronomy10111638.

A. Goap, D. Sharma, A. K. Shukla, and C. R. Krishna, “An IoT based
smart irrigation management system using Machine learning and open
source technologies,” Comput. Electron. Agricult., vol. 155, pp. 41-49,
Dec. 2018, doi: 10.1016/j.compag.2018.09.040.

N. K. Nawandar and V. R. Satpute, “ToT based low cost and intelligent
module for smart irrigation system,” Comput. Electron. Agricult., vol. 162,
pp. 979-990, Jul. 2019, doi: 10.1016/j.compag.2019.05.027.

W. R. Mendes, F. M. U. Aratijo, R. Dutta, and D. M. Heeren, “Fuzzy con-
trol system for variable rate irrigation using remote sensing,” Expert Syst.
Appl., vol. 124, pp. 13-24, Jun. 2019, doi: 10.1016/j.eswa.2019.01.043.
A.Y. Sun and B. R. Scanlon, “How can big data and machine learning
benefit environment and water management: A survey of methods, appli-
cations, and future directions,” Environ. Res. Lett., vol. 14, no. 7, Jul. 2019,
Art. no. 073001, doi: 10.1088/1748-9326/ab1b7d.

C.-L. Chang and K.-M. Lin, “Smart agricultural machine with a com-
puter vision-based weeding and variable-rate irrigation scheme,” Robotics,
vol. 7, no. 3, p. 38, Jul. 2018, doi: 10.3390/robotics7030038.

G. Kamyshova, D. Solovyev, N. Terekhova, and D. Kolganov, ‘“Develop-
ment of approaches to the intellectualization of irrigation control systems,”
in Agriculture Digitalization and Organic Production (Smart Innovation,
Systems and Technologies), vol. 245. Singapore: Springer, Jan. 2022,
pp. 359-369, doi: 10.1007/978-981-16-3349-2_30.

R. Torres-Sanchez, H. Navarro-Hellin, A. Guillamon-Frutos,
R. San-Segundo, M. C. Ruiz-Abellén, and R. Domingo-Miguel,
“A decision support system for irrigation management: Analysis
and implementation of different learning techniques,” Water, vol. 12,
no. 2, p. 548, Feb. 2020, doi: 10.3390/w12020548.

B. Suntaranont, S. Aramkul, M. Kaewmoracharoen, and P. Champrasert,
“Water irrigation decision support system for practical weir adjustment
using artificial intelligence and machine learning techniques,” Sustainabil-
ity, vol. 12, no. 5, p. 1763, Feb. 2020, doi: 10.3390/sul2051763.

P. K. Kashyap, S. Kumar, A. Jaiswal, M. Prasad, and A. H. Gandomi,
“Towards precision agriculture: loT-enabled intelligent irrigation systems
using deep learning neural network,” IEEE Sensors J., vol. 21, no. 16,
pp. 17479-17491, Aug. 2021, doi: 10.1109/JSEN.2021.3069266.

W. Diao, G. Liu, H. Zhang, K. Hu, and X. Jin, “Influences of
soil bulk density and texture on estimation of surface soil moisture
using spectral feature parameters and an artificial neural network algo-
rithm,” Agriculture, vol. 11, no. 8, p. 710, Jul. 2021, doi: 10.3390/
agriculture11080710.

J. Wang, J. Peng, H. Li, C. Yin, W. Liu, T. Wang, and H. Zhang, “Soil
salinity mapping using machine learning algorithms with the Sentinel-2
MSI in arid areas, China,” Remote Sens., vol. 13, no. 2, p. 305, Jan. 2021,
doi: 10.3390/rs13020305.

[43] . J. Diez, L. M. Navas-Gracia, L. Chico-Santamarta,
A. Correa-Guimaraes, and A. Martinez-Rodriguez, ‘“‘Prediction of
horizontal daily global solar irradiation using artificial neural networks
(ANNSs) in the castile and Ledn region, Spain,” Agronomy, vol. 10, no. 1,
p. 96, Jan. 2020, doi: 10.3390/agronomy10010096.

[44] A. D’Emilio, R. Aiello, S. Consoli, D. Vanella, and M. Iovino, “‘Arti-
ficial neural networks for predicting the water retention curve of sicil-
ian agricultural soils,” Water, vol. 10, no. 10, p. 1431, Oct. 2018, doi:
10.3390/w10101431.

[45] G. Céceres, P. Millan, M. Pereira, and D. Lozano, ‘“Smart farm irriga-
tion: Model predictive control for economic optimal irrigation in agricul-
ture,” Agronomy, vol. 11, no. 9, p. 1810, Sep. 2021, doi: 10.3390/agron-
omy11091810.

[46] G. N. Kamyshova, D. A. Soloviov, D. A. Kolganov, V. V. Korsak, and
N. N. Terekhova, ‘“Neuromodeling in irrigation management for sustain-
able agriculture,” Adv. Dyn. Syst. Appl., vol. 16, no. 1, pp. 159-170,
May 2021.

[47] A. Gléria, J. Cardoso, and P. Sebastido, ““Sustainable irrigation system
for farming supported by machine learning and real-time sensor data,”
Sensors, vol. 21, no. 9, p. 3079, Apr. 2021, doi: 10.3390/521093079.

[48] W. Yang, T. Nigon, Z. Hao, G. Dias Paiao, F. G. Fernandez, D. Mulla,
and C. Yang, “Estimation of corn yield based on hyperspectral imagery
and convolutional neural network,” Comput. Electron. Agricult., vol. 184,
May 2021, Art. no. 106092, doi: 10.1016/j.compag.2021.106092.

[49] Y. Pang, Y. Shi, S. Gao, F. Jiang, A.-N. Veeranampalayam-Sivakumar,
L. Thompson, J. Luck, and C. Liu, “Improved crop row detection with
deep neural network for early-season maize stand count in UAV imagery,”
Comput. Electron. Agricult., vol. 178, Nov. 2020, Art. no. 105766, doi:
10.1016/j.compag.2020.105766.

[50] L.Zhong, L. Hu, and H. Zhou, “Deep learning based multi-temporal crop
classification,” Remote Sens. Environ., vol. 221, pp. 430-443, Feb. 2019,
doi: 10.1016/j.rse.2018.11.032.

[S1] A.Kuznetsova, T. Maleva, and V. Soloviev, “Detecting apples in orchards
using YOLOV3,” in Proc. ICCSA, in Lecture Notes in Computer Science,
vol. 12249, Cagliari, Italy, 2020, pp. 923-934, doi: 10.1007/978-3-030-
58799-4_66.

[52] A. Kuznetsova, T. Maleva, and V. Soloviev, “YOLOVS versus YOLOv3
for apple detection,” in Cyber-Physical Systems: Modelling and Intel-
ligent Control (Studies in Systems, Decision and Control), vol. 338,
A. G. Kravets, A. A. Bolshakov, and M. Shcherbakov, Eds. Cham, Switzer-
land: Springer, Sep. 2021, pp. 349-358, doi: 10.1007/978-3-030-66077-
2_28.

[53] K.O.Prokopyeva, M. V. Konyushkova, N. M. Novikova, and I. V. Sobolev,
“Digital phytoindication of soil salinity in dry steppes (Republic of
Kalmykia),” Arid Ecosyst., vol. 11, no. 2, pp. 173-185, May 2021, doi:
10.1134/S207909612102013X.

[54] S. Abouzahir, M. Sadik, and E. Sabir, “Bag-of-visual-words-augmented
histogram of oriented gradients for efficient weed detection,”
Biosyst. Eng., vol. 202, pp.179-194, Feb. 2021, doi: 10.1016/.
biosystemseng.2020.11.005.

[55] D. A. Soloviev, V. V. Korsak, G. N. Kamyshova, N. N. Terekhova, P. O.
Terekhov, and O. N. Mityureva, “The program for calculating the optimal
parameters of humidification of the calculated soil layer (Python),” Saratov
State Agrarian Univ., Saratov, Russia, Tech. Rep. 2021615359, Apr. 2021.

[56] M. A. Makarov, V. V. Obidin, A. V. Osipov, and A. V. Filimonov, “Neural
excel VBA extension pack,” Ivanovo State Univ. Chem. Technol., Ivanovo,
Russia, Tech. Rep. 2019615941, Jun. 2019.

GALINA KAMYSHOVA received the Ph.D.
degree in mathematics from Saratov State Univer-
sity, in 1997. She worked as an Associate Professor
and the Head of the Department of Mathemat-
ics, Mechanics and Engineering, Saratov State
Agrarian University, named after N. I. Vavilov,
from 1997 to 2021. Since 2021, she has been work-
ing as an Associate Professor with the Department
of Data Analysis and Machine Learning, Financial
University, Government of the Russian Federation.
Her research interests include mathematical modeling, environmental engi-
neering, data analysis, artificial neural networks, and machine learning.

VOLUME 10, 2022


http://dx.doi.org/10.3390/agriculture11060497
http://dx.doi.org/10.3390/agriculture11060497
http://dx.doi.org/10.1016/j.aiia.2019.05.004
http://dx.doi.org/10.3390/agronomy11061227
http://dx.doi.org/10.3390/agronomy10020207
http://dx.doi.org/10.3390/s21113758
http://dx.doi.org/10.3390/electronics10050552
http://dx.doi.org/10.1016/j.compag.2020.105709
http://dx.doi.org/10.3390/agronomy10111638
http://dx.doi.org/10.1016/j.compag.2018.09.040
http://dx.doi.org/10.1016/j.compag.2019.05.027
http://dx.doi.org/10.1016/j.eswa.2019.01.043
http://dx.doi.org/10.1088/1748-9326/ab1b7d
http://dx.doi.org/10.3390/robotics7030038
http://dx.doi.org/10.1007/978-981-16-3349-2_30
http://dx.doi.org/10.3390/w12020548
http://dx.doi.org/10.3390/su12051763
http://dx.doi.org/10.1109/JSEN.2021.3069266
http://dx.doi.org/10.3390/agriculture11080710
http://dx.doi.org/10.3390/agriculture11080710
http://dx.doi.org/10.3390/rs13020305
http://dx.doi.org/10.3390/agronomy10010096
http://dx.doi.org/10.3390/w10101431
http://dx.doi.org/10.3390/agronomy11091810
http://dx.doi.org/10.3390/agronomy11091810
http://dx.doi.org/10.3390/s21093079
http://dx.doi.org/10.1016/j.compag.2021.106092
http://dx.doi.org/10.1016/j.compag.2020.105766
http://dx.doi.org/10.1016/j.rse.2018.11.032
http://dx.doi.org/10.1007/978-3-030-58799-4_66
http://dx.doi.org/10.1007/978-3-030-58799-4_66
http://dx.doi.org/10.1007/978-3-030-66077-2_28
http://dx.doi.org/10.1007/978-3-030-66077-2_28
http://dx.doi.org/10.1134/S207909612102013X
http://dx.doi.org/10.1016/j.biosystemseng.2020.11.005
http://dx.doi.org/10.1016/j.biosystemseng.2020.11.005

G. Kamyshova et al.: Artificial Neural Networks and Computer Vision’s-Based Phytoindication Systems for VRI Improving IEEEACC@SS

ALEKSEY OSIPOV graduated from the Shuisky
State  Pedagogical Institute, named after
D. A. Furmanov, in 1995, with a focus on mathe-
matics and physics; from Moscow State Industrial
University, with a focus on applied computer sci-
ence in economics, in 2007; and from the Ivanovo
State University of Chemical Technology, with
a focus on labor protection, in 2016. He is an
employee of the Financial University, Government
of the Russian Federation, and a candidate of
physical and mathematical sciences (1999). Since 2020, he has been working
as an Associate Professor with the Department of Data Analysis and Machine
Learning, Financial University, Government of the Russian Federation.

SERGEY GATAULLIN graduated from the State
University of Management. He is an employee
of the Financial University, Government of the
Russian Federation, and a candidate of economic
sciences. He is a specialist in the field of math-
ematical methods of decision-making, economic,
and mathematical modeling. Since 2016, he has
been engaged in research and administrative work
at the Faculty of Information Technology and Big
Data Analysis, Financial University, Government
of the Russian Federation.

SERGEY KORCHAGIN graduated from the Fac-
ulty of Nonlinear Processes and the Faculty of
Economics of Saratov State University, named
after N. G. Chernyshevsky, as well as the Insti-
tute of Social and Industrial Management of the
Saratov State Technical University, named after
Yu. A. Gagarin. He is an employee of the Financial
University, Government of the Russian Federation,
and a candidate of physical and mathematical sci-
ences. He is a specialist in applied problems of
machine learning and robotic tools in precision agriculture.

STEFAN IGNAR is an employee of the Warsaw
University of Life Sciences, where he is also a
Professor of hydrology and water resources at the
Faculty of Civil and Environmental Engineering
and the Head of the Department of Hydraulic
Engineering. His research interests include
environmental sciences, ecological engineering,
hydrology, irrigation, and water management.
He has significant experience in development
and management of international research and
educational projects in Eastern European countries.

VOLUME 10, 2022

TIMUR GATAULLIN graduated from Lomonosov
Moscow State University. He is an employee of the
State University of Management, a candidate of
physical and mathematical sciences, and a doctor
of economic sciences. He is a specialist in the
application of mathematical apparatus in problems
for economics and finance, optimization for pro-
duction, and management processes. He is cur-
rently the Deputy Director of the Center for Digital
Economy and a Professor of the Department of

Mathematical Methods in Economics and Management. He is a member of
the editorial board, the Journal of Digital Economy, and CEMI RAS.

NADEZHDA TEREKHOVA graduated from
Saratov State University, in 1998. She received
the Ph.D. degree in engineering from Saratov
State Agrarian University, in 2003. She has
been an Associate Professor with the Department
of Mathematics, Mechanics, and Engineering,
Saratov State Agrarian University, named after
N. I. Vavilov, since 1999. Her research interests
include mathematical modeling, engineering, data
analysis, and artificial neural networks.

STANISLAV SUVOROV graduated from the Peo-
ples’ Friendship University of Russia, with a focus
on scientific mathematics, in 1994. He received
the Master of Mathematical Sciences degree. He is
an employee of Moscow Polytechnic University
and a candidate of economic sciences (2002).
Since 1995, he has been a Lecturer at Moscow
State Industrial University. Since 2005, he has
been the Head of the Department of Applied Infor-
matics, the Head of the bachelor’s degree program

“Big and Open Data,” the Head of the master’s degree program ‘‘System
Analytics of Big Data,” and the Co-Head of the professional retraining
program ‘‘Data-based Management—Chief Data Officer.”

8589



