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ABSTRACT The demand for accurate and fast trajectory tracking for multirotor Unmanned Aerial Vehi-
cles (UAVs) have grown recently due to advances in UAV avionics technology and application domains.
In many applications, the multirotor UAV is required to accurately perform aggressive maneuvers in
challenging scenarios like the presence of external wind disturbances or in-flight payload changes. In this
paper, we propose a systematic controller tuning approach based on identification results obtained by a
recently developed Deep Neural Networks with theModified Relay Feedback Test (DNN-MRFT) algorithm.
We formulate a linear equivalent representation suitable for DNN-MRFT using feedback linearization. This
representation enables the analytical investigation of different controller structures and tuning settings, and
captures the non-linearity trends of the system. With this approach, the trade-off between performance
and robustness in design was made possible which is convenient for the design of controllers of UAVs
operating in uncertain environments. We demonstrate that our approach is adaptive and robust through a
set of experiments, where accurate trajectory tracking is maintained despite significant changes to the UAV
aerodynamic characteristics and the application of wind disturbance. Due to the model-based system design,
it was possible to obtain low discrepancy between simulation and experimental results which is beneficial
for potential use of the proposed approach for real-time model-based planning and fault detection tasks.
We obtained RMSE of 3.59 cm when tracking aggressive trajectories in the presence of strong wind, which
is on par with state-of-the-art.

INDEX TERMS Unmanned aerial vehicles, system identification, adaptive and robust control, trajectory
tracking, PID control, machine learning.

I. INTRODUCTION
A. MOTIVATION
Trajectory tracking problem for multirotor Unmanned Aerial
Vehicles (UAVs) has attracted significant attention from the
robotics research community in recent years. This is mainly
due to the wide range of potential applications where accurate
and precise trajectory tracking are needed. These applications
include agriculture [1], entertainment [2], factory automa-
tion [3], security, inspection [4], delivery, etc. For example,
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precision agriculture using multirotor UAVs require accurate
spatio-temporal tracking to efficiently spray the pesticides at
the place and the time it’s needed [1]. Another example is
the need for accurate trajectory tracking of the multirotors in
entertainment applications to execute the required trajectory
while avoiding any attainable collateral damage [2].

A new UAV application domain is enabled by the recent
advancements in on-board UAV navigation [5], [6]. When
navigating cluttered environments, the UAV dynamically
plans local trajectories [7]. Following these trajectories in
the presence of sensor uncertainty, external disturbances, and
controller inaccuracies can be challenging. Moreover, some
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multirotor UAV applications would introduce system changes
while in operation, for example changes in inertia and aero-
dynamic characteristics due to on-board gripper movement
and morphing [8]. The grippers installed on UAVs could be
used to pickup objects [8], and even manipulate them dur-
ing the mission [9]. These in-flight dynamic changes would
result in trajectory tracking performance degradation or even
instability in certain cases. As a result, high-performance
trajectory tracking for multirotors attracted the attention of
many researchers in recent years. Additional enhancement for
the tracking performance would lead to improved operational
safety, and minimization of losses and accidents in missions
carried in tight or crowded areas. In this work, we address
the problem of accurate aggressive trajectory tracking in the
presence of external wind disturbance, and in the case of
in-flight changes to the aerodynamic properties of the UAV.

Estimating multirotor aerodynamic effects is a challeng-
ing problem that is widely studied in literature. The com-
plexity arises from the dependency on many system states;
not only the nonlinear relation with the velocity, but also
on the projected area (which depends on the attitude and
velocity direction), induced drag due to the propulsion system
and other complex phenomena. The work of [10] discussed
induced drag, motion inflow, and blade flapping effects.
In [11] an approach for the linearization of complex aerody-
namic effects was used to develop a linear drag model suit-
able for control. The work of [12] utilized this linearization
approach of aerodynamic effects to develop an in-flight tuner
of controller parameters. It is more challenging to achieve the
desired trajectory tracking performance at high velocities and
accelerations because of the increased aerodynamic effects
that are difficult to model and compensate for [13]. Thus,
aerodynamics accurate modeling of a multirotor is a research
challenge, and proper knowledge of such dynamics is essen-
tial to guarantee high performance.

B. RELATED WORK
Trajectory tracking problem for UAVs is an active research
topic in the robotics community. Various algorithms and sys-
tem components work in harmony to complete a trajectory
tracking task. Trajectory tracking problem can be mainly split
into two parts: feasible trajectory generation, and closed loop
error minimization controller (for simplicity and compatibil-
ity with literature, we refer to it as trajectory tracking in this
work), where this work is mainly concerned with the latter.
A trajectory reference needs to be generated prior to tracking
and the most adopted class of techniques is to use piece-wise
polynomial trajectories [14]. Tracking performance of such
trajectories can be greatly enhanced when reference states are
generated, which requires the generated trajectory to be con-
tinuous, and the system to be differentially flat. In some sense,
generating reference states transforms a trajectory tracking
problem into a state tracking problem, greatly enhancing
the tracking performance as shown by the results reported
in [14]–[16].

Trajectory tracking methods can be classified into two
broad categories: feedforward and robust feedback methods.
Feedforward methods rely on repeatable disturbance models
to compensate for them through inversion. The pioneering
work of [17] used iterative learning to synthesize a drag
description and its associated feedforward terms. A more
recent work by [15] built up on the useful property of dif-
ferential flatness where the authors proved that a multirotor
model with linear rotor drag is differentially flat. The flatness
property is utilized to compute feedforward control terms to
achieve accurate tracking of trajectories which has efficiency
advantages in implementation and tuning compared to iter-
ative learning methods. The computation of each of these
feedforward terms depends on the rotor drag coefficients
which are obtained through an optimization method and
are specific for every trajectory to be followed. The results
showed enhanced performance in Lemniscate and circular
trajectories reaching velocities up to 5 m/s and the authors
manually compensated for time delays in the system. A more
recent work from the same group could generalize over all
trajectory shapes [13]. The authors used a Model Predic-
tive Controller (MPC) for multirotors with the aerodynamic
effects modeled using Gaussian processes (GPs). By training
using previously recorded flight data, the GPs can predict
the error in acceleration due to aerodynamic drag given the
velocity of the multirotor. The controller was able to achieve
70% reduction in the tracking error for aggressive trajectories
such as the figure-eight trajectory, reaching velocities up
to 14 m/s and accelerations exceeding 4g. A drawback of
this method is being computationally demanding such that
a ground computer is required to perform MPC calculations.
Another work by [18] leveraged a learning based technique
to produce adequate feedforward terms to perform accurate
trajectory tracking in the presence of modeling and distur-
bance uncertainties. In a similar way to the other feedforward
tuning methodologies, a regression algorithm learned a drag
model based on flight data. All these methods [13], [15], [17],
[18] require extensive data collection and offline optimiza-
tion to build up a drag or disturbance model, which limits
the suitability for real-time adaptation. Also the optimized
model can be biased towards the training data, and might
under perform for unseen scenarios. For example, in [15], the
drag model is refined for every considered trajectory shape.
Trajectory tracking performance with feedforward methods
can be significantly reduced due to the presence of external
wind in the environment.

The other category of trajectory trackers utilize robust or
adaptive controller structure and gains. One of the most com-
mon approaches that showed success in MBZIRC2017 and
MBZIRC2020 robotic competitions is MPC with real-time
iterative solution for the quadratic programming prob-
lem [19]. The MPC outer loop controller provides reference
commands to the low-level SO(3) controller. MPC controllers
require on-board computational resources and manual tuning
specific to every platform used. Another common approach
for trajectory tracking is feedback linearization (i.e. nonlinear
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dynamic inversion) with differential flatness, as suggested
in [14]. The recent work in [16] suggested an incremental
nonlinear dynamic inversion (INDI) approach andwas able to
achieve high-performance trajectory tracking control scheme
capable of successfully doing aggressive maneuvers (high
accelerations and velocities) without the need for accurate
modeling or knowledge about the aerodynamic parameters
of the multirotor. The authors in [16] utilized the differential
flatness property of the multirotor to generate the trajectory
reference derivatives (velocity, acceleration, jerk and snap).
To compensate for the inaccuracies in the model as well
as the external disturbance due to aerodynamic drag, INDI
control technique was used and arranged in a setting that
requires high rate measurements of motor rotational speeds,
and full states measurements. This is a drawback as such
measurements are not available with the majority of the
multirotor UAVs hardware currently deployed. The recent
work of [20] utilized acceleration error scheme instead of
the common feedback linearization based approaches. This
approach requires a clean, lag-free acceleration measure-
ment which was obtained by designing a novel regression
based filter that removes accelerometer noise caused by
propeller rotations (the accelerometer measurement comes
from the IMU). This has a clear advantage over [16] as no
additional sensors are required. In [21], the authors used
a model learning approach that adapts controller gains and
showed improvement in tracking accuracy in the presence
of external wind with speeds reaching 6.2m/s. However, the
achieved tracking performance was incomparable with the
tracking performance for the wind free case. The presented
experiments in [21] were demonstrated in a scenario where
the wind speed across all trajectory segments was constant.
Other related work was based on combining different con-
trol and estimation methods to achieve the desired perfor-
mance, like in [22] where the authors presented an adaptive
fuzzy terminal sliding mode controller (AFTSMC) capable
of tracking a predefined flight path under model uncertainty
and external disturbances. Another work also based on the
combination approach was investigated in [23] where a mul-
tiple observers based anti-disturbance control (MOBADC)
scheme was developed to enhance the tracking performance
under wind and suspended payloads disturbances. One of the
drawbacks was the need for partial information about the
payload tomaximize the rejection performance, but it showed
good performance for the case of wind disturbance.

In all the aforementioned surveyed work, there was no
clear and systematic methodology for the automatic tuning
of controller gains for trajectory tracking and adaptation to
system changes; rather, it depended on the human expertise
or the extensive model refinement using substantial amount
of experimental data to achieve a satisfactory tracking per-
formance. It is worth noting though that there is a growing
interest recently in in-flight controller tuning. The in-flight
tuningmethod in [24] were limited to altitude controllers with
two parameters. This method does not run in real-time and
requires minutes for the controller parameters to converge.

Another in-flight tuning approach showed in [25] was applied
to hexrotor UAVs with tilting propellers, and bounded lateral
forces. The work of [25] suffered from limitations similar
to [24] as it did not run in real-time, and it was not a trajec-
tory tracking task. Based on the surveyed literature, it is not
possible with the current state-of-the-art to obtain knowledge
about the aerodynamic parameters in a form that is suitable
for real-time controller synthesis. Also, current data-driven
approaches lack predictability of the system response to
unseen operating environments. Clearly, the current literature
lacks a systematic simple and safe identification, and tuning
methodology for accurate high-speed trajectory tracking in
the presence of external wind disturbances.

C. CONTRIBUTION
In this paper, we propose a systematic approach for tuning and
adapting controller parameters based on Deep Neural Net-
works and the Modified Relay Feedback Test (DNN-MRFT)
for accurate high-speed trajectory tracking with disturbance
attenuation capability. The proposed approach can adapt in
real-time to changes in system dynamics that could happen
during the mission, thus maintaining optimal trajectory track-
ing performance at all mission stages. DNN-MRFT ensures
stability and sub-optimality performance bounds which we
show to be negligible, thus optimality of performance can be
claimed. DNN-MRFT runs in real-time on on-board comput-
ers and requires a few seconds to obtain optimal controller
parameters for all UAV control loops.

We demonstrate the validity and efficiency of our approach
by introducing significant change to the system dynamics
during flight that would cause controller performance deteri-
oration, which are four 12 cm wide and 40 cm long balloons
fixed on each side of the multirotor. The new system is then
identified and tuned using the DNN-MRFT approach regain-
ing the state-of-the-art tracking performance for a figure-
eight trajectory.

We also present the analysis of different tuning approaches
for Proportional-Derivative (PD) and Proportional-Integral-
Derivative (PID) controllers and their tracking performance
under model parameter changes as well as external wind
disturbances. Due to the model-based overall system design,
low discrepancy between simulation and experimental results
were obtained, which proves the potential of using the pro-
posed approach for real-time model-based planning and fault
detection tasks. The obtained results show a trajectory track-
ing performance that is on par with the state-of-the-art control
methods, and shows unique capability for attenuating external
disturbances where the RMSE of tracking was 3.59 cm.
A video of the experiments can be found in [26].

The scope of this contribution is on the design of controller
structures, and tuning of controller parameters to follow a
reference trajectory. It is assumed that sufficiently accurate
estimate of the UAV states is available. It is also assumed
that the followed trajectory is feasible. Generating feasible
trajectories based on the proposed tuning approach is beyond
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the scope of this paper, and should be the subject of another
contribution.

D. STRUCTURE OF THE PAPER
The paper is structured as follows. The model of multirotor
UAV dynamics is presented in Section II. The suggested feed-
back linearization approach and linearized model of the UAV
is presented in section III. The methodology for identifying
unknown system parameters is presented in Section IV. The
analysis and tuning of the controller structures is presented
in Section V. Finally, simulation and experimental results are
presented in Section VI.

II. MODELING DYNAMICS
In this section, we present a nonlinear model of the multirotor
UAVs that accounts for the actuator dynamics and digital
delays in the system. We then present a linearized version of
the nonlinear model that is suitable for identification and con-
troller tuning. We choose a quadrotor as our simulation and
experimentation platform, however this approach is directly
extendable to any other symmetric multirotor UAVs.

FIGURE 1. Schematic representation of the quadrotor and the coordinate
systems used.

A. REFERENCE FRAMES AND CONVENTIONS
We define an Earth-fixed right-handed inertial frame FI with
the basis iz pointing upwards opposite to gravity. It is conve-
nient to express a vector with respect to a particular reference
frame, e.g. the position vector Ip = [Ipx Ipy Ipz]T is
expressed in the inertial reference frame. Similarly, we define
the body-fixed reference frame FB to have a basis bz that
is parallel to the thrust force produced by the actuators, and
is centered at the UAV center of gravity (CoG). Rotations
around the inertial axes are given by the Euler angles η =
[φ θ ψ]T which describe the roll, pitch and yaw respectively.
For convenience, we define the horizon frame FH which has
its origin coincident with the origin of FI . The reference
frame FH is yaw aligned with FB, while the pair {hz, iz} is
always coincident. The orientation of the multirotor can be
described by the rotation matrix I

BRwhich is a transformation
defined in the SO(3) Lie groupwhere the identity of the group
is defined as I

BR
B
I R = I. The Lie algebra so(3) is defined

around the identity element of the group with the rotational
velocity vector ω = [p q r]T [27].

B. NONLINEAR MULTIROTOR BODY DYNAMICS
The thrust force and pitching or rolling torques exerted by
each propeller are described by:

fi = kf�2
i , τφ,θi = kf lφ,θ�2

i . i ∈ {1, . . . , np} (1)

where i here denotes the rotor index, f is the thrust force,
τφ,θ are rolling, pitching torques, kf is the propeller thrust
coefficient, lφ,θ are the rolling, pitching moment arms, � is
the angular speed of the propellers. For the case of a quadro-
tor, we have the number of rotors np = 4. The yawing torque
is different in nature than the rolling and pitching torques as
it is caused by the reactive torque from the motors and it can
be described by the following equation:

τψi = (−1)i+1kτ�2
i (2)

where kτ is the ropeller torque coefficient. Thus, the actuators
forces and torques can be summarized in a matrix equation
relating them to the angular speed � of each propeller:


fT
τφ
τθ
τψ

 =

kf kf kf kf
kf lφ −kf lφ −kf lφ kf lφ
kf lθ kf lθ −kf lθ −kf lθ
kτ −kτ kτ −kτ



�2

1

�2
2

�2
3

�2
4

 (3)

A multirotor is considered a rigid body in R3, hav-
ing 6 degrees-of-freedom (DOF) and subject to forces and
torques in R3. It is assumed that the weight of the multirotor
is acting on CoG which is coincident with the body frame
BF origin, and assumed to be symmetric around all axes.
Thus, the inertia matrix is J = diag(Jx , Jy, Jz). The governing
equations for such bodies can be described by Newton-Euler
equations described in the body frame as follows:[

mI3×3 03×3
03×3 J

] [
V̇
ω̇

]
=

[BF
Bτ

]
(4)

BF = fT bz − B
I Rmgiz − α (5)

Bτ =

τφτθ
τψ

− λ (6)

where ṗ = I
BRV , m is the mass, and α and λ are arbitrary

functions that describe the translational and rotational drag
forces acting on the multirotors body respectively.

From Eqs. (4), (5) and (6), and neglecting the
cross-coupling dynamics due to their small and mitigated
effect due to the closed loop performance, we achieve a
simplified multirotor model:

I p̈x =
1
m

(
(cψ sθcφ + sψ sφ)fT − αx(I ṗx , η,�)

)
,

I p̈y =
1
m

(
(sψ sθcφ − cψ sφ)fT − αy(I ṗy, η,�)

)
,
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I p̈z =
1
m

(
cφcθ fT−g− αz(I ṗz, η,�)

)
,

φ̈ =
1
Jx

(
τφ − λφ(ω,�)

)
,

θ̈ =
1
Jy
(τθ − λθ (ω,�)) ,

ψ̈ =
1
Jz

(
τψ − λψ (ω,�)

)
. (7)

C. ACTUATOR DYNAMICS
Brushless Direct Current (BLDC) motors is the common
choice as an actuator for multirotors, and each motor requires
a dedicated electronic speed controller (ESC). The ESC
receives a thrust reference ui and produces a thrust force fi.
The relationship between ui and fi is usually quadratic as the
ESC regulates the motor’s rotational speed. We use ESCs that
regulate the square of the motor’s rotational speed, which
results in a linear map between the ESC command and the
generated thrust. This relationship can be approximated well
by a First Order Plus Time Delay (FOPTD) transfer function
as investigated in [12], [28]:

Gprop(s) =
Keqe−τact s

Tprops+ 1
(8)

Usually time delay is omitted from the models widely
adopted in literature [14], [15]. From our experimentation
and numerical simulations, we could not achieve acceptable
tuning results when time delay is omitted [12], [29]. Other
researchers could minimize the effect of the omission of time
delay by using high throughput sensor measurements, and
the measurement of additional system states as motor’s rota-
tional speed and acceleration. Our approach alleviates such
measurement requirements, thus it is applicable to numerous
multirotor UAVs that exist in the market.

The commanded quantities (i.e. output of the controllers)
are mapped to the individual motor commands by inverting
the relation given in Eq. (3). Thus the commanded quantities
and their physical counterparts (i.e. uT with fT , uθ with τθ , uφ
with τφ , and uψ with τψ ) are always related by the actuator
dynamics given in Eq. (8).

III. FEEDBACK LINEARIZATION AND MODEL
LINEARIZATION
The complexity of designing UAV controllers is mainly
attributed to the coupling between the multiple control loops,
nonlinear dynamics, and the uncertain dynamics of the UAV.
We summarize these complexities and how we approached
each of them in Table 1.

Sufficiently accurate state estimates are assumed to be
available. But we account for the fact that they are delayed,
for which the delay is found through identification. A kine-
matic based Kalman filter is used to provide smooth velocity
and position estimates at the IMU update rate. The IMU is
pre-calibrated and provide attitude and attitude rate estimates.
Body accelerations, angular accelerations, and motor speeds
are unknowns.

The strategy we follow to design the controller structure is
to perform feedback linearization to transform the nonlinear
system into an equivalent linear system. This linearization is
valid as long as the motors are not saturated. The equivalent
linear system is then utilized for identification, as would be
discussed in Section IV. The detailed linear system models
used gave us the freedom to design and tune controllers that
perform well experimentally, with clear guidelines for the
trade-off between performance and robustness.

A. FEEDBACK LINEARIZATION
We use a feedback linearization approach similar to the
approaches suggested in [14], [15]. The position controllers
provide the control desired acceleration vector I p̈d as follows:

I p̈d = I
HR

(
Kp �

H (Ipref − Ip)+ Kv �
H (I ṗref − I ṗ)

+K i �
H (I ēp)

)
+

I p̈ref (9)

where � is the Hadamard product, ēp is an augmented state
as given in:

ēp =
∫ t

0
(Ipref − Ip)dt,

and reference position and its derivatives are denoted by
the ref superscript. The vectors Kp, Kv, and K i are fixed
controller gains.

The commanded acceleration output, I p̈c, that is used to
calculate motor commands and attitude loops references is
given by:

I p̈c = I p̈d + agiz (10)

where ag corresponds to the estimated acceleration due to
gravity (we assume it to be 9.79m/s2). For convenience,
we then define a temporal reference frame CF that represents
the commanded attitude with the basis cz aligned with I p̈c as
follows:

cz =
I p̈d

‖I p̈d‖
(11)

cy =
cz × [cos(ψref ) sin(ψref ) 0]T

‖cz × [cos(ψref ) sin(ψref ) 0]T ‖
(12)

cx = cy × cz (13)

Then the rotation matrix C
I R is constructed from the basis

[cx cy cz] which can be used to find the rotation vector
constituting current orientation errors as follows:exey

ez

 = ε(CI R I
BR) (14)

where ε is a function that converts the rotation matrix into the
corresponding rotation vector representation of the attitude
based on the inverse of the Rodrigues’ rotation formula,
which leads to the axis-angle representation given by:

δ = arccos (
Tr(R)− 1

2
)
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TABLE 1. Summary of controller design considerations for various UAV model complexities.

e =
1

2sin(δ)

R32 − R23R13 − R31
R21 − R12


δ = δe (15)

where Rij corresponds to the rotation matrix element at the
ith row and the jth column. The singularities in Eq. (15) due
to small rotation angles or large rotation angles close to π are
handled properly.

Finally, we can calculate the collective thrust command uT
by projecting the commanded thrust vector to cz:

uT = kbI p̈c · cz (16)

where kb is a dimensionless constant that maps the com-
manded acceleration to ESC command. Assuming a properly
calibrated ESC with linearly proportional thrust response, kb
is found to be the hover thrust uT0 divided by ag.

B. LINEARIZED ATTITUDE AND ALTITUDE DYNAMICS
Near hover multirotor UAV operation, both the attitude and
altitude dynamics can be approximated by a first order system
plus integrator [11]:

Gatt,alt (s) =
Keq

s(T1s+ 1)
(17)

Suchmodel accounts for the fact that drag dynamics cannot
be neglected [11]. The input to this model is torque for the
attitude dynamics case, and force for the altitude dynamics
case. And the output is the attitude angle (i.e. either roll or
pitch) or the altitude. The total loop dynamics that would
include the actuator dynamics are given by cascading both
transfer functions in (17) and (8) to obtain the following sec-
ond order plus integrator with time delay (SOIPTD) model:

Gin(s) =
Keqe−τins

s(Tprops+ 1)(T1s+ 1)
(18)

The time delay parameter accounts for the delays in the
forward and feedback paths. This model provides a mapping

between the ESC commands as inputs, to the measured atti-
tude or altitude. The adequacy of this model in describing
UAV attitude and altitude dynamics has been proven experi-
mentally in [12], [29], [30].

C. LINEARIZED LATERAL MOTION DYNAMICS
As an underactuated system, the multirotor cannot achieve
lateral (i.e. in the direction of ix or iy) motion through
direct actuation commands, but instead it is achieved through
changing the attitude of the multirotor in the direction of
motion. Because of underactuation, we refer to these dynam-
ics as outer dynamics, whereas we refer to attitude and
altitude dynamics as inner dynamics, as they command the
ESCs directly. A linearized model for such outer dynamics
was investigated in [30]:

Gout (s) =
Keqe−τout s

s(T2s+ 1)
(19)

which provides a relation between the tilt angle and the
lateral position. Drag on the quadrotor body is assumed to
be linear, and it is associated with the parameter T2. The
feedback linearization controller presented in Section III-A
ensures this linear relationship holds as long as the motors
are not saturated. It is therefore possible to cascade the
dynamics in equations (8), (18) and (19) to obtain the overall
lateral motion dynamics, mapping ESC commands to lateral
position:

Glat (s) =
Keqe−(τin+τout )s

s2(Tprops+ 1)(T1s+ 1)(T2s+ 1)
(20)

The time delay parameter accounts for the delays in the
forward and feedback paths. The mapping between the angle
and the thrust is accounted for in the gain Keq. We have now
two sets (one set for each lateral axis) of rotational and trans-
lational drag terms modelled by the time constants T1 and
T2 respectively. The above decoupled and linearized model
structures were used in the development of non-parametric
tuning rules for UAV control under wind in [31]. It was found
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FIGURE 2. Controller and identification structure and their interface with the physical model. The switches S1 and S2 are set at position 1 in the control
phase, and are set at position 2 during the identification phase.

from the experimental results of [31] that these models pro-
vided accurate description of the underlying UAV dynamics.

D. TRAJECTORY GENERATION
In our work, we choose figure-eight (i.e. Lemniscate of
Gerono) trajectory with fixed altitude as our testing and
benchmarking trajectory. It can be described by the following
equations:

prefy (t) = r cos(σ (t))

prefx (t) =
r sin(2σ (t))

2

σ (t) =
n∑
i=0

bit i (21)

where σ (t) is a polynomial of nth order, bi is a polynomial
coefficient, and r is the trajectory radius. We follow the work
of [14] in optimizing σ (t) in order to minimize the integral
of the square of a chosen trajectory derivative (in our case we
minimize the snap) over its period while enforcing a set of
initial and terminal constraints. We have used the derivative
of the generated trajectory, ṗrefx and ṗrefy as shown in Eq. (9) to
enhance the tracking performance. We also used the second
derivative p̈refx and p̈refy as an additional feedforward input
to I p̈d as shown in Eq. (9). Higher derivatives of the refer-
ence signal beyond the second were not included, although
it would enhance the tracking performance, as we needed
knowledge about the generated thrust rate and the angular
speed of the propellers which are not measured quantities in
our setup.

The overall linearized and decoupled closed-loop altitude
system dynamics including the feedforward reference signals
provided by the trajectory generator is given by:

Z (s)
Rz(s)

=
Gin(Cin + s2)
1+ GinCin

(22)

and for the closed-loop lateral dynamics:

X (s)
Rx(s)

=
Gin,clGout (Cout + s2)
1+ Gin,clGoutCout

(23)

where Cin is the in loop controller, Gin,cl is the closed loop
inner dynamics (i.e. with the inner loop controller), and
Cout is the outer loop feedback controller. The closed-loop
dynamics maps a reference signal to its corresponding mea-
sured quantity, e.g. Rz(s) is the reference altitude and Z (s) is
the measured altitude. The terms Gins2 in the numerator of
Eq. (22), and Gin,clGouts2 in the numerator of in Eq. (23),
which are due to the use of the feedforward reference signal,
reduce the relative degree of the systems, which result in a
faster response of these systems.

IV. IDENTIFICATION WITH DNN-MRFT
In this section we discuss the DNN-MRFT identification
approach that is used to obtain the linear model param-
eters [29], [30]. DNN-MRFT performs identification in
real-time within seconds and guarantees near optimal perfor-
mance. These features were demonstrated by the experiments
in [30], where UAVs of different sizes were able to perform
full identification from take-off, without prior knowledge of
dynamics.

A. GENERATING PERIODIC MOTION
The idea of the identification is to excite a periodic motion
in the system that reveals the unknown system dynamics.
Measured system output is then fed to a deep neural net-
work (DNN) which classifies the unknown process parame-
ters and provides near optimal tuning. The periodic motion is
excited using the modified relay feedback test (MRFT) which
is given by [32]. (24), as shown at the bottom of the next
page, where b1 = −βemin and b2 = βemax . emax > 0 and
emin < 0 are respectively the last maximum and minimum
values of the error signal after crossing the zero level; and
uM (t−) = limε→0+uM (t − ε) is the last control output.
Initially, the maximum and minimum error values are set as
emax = emin = 0. β is a tunable parameter that defines
the phase of the excited oscillations. Based on the describing
function (DF) method, it could be shown that the MRFT
achieves oscillations at the phase angle defined by the param-
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FIGURE 3. Illustration of discretized processes in the parameter space.
(a) Datt and Dalt domains are discretized to obtain processes of D̄att and
D̄alt shown by the red dots. (b) For each member process of D̄att ,
a different set of D̄lat processes are obtained.

eter β by satisfying the harmonic balance equation [33]:

Nd (a0)G(j�0) = −1 (25)

The DF of the MRFT is presented in [32] as:

Nd (a0) =
4h
πa0

(
√
1− β2 − jβ) (26)

The MRFT is triggered when identification needs to be
performed. Fig. 2 shows the placement of MRFT within the
control structure. When the identification of the roll, pitch,
or the altitude dynamics is needed, switch S1 position is
changed to 2 and the associated outer loop is temporarily
disabled. Each of the loops need to be identified indepen-
dently. Once a steady-state limit cycle is produced, the switch
S1 immediately returns to position 1 and the outer loop control
is resumed for normal control operation using the newly tuned
controllers based on the identification results. The generation
of limit cycles for the outer loop dynamics requires the switch
S2 to change to position 2 while S1 remains at position 1.
Similar to the inner loops identification, once a steady-state
limit cycle is produced, the switch S2 immediately returns
to position 1 for the resumption of normal control operation
using the newly acquired controller parameters.

Stability of the periodic motion for the considered mul-
tirotor UAV dynamics was proven in [30]. It was shown
in [29] that the DNN-MRFT approach achieves identification
results that provide better controller performance in shorter
time and with much smaller computational requirements
compared with other identification and tuning methods,
like the prediction error method and non-parametric tuning
of PID controllers.

B. IDENTIFICATION STEPS
DNN-MRFT handles identification as a classification prob-
lem. Process classes in the unknown process parameters’
space are sampled based on the relative sensitivity met-
ric and the minmax approach [34] to ensure sampling

efficiency, while maintaining full coverage. The relative sen-
sitivity function indicates the robustness of the system to
the changes in process parameters and is governed by the
following equation [35]:

Jij =
Q(Ci,Gj)− Q(Cj,Gj)

Q(Cj,Gj)
× 100% (27)

where Jij represents the degradation in performance due to
applying controller Ci, which is the optimal controller for the
process Gi and a sub-optimal controller for the process Gj. Q
denotes the integral square error (ISE) of the step response of
the closed loop system. Note that Jij 6= Jji so we define the
minmax function J(ij) = max(Jij, Jji).

The DNN is not used directly in control, so it does not
affect stability in a direct sense. As such, the misclassifica-
tion of process dynamics (i.e. errors in identification) is the
possible source of instability, which is handled appropriately
through the use of the relative sensitivity function in Eq. (27)
and the minmax function J(ij). Monte Carlo stability study
based on extensive simulations was presented in [29] for the
inner loops, and in [30] for the outer loops.

We summarize the identification steps reported in [29],
[30] for the identification of the inner loop and outer loop
dynamics as follows:

1) Select the domain of the unknown time parameters
Tprop, T1, T2, τin, and τout . We select these ranges based
on prominent multirotor UAV sizes and designs (we
include multirotor UAVs that span few centimeters to
a few meters). Namely the selected parameters ranges
are the same for those in [30] and they are Tprop ∈
[0.015, 0.3], T1 ∈ [0.2, 2], T2 ∈ [0.2, 6], τin ∈
[0.0005, 0.03], and τout ∈ [0.0005, 0.15]. Altitude
parameters domain Dalt , attitude parameters domain
Datt , and lateral motion parameters domain Dlat are
formed based on the selected parameters’ domains.

2) Relative sensitivity value is selected to be J∗ = J(ij) =
10% which means that adjacent discretized processes
would provide at worst 10% drop in closed loop system
performance.

3) Discretize Datt and Dalt as illustrated in Fig. 3 (a) and
outlined in [29] based on J∗ value to obtain discretized
domains D̄att and D̄alt .

4) Discretize the outer loop domain Dlat for every dis-
cretized inner loop process in D̄att as shown in
Fig. 3 (b). This will result in a set of discretized domains
{D̄lat,1, . . . , D̄lat,n} where n is the number of processes
in D̄att [30].

5) In simulation, generate system responses for every pro-
cess in D̄att and D̄alt based on β = −0.73 value
reported in [29] and for D̄lat,i use β value that is specific
for every process in D̄att .

uM (t) =

{
h : e(t) ≥ b1 ∨ (e(t) > −b2 ∧ uM (t−) = h)
−h : e(t) ≤ −b2 ∨ (e(t) < b1 ∧ uM (t−) = −h)

(24)
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FIGURE 4. Step response of attitude dynamics shown in Eq. (18) with
different PDin controller parameters, where each was optimally tuned
based on different cost function. The particular case shown is for the
QDrone UAV model parameters shown in Table 4. The quantitative step
response characteristics are shown in Table 3.

6) Find the optimal controller for every discretized pro-
cess in D̄att , D̄alt , and D̄lat using the tuning methodol-
ogy presented in Section V-B.

7) Train the DNN based on simulation data. Generated
data is augmented with noise and process bias for
better generalization, which resulted in fifteen training
samples per class.

8) Finally, excite a periodic motion experimentally using
MRFT algorithm shown in Eq. (24) and feed the mea-
sured process output to the DNN for identification and
obtain new controller parameters.

The set of DNNs we used are as follows. First, a DNN to
for altitude with 208 output classes (we have widened the
range of τin to accommodate for network delays), a DNN
for attitude loops with 48 output classes, and a set of 48
DNNs for lateral loops with an average of 15 output classes
for each. The DNN structure consisted of two hidden layers
of size 3000 and 1000 neurons respectively. Rectified Linear
Units (ReLU) were used as activation functions, dropout and
batch normalization were used at the output of each of the
hidden layers. he output layer uses the modified softmax
cost function derived in [29]. ADAM algorithm was used
for training, which takes a few minutes per DNN. The DNN
inference time takes a few milliseconds in modern embedded
processors, which enables the real-time performance. Further
details about the DNN used can be found in [29].

V. CONTROLLER DESIGN
The proposed control design approach is built around two
facts. First, the obtained equivalent closed-loop linear sys-
tem representation given in Eqs. (22) and (23) permits the
use of a handful of linear feedback control design tools.
Second, the close match between the obtained simulation
models and experimentation, as illustrated by the results

in Section VI, alleviates the need for model and controller
refinement through repetitive experimentation.

A. CONTROLLER STRUCTURE SELECTION
We could use either PID or PD control structure for the outer
and the inner control loops. The selection depends on a few
factors, and a single control structure cannot be the best for
all scenarios (e.g. external disturbance, reference signal type,
robustness, etc.).

It was found, based on the extensive simulations where
different permutations of controller structures and tuning
methods were used, that fast inner dynamics are essential for
high performance trajectory tracking. Hence, a PD control
structure for the inner loops was selected over PID as it
provides lower rising time Tr . The inner loop PID controller
would not suffer from steady-state errors due to asymmetric
CoG or motor thrusts imbalance. This necessitates the use of
a PID structure in the outer loop if a PD structure is used in the
inner loop and the steady-state error needs to be eliminated.
The results of steady-state analysis is therefore limited to the
case when a PD controller is used in the inner loops, and a
PD or a PID controller is used in the outer loops. The overall
controller structure is shown in Fig. 2. The steady-state errors
for step and ramp excitations applied as reference signals or
force disturbances (e.g. due to wind) are analyzed.We choose
to analyze ramp excitations to evaluate steady-state behavior
of the system when the reference is varying (i.e. trajectory) or
when the source of disturbance is ramped (e.g. approaching
wind source). The results of the steady-state error analysis are
summarized in Table 2.
It can be seen that the PDin/PIDout configuration is a suit-

able choice for eliminating steady-state error for both varying
references and constant disturbances cases. This means that
the tuning of the outer PID controller will be based on a ramp
input reference.Wewill also consider the PDin/PDout config-
uration tuned for step input based on its high performance and
consistency seen in practice. The PDin/PDout configuration
suffers steady-state errors except for a step reference input,
but its performance can be improved by using the higher order
references as discussed in section III-D.

B. CONTROLLER TUNING
The tuning is mainly based on minimizing a cost function Q,
which is a function of the error to a specific input to the
system. In our work we will choose Q the ISE performance
index realized by:

QISEx =
∫ t

0
(Iprefx (t)− Ipx(t))2dt (28)

Other performance indices were investigated, such as Inte-
gral Absolute Error (IAE), Integral Time-weighted Absolute
Error (ITAE) and Integral Time-weighted Squarded Error
(ITSE). It is not convenient to tune controllers in the presence
of stead-state errors, as the value of the cost functional is
not bounded when t → ∞. This is due to the introduction
of some additional optimization parameters like the simu-
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TABLE 2. Steady-state errors for different inputs references and disturbances.

TABLE 3. Quantitative step response results for the step reference
simulation tests shown in Fig. 4.

FIGURE 5. Performance robustness trade-off curve for PID controller with
gain margin constraint. The simulated trajectory is a 3× 1.5 m
figure-eight.

lation time T , as we are tuning based on simulated system
response. Therefore, we exclude tuning controller structures
with excitation sources that would result in steady-state errors
(refer to Table 2.
The tuning is conducted using MATLAB and Simul-

ink. We used the derivative free Nelder-Mead simplex
algorithm with inequality constraints is realized by the
‘‘fminsearchbnd’’ optimization function [36]. The objective
of the optimization function is to minimize the error func-
tion, and the decision variables are the controller parameters.
We found that the optimizer usually get stuck at local min-
ima when tuning PID controller parameters in their parallel
form. We have also found that parameterizing the control
parameters using the homogeneous tuning rules avoided the
local minima issue, and resulted in amuch faster optimization
time. The equation for the homogeneous tuning rules are
given by [37]:

Kc = c1
1

|G(j�0)|
, TI = c2

2π
�0
, TD = c3

2π
�0

(29)

where c1, c2, c3 are constant parameters which define the
homogeneous tuning rule,�0 is the frequency response of the
system at test phase β, and |G(j�0)| is the amplitude response
of the system at the same test phase β (refer to Equation (24)).
If we choose to tune only a PD controller, then c2, the constant
corresponding to the integral term, will be equal to zero. The
homogeneous tuning rule is related to the gain and phase
margins of the system by two sets of equations [32]. These
equations govern a relation between the homogeneous tuning
rule parameters and allow us to exploit the time and gain
invariance properties of the tuning rule to impose inequality
constraints on the gain and phase margins. The phase margin
is related to the homogeneous tuning rule parameters by:

β = sin
(
ϕm + arctan

(
1

2πc2
− 2πc3

))
,

c1

√
1+

(
2πc3 −

1
2πc2

)2

= 1, (30)

where ϕm is the phase margin of the closed loop system.
On the other hand, the gain margin constrain equations are
given by:

β = −

2πc3 −
1

2πc2√
1+

(
2πc3 −

1
2πc2

)2
,

γmc1

√
1+

(
2πc3 −

1
2πc2

)2

= 1. (31)

where γm is the gain margin of the closed loop system.
If we want to impose phase margin constraints, we use
Equation (30) with Equation (29) to find PID parameters.
Similarly, we use Equation (31) with Equation (29) to find
PID parameters with gain margin constraints. Apparently,
using either of the constraint sets whould result in the same
PID tuning if no constraints on the stability margins are
imposed.

For example, in a gain margin based tuning, we optimize
γm, c1, and c3 and use Equation (31) to calculate the other
parameters directly (i.e. c2 and β). The parameter β is a phase
parameter that we can use to find the corresponding frequency
and amplitude responses of the open loop system G(j�)
being optimized (i.e. �0 and |G(j�0)|. The tuning rule in
Equation (29) is then fully defined, and it is possible to cal-
culate the PID parameters. Because γm is a decision variable,
we can impose a minimum gain margin for the system, which
results in robust tuning.
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We have tried the above tuning procedure for the different
controller structures that we might use. We found that tuning
a PDin/PDout structure against a step reference excitation
resulted in the same controller parameters of a PDin/PIDout
structure (i.e. the I-term of the outer PID is set to zero by the
optimizer). Therefore, we excluded the PDin/PIDout structure
with step reference excitation signal from our tuning options.
Also, we found that tuning a PDin/PIDout structure with ramp
reference resulted in tuning parameters that are insensitive
to the application of step disturbances. Therefore, we simply
tuned a PDin/PIDout structure with ramp reference without
applying any disturbance signal. Overall, from all permuta-
tions of controller structures and excitation signals we settled
on two sets of controller structures and excitation signals to
optimize for: a PDin/PDout structure with step reference, and
PDin/PIDout structure with ramp reference. For convenience,
we refer to those as PDin/PDout and PDin/PIDout structures
or configurations. We found that the PDin/PIDout configura-
tion resulted in large oscillations when performing hover or
step following. Thus the PDin/PDout configuration is always
used to perform hover and step following tasks.

Settling on the ISE criterion over the others for inner and
outer loop tuning was based on the speed of the response.
Fig. 4 and Table 3 show the step response results for attitude
and altitude dynamicswith different inner loop PD controllers
optimally tuned based on the four criteria mentioned. The PD
parameters are optimized for a step reference input. It is obvi-
ous that ISE tuned controller resulted in the lowest rise time
Tr among all other criteria as shown in Table 3. As the speed
of the inner loop controller has a great impact on howwell the
outer loop controller performs, we chose ISE as a criterion for
inner loop tuning. Similarly, we used ISE for the outer loop
tuning of PDin/PDout and PDin/PIDout configurations as it
provided the least rising time Tr among all other criteria at the
trade-off of providing oscillatory response. Having a quick
system response is important in the reduction of temporal
tracking errors when performing fast trajectories.

The simulation results for the performance-robustness
trade-off curve of the PDin/PDout and PDin/PIDout config-
urations when gain margin based tuning is used are shown
in Fig. 5. The actual numerical results are based on the
experimental quadrotor we used in this paper (without pay-
load). Still, based on extensive simulations we found that the
qualitative behaviour is applicable for almost all realizable
multirotor UAV designs. We chose to have gain margin based
tuning as variations in the drag mainly alter the system gain.
The PDin/PIDout configuration optimal tuning (i.e. uncon-
strained) resulted in a gain margin of γ 0

m,PID = 1.038, which
is close to the instability limit. The PDin/PIDout configura-
tion is recommended for figure-eight trajectory tracking task
when the best performance is required. But the PDin/PDout
flat deterioration performance curves, providing better per-
formance choice when larger stability margins are larger
stability margins are required.

All controller parameters are optimized offline, and are
arranged in a lookup table to be usable in real-time.

FIGURE 6. The QDrone with the dynamics changing payload installed.

FIGURE 7. Tracking performance for a horizontal (ix × iy plane) 3× 1.5m
Slalom trajectory using: PD (blue, RMSE = 2.99 cm), and PID (red,
RMSE = 12.11 cm).

Each set of optimal controller parameters in this lookup
table is associated with a class in the output of the clas-
sification DNN described in Section IV-B. Hence, once
the DNN-MRFT identifies the class that best describes the
unknown dynamics in the real-time experiment, the optimal
controller parameters can be easily found.

VI. RESULTS
In this section, we will show a set of trajectory track-
ing experiments with different controller tuning settings
of the PDin/PDout and PDin/PIDout configurations. First,
we present the adaptation capability to system dynamics
changes, then we show the robust tuning effect and the
behaviour when the system is subjected to system dynamics
changes or external disturbances. We conclude by comparing
our results with the literature where it is shown that the results
obtained in this work are the state-of-the-art for high speed
trajectory tracking under external wind disturbance. A video
that summarizes the experimental results can be found in [26].

A. EXPERIMENTAL SETUP
The quadrotor platform used in the experiments of this
paper is the QUANSER QDrone. It has a carbon fiber
frame with a protected propulsion system design that consists
of four Cobra CM-2205/2100kV BLDCs and 6045 poly-
carbonate propellers. The QDrone weighs 1125 g with a
thrust-to-weight ratio of 1.9. QDrone features Intel Aero
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FIGURE 8. Tracking performance of the three flights with PD as outer loop controller. Flight 1 (blue): PD Gains Set I - Without
Payload. Flight 2 (red): PD Gains Set I - With Payload, QDrone crashed resulting in discontinuation of data streaming. Flight 3
(green): PD Gains Set II - With Payload.

FIGURE 9. Tracking performance of the two PID scenarios (robust tuning). Flight 4 (blue): PID Gains Set - Without Payload.
Flight 5 (red): PID Gains Set - With Payload. The qualitative match between simulation response and experimental results is
clear in the angle responses.

Compute on-board embedded computer with the ability to
be programmed throughMATLAB/Simulink. TheMadgwick
filter [38] is used to estimate the attitude of the multiro-
tor through the on-board BMI160 IMU Sensor. OptiTrack
motion capture system was used to provide position and yaw
measurements to the multirotor at 250 Hz.

The light-weight payload consists of four 12 cm wide by
40 cm long balloons installed on each side of the UAV as

shown in Fig. 6, and it weighs 85 grams only. This payload is
used to alter the UAV dynamics in-flight to test the closed
loop system sensitivity to dynamic changes. The payload
is selected to be light-weight to maintain the maximum
possible agility of the platform (i.e. the highest possible
thrust-to-weight ratio), yet it is designed to occupy a large
volume such that the aerodynamic properties get changed
significantly.
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TABLE 4. DNN-MRFT identification results for the QDrone with and without the payload for the Lateral, Attitude and Altitude control loops.

TABLE 5. Performance results summary and controller gains for all main flights. The controller structure and how the controller gains has been used in
the feedback are detailed in Fig. 2.

B. PERFORMANCE ASSESSMENT
To assess the trajectory tracking performance, we use two
metrics, the first one is the root mean squared error (RMSE)
which indicates how good the temporal tracking is:

RMSE =

√∑N
i=1(

Ipx − Iprefx )2i + (Ipy − Iprefy )2i
N

(32)

where N is the number of the sampled data points in
the trajectory. The second metric is the contouring error,
which captures how good the spatial tracking is, and is
defined by the minimum Euclidean distance between a given
position measurement and the nearest point on the reference
trajectory:

CEi = min
(√

(Ipxi − Iprefx )2 + (Ipyi − Iprefy )2
)

(33)

It follows that we define the average of all summed con-
touring errors to beCEavg, and themaximum contouring error
to be CEmax = argmaxCEi.
In our flight experiments, we use figure-eight trajectory

with dimensions of 3×1.5m which is generated as described
in Section III-D, without imposing any actuator limits in the
trajectory optimization phase. The fastest trajectory we were
able to achieve before reaching motors’ upper requires eight
seconds to perform. In all figure-eight trajectory experiments,
we will compare the experimental results with a nonlinear
simulation model utilizing the parameters acquired from the
DNN-MRFT identification.We have also performed a slalom
trajectory with a width of 1.5m and a length of 3m, and a
completion time of just 4s with the results shown in Fig. 7.
A smaller 1.5 × 0.75m figure-eight trajectory in the
Y-Z plane was performed to compare against the performance
shown in [21] for tracking the same trajectory under wind
disturbance.

C. ONLINE ADAPTATION TO PAYLOAD (PHYSICAL)
CHANGES AND ROBUSTNESS
We demonestrate the in-flight adaptability behaviour using
the PDin/PDout configuration. The same is applicable for
the PDin/PIDout configuration or any other possible tuning
configuration.

The PDin/PDout configuration gains were tuned without
imposing any robustness margins (i.e. resulting in γ 0

m,PD =

1.30 gain margin shown in Fig. 5). These gains were tuned
based on DNN-MRFT identified system parameters. Three
trajectory tracking flights were done in sequence. In the first
flight, we used the PDin/PDout configuration tuned based on
DNN-MRFT applied to the multirotor UAV without any pay-
load attached (we refer to it as the Gains Set I). The achieved
tracking errors were as low as 2.6 cmwhich is on par with the
state-of-the-art in trajectory tracking performance for multi-
rotor UAVs in the given range of velocities and platform sizes.
In fact, the achieived performance exceeds the performance
reported in the recent work of [15], where an error of 3.3 cm
was achieved, approximated from a 4 × 2 m figure-eight
trajectory with a similar maximum speed of around 3.2 m/s,
and using a platform that has a thrust-to-weight ratio of 4.
Before the second flight and while the multirotor UAV is still
in hover, we attach a payload to it to alter its aerodynamic
properties. While performing the second flight with the Gains
Set I, the platform exhibited instability and it crashed, appar-
ently due to the altered dynamics. Before the third flight,
we re-run DNN-MRFT identification and tuning; which is
performed online and takes just a few seconds to adapt for
the newly added payload. Table 4 shows the DNN-MRFT
identification results for both the payload and the no payload
cases. The achieved trajectory tracking RMSE error with the
new controller tuning (Gains Set II) on the platform with
added payload is 3.42 cm, which is slightly higher than the
reported errors for the first flight. Table 5 summarizes the
performance results for the online adaptation experiments
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FIGURE 10. Tracking performance under wind disturbance. Fans locations indicated by the yellow boxes. Flight 6 (blue):
PD under wind disturbance. Flight 7 (red): PID under wind disturbance. The simulation results shown are obtained
without disturbance.

(Flights 1, 2 and 3). Fig. 8 shows the measured position and
angles for the three flights performed.

The instability that occurred in the second flight when
Gains Set I was used can be explained by simulating the iden-
tification results. Applying the Gains Set I to the identified
lateral dynamics of the multirotor UAV with payload (i.e.
flight scenario 2) resulted in a phase margin of ϕm = 3.45o

and a gain margin of γm = 1.12. With such small stability
margins it is likely that the nonlinearities in the system would
alter the dynamics in a way that would result in instability.
On the other hand, the stability margins in the first and third
flight scenarios were around ϕm = 10o, γm = 1.3 for the
same lateral dynamics.

We also demonstrate robust tuning of controllers for pay-
load changes. We demonstrate such robustness using the
PDin/PIDout configuration. Because the unconstrained tun-
ing of the PDin/PIDout configuration results in a low gain
margin of γ 0

m,PID = 1.038, we chose to introduce a min-
imum gain margin constraint of γm = 1.5 at the cost of
having an increased ISE cost by 46.78% compared to the
minimum for the sake of increased robustness. By simulating
the figure-eight trajectory it is also anticipated that the RMSE
would increase by 107.3% due to the sub-optimality in the
tuning.

To test the robustness of the proposed controller we have
done two consecutive flight tests with the robust PID tun-
ing: the first without the payload, and the second with the
payload installed. Results for the two flights can be seen in
Fig. 9 while the reported performance figures can be found in
Table 5 (Flights 4 and 5). The results obtained for PDin/PDout
non-robust tuning showed better performance compared to
the PDin/PIDout robust tuning. Also the performance of the
PDin/PIDout configuration got slightly improved when the
payload got installed due to the increase in the systems gain

as seen in the DNN-MRFT identification results in Table 4,
thus sacrificing some of the gain margin that the controller
was tuned on. These results confirm the suitability of the sug-
gested tuning framework on providing powerful design tools
that can be used to balance performance versus robustness.

The qualitative match between the simulation responses
and the experimantal results is clear for the responses of
the angles shown in Fig. 9. This is an indication of the
suitability of the suggested model structure we used to design
the attitude and lateral dynamics controllers.

D. TUNING FOR WIND DISTURBANCE ATTENUATION
We performed two flight tests to assess the performance of
the PDin/PDout and PDin/PIDout configurations under exter-
nal wind disturbances. The PDin/PDout and PDin/PIDout
controllers were tuned as in the previous experiment; with-
out imposing any gain margin and with a gain margin of
γm = 1.5 respectively.
As found in the stead-state analysis presented in Table 2

and confirmed by experimentation, the PDin/PDout configu-
ration resulted in a constant bias both during hover and also
when tracking a trajectory under external wind disturbances,
which resulted in high RMSE and CEavg errors. The fact
that the amount of the steady-state error observed during
hover and trajectory tracking is the same allowed us to com-
pensate for the steady-state error when at hover. The same
figure-eight trajectory was tracked without the payload for
ten seconds under high speed wind reaching 5 m/s applied
laterally from two wind sources. We could not fly the tra-
jectory with a lap speed of eight seconds as in the previous
experiment, as the motors reached saturation when counter-
acting the wind disturbance. The tracking performance under
wind disturbances seen in Fig. 10 is comparable with the
wind-free case. Flights 6 and 7 in Table 5 summarizes the
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FIGURE 11. Tracking performance for a vertical (iy × iz plane)
1.5× 0.75 m figure-eight trajectory under wind disturbance.

TABLE 6. Performance comparison of a vertical (iy × iz plane)
1.5× 0.75 m figure-eight trajectory under wind disturbance.

performance results for the figure-eight trajectory tracking
under wind disturbance experiments. The PDin/PIDout con-
figuration performed better despite having stricter gain mar-
gins, and it also resulted in noticeably smaller variations in the
tilt angles indicating smoother controller actions compared to
the PDin/PDout configuration.
We also replicated a vertical figure-eight trajectory flight

under wind disturbances to further assess the disturbance
attenuation capabilities of our tuned controller and to repli-
cate the trajectory tracking results reported in [21]. The trajec-
tory flown is a 1.5×0.75mfigure-eight trajectory in the iy×iz
plane and lasts for 8 seconds under wind speeds of 5 m/s.
The PDin/PIDout configuration was used in this experiment.
Our flight experiments show drastic improvements in the
performance with an error of 1.3 cm compared to 20 cm
in [21]. The results of this experiment can be shown in Fig. 11
and Table 6.

VII. CONCLUSION
A controller tuning approach based on DNN-MRFT
identification to perform accurate trajectory tracking was
presented. The suggested approach provides several demon-
strated advantages over existing methods in the literature.
First, controller parameters’ tuning can be done systemati-
cally based on the real-time identification results of DNN-
MRFT. This capability was demonstrated experimentally,
where the multirotor UAV was able to adapt in-flight to
significant changes in the payload that could alter the stability
of the multirotor UAV. The second advantage is the ability
to trade-off performance and robustness, which was demon-
strated by the tuning of a robust PID controller that performed
well despite payload changes and external wind. The third
demonstrated advantage is the close match between simula-
tion and experimentation which can be used to realize effi-
cient planning algorithms, fault detection, etc. The in-flight
tuned multirotor UAV achieved state-of-the-art performance
in tracking a figure-eight trajectory.

A potential continuation of this work is to design a gain
scheduling mechanism for improved control performance
based on changing flight conditions. In future work, we aim
to utilize high fidelity simulations to design real-time plan-
ning algorithms that could better leverage the UAV capa-
bilities. We have also observed some interesting limit cycle
behavior when using MRFT with feedback linearization.
These limit cycles worth further investigations as they could
be utilized for better identification of fast actuator and sensor
dynamics.
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