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ABSTRACT Facial landmarks are crucial information needed in numerous facial analysis applications which
can help to resolve difficult computer vision-related problems. The localization of landmarks, which involves
facial keypoints such as eye centers, eyebrows, nose center, etc, offers necessary information for face analysis
like expressions, emotions, health conditions, etc. The applications with requirement constraints such as the
model size and computational load are often scaled up with better accuracy and efficiency. In this paper,
we propose a deep learning-based approach for facial landmarks localization with compound dimension
scaling.Wemodify the baseline network called EfficientNet withmulti-scale fully connected layers to predict
the facial landmarks on human faces which are mapped on the detected face in real-time. The proposed
model with the compound scaling method gives a scalable model by uniformly scaling the width, depth and
resolution dimensions. Themodel is evaluated with an adaptive wing loss function for both larger and smaller
models. We also assessed the robustness of the model with various head poses and occlusion conditions. The
proposed model which is trained with a large dataset can achieve 90% of accuracy for a larger model with
a model size of 24.6 MB and approximately 88%∼89% of accuracy for smaller models. Hence, the smaller
models can still achieve acceptable accuracy compared to the larger model with fewer parameters.

INDEX TERMS Adaptive wing loss, compound scaling, facial landmarks.

I. INTRODUCTION
The ability to recognize faces is an easy task for a human
but a challenging one in the computer vision field. In par-
ticular, face recognition is less accurate compared to the
identification methods such as fingerprint and iris scans.
Face recognition can be defined as the method of finding
and matching the faces in a given digital image or video
against a database of faces. Facial landmarks localization
or face alignment is one of the most researched areas in
computer science that can improve the face recognition task.
Facial landmarks localization detects prominent facial points
like eyebrows, eye corners, nose, mouth corners, etc on the
human faces of images [1]. Facial landmarks localization can
help to identify positions of key points on the human’s face
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where the information can be used in applications like driver
assistance and monitoring systems. Since one of the factors
resulting in fatal accidents listed by the U.S. Department of
Transportation is driver attention [2]. To reduce such fatal
accidents, we could monitor the driver’s status information
such as head pose variations, gaze movement or emotion
using facial landmarks.

Due to the remarkable research done on deep learning,
many research works show great accuracy on challenging
computer tasks. The deep learning approaches have been
popular in recent years and show better performance than
the conventional approaches. The convolutional neural net-
works (CNNs) for computer vision tasks such as facial land-
marks localization have made a lot of advancements over
the past few years. CNN based facial landmarks localization
gets the high-level features from the face and predicts all the
facial keypoints. With CNN, the facial keypoints are detected
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and localized simultaneously. Since there are tremendous
contributions to computer vision tasks using CNN to achieve
state-of-the-art performance, scaling CNN can also give bet-
ter accuracy while keeping the model light and efficient.
For example, the residual neural network (ResNet) [3] can
be scaled down using network depth from ResNet-18 to
ResNet-200, while MobileNets and WideResNet [4] can be
scaled down using network width. Both network depth and
width are important for CNN, but it is still an open problem
as to how effectively CNN can be scaled for better efficiency
and accuracy. Another popular method is to scale up the
models by image resolution. It is also possible to scale two
or three dimensions randomly requiring manual tuning and
still produce sub-optimal accuracy and efficiency. The CNN
needs more layers and channels for bigger input image size
to increase receptive fields and to capture more fine-grained
patterns on bigger images. Hence, it increases the complexity
due to the overhead of more FLOPs for better accuracy.
As applications specifically, driver monitoring assistance sys-
tems have constraints such as model size and computing
requirements, building a scalable model can help to solve
these limitations. Compound scaling can be used to scale all
dimensions of the network to achieve a small model size and
fast processing speed for the applications. To achieve these
goals for facial landmarks localization, we propose a scalable
model using a baseline EfficientNet also with multi-scale
fully connected layers to have less computational load and
increased accuracy with a smaller number of parameters. The
main contributions of the paper are as follows:

1) We present a scalable and lightweight model for facial
landmarks detection using baseline EfficientNet which
uses compound model scaling approach to scale width,
depth and resolution dimensions.

2) A multi-scale fully connected layer is added to extend
the single-scale feature map which better extracts the
global features by focusing on different face regions.

3) For better adaption to different pixel intensities,
we evaluate the model with adaptive wing loss, which
decreases small errors on foreground pixels for bet-
ter landmark localization, while tolerating small back-
ground pixels with improved convergence rate.

4) Experiments are conducted on commonly used face
alignment benchmarks such as 300W and 300VW
where the proposed model gives better results com-
pared to the baseline model.

The following sections of this paper are organized as follows:
Section 2 discusses the related work on facial landmarks
localization using different algorithms. Section 3 presents the
proposed model used for facial landmarks localization. Real-
time results and discussion are given in Section 4. Finally,
we conclude in Section 5.

II. RELATED WORKS
This section introduces related works briefly on face detec-
tion, face alignment, landmark localization and convolution
design.

A. FACE DETECTION
Among different proposed face detection methods, multi-task
cascaded convolutional networks (MTCNN) [5] and faster
region-based convolutional neural networks (R-CNN) [6] are
well-known. Many object detection methods popularly use
faster R-CNN where it generates bounding boxes based on
predefined anchors with object classification. Subsequently,
it crops the feature maps with object detection and refines the
bounding box proposals for better results. Faster R-CNNwith
ResNet as a backbone is used for face detection.

B. FACE ALIGNMENT
The face alignment methods can be categorized as hand-
crafted-feature-based and deep-learning-based methods.
In the hand-crafted-feature-based methods, the tree struc-
ture part model (TSPM) used a deformable part-based
model for face shape modeling with a mixture of other
tree models for landmark localization, pose estimation and
detection in parallel. For capturing the face appearance,
cascade regression-based methods with scale-invariant fea-
ture transform (SIFT) features were used but the methods
were incapable to find an unrestricted face with extreme
poses. The statistical methods such as the constrained local
model (CLM) and active appearance model (AAM) max-
imize the confidence of keypoints in an image. A real-
time face aligning with facial landmarks using an ensemble
of regression trees in [7]. The drawbacks of conventional
approaches are expensive computation, high complexity of
the model and less robustness.

C. FACIAL LANDMARKS LOCALIZATION
Deep learning-based approaches have been adopted since
they outperform the conventional approaches. We briefly
introduce the works in landmarks localization. A multi-task
learning network [8], called tasks-constrained deep convo-
lutional network (TCDCN), learns pose attributes and land-
marks locations jointly. TCDCN is difficult to train because
of its multi-task approach. Trigeorgis et al. [9] proposed
a model for facial alignment with an end-to-end recurrent
convolution from coarse to fine, where the model is termed
as mnemonic descent method (MDM). Lv et al. [10] pro-
posed an architecture with the two-stage re-initialization
(TSR) scheme using deep regression, which boosts detec-
tion accuracy by dividing the whole face into several parts.
Yang et al. [11] proposed a network for landmarks detection
which is assisted by head pose angles including yaw, pitch
and roll. Jourabloo and Liu [12] proposed a pose-invariant
face alignment (PIFA) model which estimates a 3D to
2D projection matrix using deep cascade regressors which
later extended with the convolutional neural network [13].
Zhu et al. [14] proposed a model with the face depth in
Z-buffer and later fits 2D images in a 3D model. Kumar and
Chellappa [15] designed a convolution neural network with
a single dendritic, named pose conditioned dendritic con-
volution neural network (PCD-CNN), for the improvement
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of detection accuracy by associating classification net-
work with modular and second classification networks.
Honari et al. [16] designed sequential multitasking (SeqMT)
network equivariant landmark transformation (ELT) loss
term. Dong et al. [17] created the style-aggregated net-
work (SAN) for robust face landmark detection with the
intrinsic variance of image styles. Wu et al. [18] proposed
a face alignment algorithm considering the boundary infor-
mation as a geometric structure attribute for human faces.
The landmarks are derived from boundary information to
avoid ambiguities. Fan and Zhou [19] use multiple CNNs to
increase robustness and improve accuracy for coarse-to-fine
prediction. Weng et al. [20] proposed a feature set matching
approach for partial face matching by explicitly constrain
the affine matrix. Ranjan et al. [21] proposed a novel archi-
tecture called HyperFace by fusing the intermediate layer
of the CNN with post-processing methods namely iterative
region proposals and landmarks-based non-maximum sup-
pression to improve the overall performance. Xiao et al. [22]
developed a recurrent dual refinement model (RDR) to focus
on large-pose facial landmark detection with an end-to-end
framework. Lai et al. [23] proposed a novel recurrent network
to refine the estimated coordinates of facial landmarks iter-
atively. Junfeng and Haifeng [24] presented a global exem-
plar stacked auto-encoder network (GECSAN) face shape
initialization and local information preserve stacked auto-
encoder networks (LIPSAN) for shape refinement to achieve
a robust face refinement. Xia et al. [25] proposed a CNN
based head pose estimation with facial landmarks using
heatmaps. Kim et al. [26] proposed an extended multi-task
CNN (EMTCNN) model for facial landmarks detection in
real-time. Zheng et al. [27] presented a model that aims
at providing an efficient coarse-to-fine network by utiliz-
ing lightweight coordinate regression and heatmap regres-
sion. Zhang et al. [28] developed a structural hourglass
network to predict the facial landmarks with corresponding
heatmaps. The CNN based facial landmarks localization gets
the high-level features from the face and predicts all the
keypoints simultaneously.

D. CONVOLUTION DESIGN
In various deep learning, CNN is more accurate with the
bigger network such as AlexNet [29], which won the 2012
ImageNet competition while GoogleNet [30] achieved the
top-1 accuracy of 74.8% with 6.8 M parameters at 2014
ImageNet, the top-1 accuracy of 82.7% by SENet [31]
with 145 M parameters in 2017 ImageNet challenge. Some
of the ImageNet models work well across various transfer
learning datasets and other computer vision problems. It is
crucial to achieving high accuracy for many applications
but there are constraints with hardware memory. Hence an
accuracy gain needs good efficiency. A common way to trade
accuracy for efficiency is to reduce the model size or hand-
craft efficient mobile-size CNN such as SqueezeNets [32],
MobileNets [33] and ShuffleNets [34]. By tuning the network
depth, width, kernel types and sizes, the CNN can achieve

better efficiency [35]. It is difficult to achieve this tuning in
the larger model which has expensive tuning costs but can be
achieved by the model scaling approach.

III. PROPOSED MODEL
A. COMPOUND MODEL SCALING
A CNN layer i can be defined as a function: Yi = Fi(Xi)+ b,
where Fi is the operator, b is the bias term, Yi is the out-
put feature map with Ci channel dimension, Xi is the input
tensor. The input tensor has (Hi,Wi,Ci) shape, where Hi
and Wi are the spatial dimensions and Ci is the channel
dimension. A CNN is a sequence of convolutional layers
with other layers such as activation function, pooling, etc.
A CNN can be partitioned into multiple stages and each stage
can have similar architecture. For example, ResNet consists
of 5 stages and each stage has the same convolutional type
except down-sampling at the first layer. Most of the simple
convolution neural network designs focuses on finding the
best layer architecture Fi while the model scaling expands
either by scaling the width, network length or resolution
without changing the operator Fi in baseline network. The
optimal values of the width, depth and resolution depend on
each other and the values under different resource constraints
change. Hence conventional methods can scale CNNs in one
of the dimensions. The most common type of scaling in
CNNs is network depth scaling. The assumption is made
that a deeper network can capture features that are more
complex and generalize well on new data. However, they are
difficult to train due to the vanishing gradient problem. For
instance, ResNet-101 has similar accuracy with ResNet-1000
though ResNet-1000 has a greater number of layers. The
scalingwidth of the network is also commonly used in smaller
models. Fine-grained features can be captured with wider
networks and they are easier to train. Nevertheless, shallow
networks that are extremely wide have difficulty capturing
high-level features [30]. Moreover, CNNs can capture more
fine-grained features with higher resolution input images.

Gpipe [36] achieved the state-of-the-art accuracy for Ima-
geNet with 480 × 480 resolution. However, the accuracy
gain diminishes for very high resolutions [35]. The scaling of
any one of the dimensions improves accuracy, but accuracy
reduces for larger models. Hence, the compound model scal-
ing simplifies the design problem by scaling width, network
depth and resolution. The scaling of these dimensions should
be done uniformly with a constant ratio for better accuracy
and efficiency. The dimensions are scaled in a principled way,

Depth: d = αφ,

Width: = w βφ,

Resolution: r = γ φ,

s.t. α · β2 · γ 2
≈ 2,

α ≥ 1, β ≥ 1, γ ≥ 1 (1)

where the dimensions of α, β and γ in (1) are decided by
the grid search method, which these dimensions are taken as
constant values. A user-specified coefficient, φ, control how
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many of the resources are needed for model scaling. The α, β
and γ reveal how the extra resources are assigned to network
width, depth and resolution, respectively. The desired target
model size or computational cost are achieved by getting the
coefficients through the grid search. All layers are restricted
to reduce the design spacewhich allows the layers to be scaled
uniformly with a constant ratio.

A small grid search allows us to decide the dimensions
of α, β and γ in (1), which are constant values. A user-
specified coefficient, φ, control how many of the resources
are needed for model scaling. The α, β and γ reveal how
the extra resources are assigned to network width, depth
and resolution, respectively. The desired target model size or
computational cost are achieved by getting the coefficients
through grid search. All layers are restricted to reduce the
design space which allows the layers to be scaled uniformly
with a constant ratio.

B. PROPOSED FACIAL LANDMARKS LOCALIZATION
A neural search architecture develops a baseline Effi-
cientNet with the AutoML mobile neural architecture
search (MNAS) framework, which enhances both accu-
racy and efficiency [35]. The architecture developed by
the neural search architecture utilizes the mobile inverted
bottleneck convolution (MBConv), which are similar to
MobileNetV2 [37] and MnasNet [38]. The EfficientNet
model uses the concept of compound scaling to scale the
network depth, width and image resolution without changing
the architecture’s predefined baseline network to improve the
overall performance. Fig. 1 depicts a comparison between
simple CNN and compound scaling. The spatial dimensions
H ×W of simple CNN are gradually minimized and channel
dimension C is expanded over layers. Furthermore, a grid
search is done for the compound scaling method by finding
a correlation between scaling dimensions while keeping the
resource constraints fixed for the baseline network. Table 1
provides the architecture configurations of the baseline Effi-
cientNet model.

The proposed model uses compound model scaling which
helps to maintain the resources constraints to achieve less
computation load and more accuracy. The proposed facial
landmarks model adopts a baseline EfficientNet model with
an input size of 112 × 112 with grayscale. The EfficientNet
uses the concept of compound model scaling to scale the
width, depth and resolution uniformly. Furthermore, the Effi-
cientNet optimizes both accuracy and FLOPS by leveraging
a multi-objective neural architecture. The core building block
in EfficientNet is MBConv, which takes two inputs, the first
input is the data and the other input is block arguments. The
data is output from the last layer and a block argument is a
collection of attributes used inMBConv like input filters, out-
put filters, expansion ratio, squeeze ratio, etc. In the MBConv
block, the expansion ratio expands the layer and make them
wide hence, the connected blocks are narrower and inner
blocks are wider by increasing the number of channels. After
expanding the layer, depthwise convolution applies a single

FIGURE 1. Model scaling. (Left) simple CNN with one of the dimensions
of network width, depth or resolution is increased (Right) Compound
scaling uniformly scales all three dimensions. [35].

filter per each input channel with a definite kernel size.
Furthermore, the squeeze ratio is used to squeeze the number
of channels.

Since human faces have strong global structures, like sym-
metry and spatial relationships among eyes, mouth, nose, etc.,
these global structures could help to localize landmarks more
precisely. Instead of single-scale feature maps, we extend
them into multiple-scale maps to enlarge the receptive field
and better catch these global features on faces. Therefore,
an MS-FC layer is added in the proposed architecture for
precisely localizing landmarks in images. This added layer
also helps to increase the accuracy of the baseline Efficient-
Net. We replace the convolutional layers in MS-FC with a
compound model scaling method to make these layers scal-
able uniformly. In Table 2, the multi-scale fully connected
layers are donated by S1, S2 and S3 and later concatenated.
Fig. 2 shows the proposed architecture with EfficientNet and
MS-FC layers. The activation function used in the model
is Hswish instead of swish. Though nonlinearity improves
accuracy by swish, it comes with a non-zero cost as sig-
moid is expensive to compute on mobile devices. Hence,
we use Hswish by replacing the expensive sigmoid with its
piece-wise linear hard analog: ReLU6(x+3)/6. The rectified
linear unit (ReLU) such as ReLU6 is used instead of a custom
clipping constant. The hard version of the swish is

Hswish(x) = x
ReLU6(x + 3)

6
(2)

C. LOSS FUNCTION
The model is evaluated with the adaptive wing (Awing)
loss [39] which was mainly used for heatmap regression as

Awing(y, ŷ)=

ω ln

(
1+

∣∣∣∣y− ŷε
∣∣∣∣α−y

)
, if

∣∣(y− ŷ)∣∣ < θ

A
∣∣(y− ŷ)∣∣− C, otherwise

(3)
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TABLE 1. Baseline EfficientNet model architecture configurations [35].

FIGURE 2. Proposed model design for facial landmarks detection with modified baseline network and MS-FC layers.

TABLE 2. Proposed model architecture configurations for facial landmarks prediction.

where y and ŷ are ground truth and predicted pixels values,
respectively. Since the wing loss [40] use ω as a threshold,
the adaptive wing loss introduces θ , a new variable thresh-
old which is used to switch between linear and non-linear
part. The values for ω, θ , ε and α are all positive. A =
ω[1/{1 + (θ/ε)(α−y)}](α − y){(θ/ε)(α−y−1)}(1/ε) and C =
[θA−ω ln{1+(θ/ε)(α−y)}]make the loss function smooth and
continuous at

∣∣y− ŷ∣∣ = θ . The error is considered small and
strong influence is needed when

∣∣y− ŷ∣∣ < θ . An exponential
term α− y is used to make the loss function shape adapt with
y and the loss function to be smooth at point zero. Similar
settings from [39] are used for the experiment such as θ = 14,
θ = 0.5, ε = 1 and α = 2.1.

IV. RESULTS AND DISCUSSION
A. DATASET
The experiment is conducted on widely used datasets,
300W and 300VW [41]–[43] to predict facial landmarks.

The 300W dataset [44] annotates five existing datasets such
as XM2VTS, AFW, HELEN, LFPW and IBUGwith 68 land-
marks. 300VW ismainly designed as a benchmark for videos,
containing 50 training videos and 64 testing videos. In this
paper, a few samples of images from the 300VW dataset are
combined with the 300W dataset. The few samples are taken
considering the different scenarios in the 300VWdataset. The
complete dataset used for the experiment consists of 112,111
images in total.

B. IMPLEMENTATION DETAILS
The experiments for both baseline and proposed networks are
carried out with 112 × 112 resized grayscale images. Both
networks are trained on Nvidia GeForce GTX 980Ti GPU.
The Keras framework is used for the models with a batch
size of 100 and tested with a different number of epochs.
The Adam optimizationmethod [45] is employed for network
training, which is a useful stochastic optimization that only
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FIGURE 3. Face detection using ResNet and SSD.

requires first-order gradients with less memory. It combines
the advantages of two popular methods: AdaGrad [46], which
is well with sparse gradients, and RMSProp [47], which
works well in online and non-stationary settings. Adam is
used instead of stochastic gradient descent to update network
weights iterative based on training data. The learning rate of
10−3 is used with the Adam optimizer and reduced after every
20 epochs. The data are split with an 80% to 20% ratio with
89,688 images are used as training data and 22,423 images
are used as testing data. The experiment is also conducted
with a 300W dataset which is divided into training data of
3,148 images and test data of 689 images. The test images
are further divided into two subsets such as a common subset
of 554 images from LFPW and HELEN and a challenging
subset of 135 images from IBUG. A full testing set is formed
by combining both common and challenging subset

C. FACE DETECTION
ResNet and single-shot detector (SSD) [48] are employed to
detect the faces in images or video frames. The single-shot
detector is a one-stage detection algorithm that does not
need an initial object proposals generation step. Hence, it is
faster and more efficient than two-stage approaches such as
Faster R-CNN [6]. The detected faces are mapped with facial
landmarks predicted with the proposed model. The red box
indicates the bounding box with detected faces in Fig. 3.

D. FACIAL LANDMARKS LOCALIZATION
1) EVALUATION OF COMBINED DATASET
The baseline EfficientNet was trained for a different num-
ber of epochs for instance 300, 500 and 900 to predict the
landmarks shown in Fig. 4. For width = 1.0 and depth =
1.0, the model maintained around 86% accuracy with no
dropout. The training and testing data converge after a cer-
tain number of epochs and generalizes well. However, for
900 epochs, the test data does not seem to converge well.
Fig. 5 shows the real-time detection with different epochs.
The real-time detection shows better landmark detection
around the mouth region but not in the case for the model
trained with 900 epochs. There is a lot of disruption with
the landmarks with extreme head poses. One of the reasons
could be not having enough images for different cases such
as extreme head poses or illumination conditions. The model
could overfit the data and hence there shows no improvement
in the accuracy for the higher number of epochs. The number
of epochs is set high as possible and the best values are saved
based on loss values.

The scaling of CNN can give better accuracy while keep-
ing the model light and efficient. For example, ResNet is
scaled using the network depth dimension. Though ResNet
improves the training, the gain accuracy of the accuracy tends
to decrease with the deeper network. With applications hav-
ing model size constraints, scaling only the width dimension
could be difficult to capture high-level features which can
result in quicker saturation of accuracy. For the evaluation
of the proposed model, the baseline EfficientNet and the
proposed model were tested with a width value of 0.5 and
a depth value of 1.1 in Table 3. The baseline EfficientNet
has the same number of layers excluding the MS-FC layers.
Both the models were trained for 150 epochs. Even with a
0.2 million parameters increase due to MS-FC layers, the
model with a width value of 0.5 improved the accuracy to
90% from 87%. The smaller model is still able to give better
localization of landmarks than the larger model. Although the
extension of feature maps made the proposed model deeper,
the accuracy gain did not decrease rather increased it while
maintaining the other dimensions.

TABLE 3. Comparison with baseline EfficientNet and proposed model.

In Table 4, the proposed model with a width value of
0.5 and 0.25 was initially tested with different values of
depth. As shown in Figs. 6 and 9, the smaller models gave
better accuracy than the larger values. Figs. 8 and 10 shows
real-time detection with a smaller width. The smaller main-
tain the accuracy of around 90% with a slight accuracy drop
when a higher number of depth values.When themodel depth
values which in turn deepens the network but after a certain
threshold the accuracy diminishes. Hence a uniform scaling
should be done using compound model scaling with width,
depth and resolution dimensions. Fig. 7 depicts the accuracy
of width values of 0.5 and 0.25 with different depth values.

2) EVALUATION OF 300W DATASET
For the 300W dataset, we measure accuracy in terms of
normalizedmean error (NME), as done in previous works [8],
[9], [12], where the normalized errors are averaged over all
annotated landmarks. The proposed method is reported with
an inter-pupil and interocular normalizing factor, which is
normalized by the eye center and outer eye corners distance.
The proposed model has modified baseline EfficientNet with
MS-FC layers. The model is trained with a 300W dataset
with three subsets such as common, challenging and full set.
As shown in Tables 5 and 6, the proposed model is evaluated
with different values of width and depth against normalized
mean error as an accuracy measure. With the comparison
of other facial landmarks localization methods, the proposed
model has better results with a full set which is a combination
of common and challenging subsets. But for the two cases i.e.
width = 1.0, depth = 1.0 and width = 0.25, depth = 2.2, the
NME error is higher for common subset compared to full set.
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FIGURE 4. Model accuracy of base efficientNet model at different number of epochs.

FIGURE 5. Real-time detection with top row at 300 epochs, middle row at 500 epochs and last row at 900 epochs.

TABLE 4. Comparison with baseline EfficientNet and proposed model for
smaller width.

One of the reasons is due to the scaling of width and depth
dimensions which needs to be uniformlymanagedwith a con-
stant ratio. Moreover, localization error could reach a certain
threshold with different combinations of dimension values.
The model with only a challenging subset has a higher error
due to a small dataset of 135 images with an extreme varia-
tion. The challenging subset suffers from variations caused
by head pose, facial expression and lower resolution. The
proposed model gives an adequate NME value for interocular
distance compared to the interpupil distance which could
align facial landmarks around the eye corners rather than eye
centres. The eye information could be vital information for
estimating gaze or expression for the applications such as
driver monitoring systems, emotion recognition etc.

Although it is critical to balance all the dimensions of
CNN, it could still achieve the balance between those dimen-
sions by scaling each of them with a constant ratio [3], [32],
[33], [36]. CNN can be scaled in a principle waywith network
width, depth or resolution dimensions [35].

3) PARAMETER AND MODEL SIZE
As shown in Table 7, the proposed EfficientNet for facial
landmarks localization gives a small number of parameters
compared to other CNN models. By expanding the CNN
models, the number of parameters would also increase which
could make the model deeper with diminishing accuracy
gain [32]. The model trained with a smaller width is still
able to achieve improved accuracy compared to the baseline
model alone. The width, depth and resolution dimensions
are uniformly scaled, giving higher accuracy with consid-
erably fewer parameters. Hence model can be scaled to a
smaller size and still achieve higher accuracy than the base-
line and larger model. Model size in MB and frames per
second (FPS) compared to other approaches could be shown
in Table 8. Our proposed model gives 24.6 MB size at 30
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FIGURE 6. Model accuracy of baseline EfficientNet and proposed model
width = 0.5.

FIGURE 7. Accuracy for width values of 0.5 and 0.25 with different depth
values.

FPS for the width and depth values of 0.5 and 1.1, respec-
tively. This could be further reduced with width, depth or
resolution values for the model which could be highly useful
in mobile devices. The model size of SDM [59] shows a
smaller model size but our proposed model has a smaller

TABLE 5. NME comparison with interpupil distance on 300W.

TABLE 6. NME comparison with interocular distance on 300W common
subset, challenging subset and fullset.

NME value in all subsets compared to SDM. The efficiency
performance of TCDCN [8] is higher than our proposed
model which processes 58 images per second but it only
localizes 5-point landmarks rather than 68-point landmarks.
Furthermore, CFAN [54] processes 40 images per second
with 68-point landmarks prediction with 0.2∼ 0.5 NME error
(interpupil distance) difference compared to our proposed
model.

E. OCCLUSION
The robustness of the facial landmarks localization is evalu-
ated with various head poses and occlusion. The landmarks
are approximately localized with extreme head poses. The
landmarks are detected well around the eye and nose area
when occluded with only glasses. But tend to lose its shape
when occluded with both glasses and a face mask. The eye
region information such as the eye landmarks can be vital
in the application such as driver assistance systems where
we need to find driver’ status information for stance gaze
movement, mirror checking or lane checking. It can be also
used to find the driver’s physical states such as drowsiness,
alertness, etc. The successful detection of faces could give a
better detection of landmarks hence the face detector could
be replaced with better detectors. Fig. 11 shows the detection
with occlusion for the model accuracy at 90%.
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FIGURE 8. Real-time detection with width = 0.5. (top) Baseline model (bottom) Proposed model.

FIGURE 9. Model accuracy of proposed efficientNet model with width = 0.25 and different depth values.

FIGURE 10. Real-time detection with width = 0.25. Depth values with 1.2, 2.2, and 2.6 at respective rows.

FIGURE 11. Facial landmarks localization with occulsion test with reading glasses and face mask.

V. CONCLUSION
This paper proposed a model to localize facial landmarks
using the compound model scaling and multi-scale fully con-
nected layers. The 68 predicted facial landmarks are mapped
onto the human face shape. From the baseline EfficientNet

model, the proposed model was able to better predict approx-
imate facial key points on the input face in real-time. The
proposed model for a smaller model achieves improved accu-
racy compared to the baseline EfficientNet. The model is
also observed with a loss function called adaptive wing loss.
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TABLE 7. Comparison with number of parameters with different CNN models used for facial landmarks localization.

TABLE 8. Comparison with model size and frames per second (FPS) with
different state-of-the-art approaches.

Although with improved accuracy, few facial features are not
localized well due to insufficient data dealing with extreme
conditions. The proposed model does not cope well with
a severe variation of head poses and complete occlusion.
In real-time, the facial landmarks localization could fail to
detect the key points due to the failure of the face detector.
In the future, we will focus on structuring a better model bear-
ing in mind various imaging conditions. With an improved
model, we can study important information for instance the
head orientation of the user, which can be vital for the appli-
cations such as driver monitoring systems. For more diversity
in data, data augmentation can be used to have data on
various head poses, illumination and occlusions conditions,
which can immensely improve the models. Boundary aware
methods can help in the accurate alignment of landmarks. For
the robust prediction of landmarks, a custom loss function
can be encouraged. A better face detector can be utilized or
combined with facial landmarks localization to improve the
overall performance.
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