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ABSTRACT To alleviate the greenhouse effect, high network energy efficiency (EE) has become an
important research target in wireless green communications. Therefore, an investigation for resource
management to mitigate co-tier interference in a small-cell network (SCN) is provided. Moreover, with the
merits of cloud radio access networks (C-RANs), small-cell base stations can be decomposed into central
small cells (CSCs) and remote small cells (RSCs). To achieve coordination, split medium access control
(MAC)-based functional splitting is adopted with a scheduler deployed at CSCs and retransmission functions
implemented at RSCs. However, limited fronthaul has a compelling effect onRSCs owing to the requirements
of user quality of service (QoS). In this paper, we propose a hybrid controlled user association and resource
management (HARM) scheme to deal with the infeasibility of controlling all RSCs using a single CSC.
A CSC performs the traffic-control-based user association and resource allocation (TURA) scheme for
RSCs to mitigate intra-group interference within localized C-RANs, whereas the CSCs among separate
C-RANs conduct cooperative resource competition (CRC) games to alleviate inter-group interference. Based
on the regret-based learning algorithm, the proposed schemes are analytically proven to reach the correlated
equilibrium (CE). The simulation results validate the capability of traffic control in the TURA scheme and
the convergence of CRC. Moreover, a comparison of the proposed TURA, HARM, and CRC schemes
with the benchmark is revealed. It is observed that the TURA scheme outperforms the other methods
under ideal fronthaul control, whereas the HARM scheme can sustain EE performance considering practical
implementation.

INDEX TERMS Cloud radio access networks, functional split, limited fronthaul, energy efficiency, green
communication, user association, resource management, power allocation, game theory.

I. INTRODUCTION
As wireless traffic grows dramatically [1], fulfilling
increasing user demand has become the dominant issue
for next-generation wireless communication systems. The
deployment of small-cell base stations (SBSs) has been
promoted to resolve these concerns over recent years owing to
their advantages of low transmit power and low cost [2], [3].
On the other hand, it is estimated that the energy consump-
tion for information and communication technology (ICT)
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is rising at a rate of 15–20% per year. The ICT indus-
try is responsible for 3% of worldwide annual electrical
energy consumption, which gives rise to 2–4% of the world’s
carbon dioxide emissions and severe effects on the global
environment [4]–[7]. Therefore, GreenTouch [8] suggests
that not only improving the entire network’s achievable
capacity but also reducing the power consumption of base
stations is significant to network energy efficiency (EE) for
reducing the overall carbon footprint, which is the main
focus in the state-of-the-art research [9]–[11]. Recently, the
architecture of hyper-dense SBS deployment has been viewed
as a key solution to satisfy the huge amount of traffic demand
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FIGURE 1. Functional split decompositions for a C-RAN.

while reducing energy consumption. Because small-cell net-
works (SCNs) shorten the distance between transmitters and
receivers, the energy required for data transmission against
pathloss can be reduced [12]. Owing to the merits of low
transmit power and the tendency of dense deployment for
high data rate requirements, the SCNs can be regarded as
an energy-efficient wireless deployment for communication
systems.

Furthermore, the emerging virtualization and cloud tech-
nologies shift the network functions from radio resource
control (RRC), packet data convergence protocol (PDCP),
radio link control (RLC), medium access control (MAC),
physical (PHY) and radio frequency (RF) layers at the edge
of SBSs to a central processing unit, which is called the
cloud radio access network (C-RAN) [13]–[17]. The func-
tional split capability in C-RANs has garnered attention from
academia and industry [18]–[21]1. The coordination among
small cells in C-RANs can provide economic advantages and
performance gains, including improved coordination, scala-
bility enhancement, cost reduction, and more flexibility in
network deployments [22]. The technologies of virtual net-
work functions (VNFs) run aggregated small-cell functions
from different base stations in virtual machines. Seven types
of functional splits have been investigated [18] between the
central small cells (CSCs) and remote small cells (RSCs) with
the quality requirements of fronthaul, which connects CSCs
to RSCs. The applicable network functions and hardware
restrictions in different scenarios of functional splits are also
discussed. In [23], the upper layer network functions of small
cells were virtualized in a CSC to perform centralized man-
agement and coordination to serve its corresponding RCSs.
On the other hand, the remaining functions reside in the edged
small cells, namely RSCs, and autonomously perform lower-
layer functionalities.

Fig. 1 shows the three types of functional splits extracted
from [23], [24] that will be discussed in this paper.

1Note that the concept of network slicing is kind of different from the
proposed functional split. Network slicing aims at partitioning different
types of networks into several processing machines or planes [16], [17].
While, functional split is to separate network layer functions of
RRC/PDCP/RLC/MAC/PHY/RF into either central, distributed, or front
end units.

First, conventional distributed small cells as illustrated
in the bottom case of Fig. 1 conduct network functions
autonomously, and the existing link solutions can support
fronthaul requirements with nationwide low-cost Internet
Protocol (IP) networks. However, the limited capacity of
non-ideal fronthaul imposes a constraint on the SBSs and
leads to a performance bottleneck of achievable system
throughput [23], [25]. Under practical consideration of fron-
thaul with limited capacity, there is a fundamental effect on
user association while the fronthaul links are overloaded [26].
To guarantee the quality of service (QoS) of each user, the
serving SBS with overloaded fronthaul will offload some
users to other SBSs which is referred to as traffic control [27].
In [28], the authors aimed at maximizing the weighted-sum
rate for fronthaul-constrained SCNs with carrier aggregation.
Furthermore, it is crucial to appropriately allocate avail-
able frequency resources and transmit power of SBS to
fulfill the user’s QoS requirement. Non-cooperative games
were adopted in [29]–[31] to enhance network capacity or
EE by each SBS which selfishly determines the resource
blocks (RBs) and power assignments based on its own utility
functions, whereas the overall system performance will be
degraded owing to a lack of coordination. Another proposed
framework in [32] executes resource and power allocations
by constructing a cooperative game between small cells for
cross-tier and co-tier interference mitigation. Moreover, the
scheme proposed in [33] achieves optimal network EE based
on a cooperative game for subcarrier assignment. Research
in [34] assigns subcarriers and allocates transmit power of
SBS by evolutionary game theory, which analyzes the aver-
age interference between SBSs.

Another functional split virtualizes all the network func-
tions in the CSC, whereas the RSCs only contain the radio-
frequency (RF) processing unit for data transmission and
reception (as shown in the top-most case of Fig. 1). This
is the classic realization for the C-RAN architecture, and
the VNFs are assigned to the most appropriate processor or
hardware accelerator in CSCs to efficiently execute the corre-
sponding network functions of base stations. Although higher
system performance can be achieved owing to full coordi-
nation among small cells, the requirements of low latency
and ideal fronthaul will result in considerable expenditure
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FIGURE 2. C-RAN network architecture for the proposed split-MAC-based SCN.

on network operators. Previous work in [35] conducted RB
and power allocations for SCN by a centrally controlled unit,
and an optimization problem was formulated to maximize
the network EE. Nevertheless, the energy conservation and
QoS requirements have not been considered in [28], [36]. The
data rate requirements and restrictions of fronthaul capacity
have been simultaneously considered in the literature [24],
[28], [37]. In [24], an energy-efficient resource allocation
algorithm for multi-cell orthogonal frequency division mul-
tiple access (OFDMA) systems was proposed. The work
in [37] presented a joint resource allocation and admis-
sion control to minimize the sum of interference levels that
macrocells can experience from small cells. Even though a
near-optimal solution can be obtained, the signaling over-
head and computational loadings are potential drawbacks to
RF-based functional split management.

The above observations intuitively imply that there exists
a tradeoff between the overall system performance and the
deployment cost of fronthaul links. According to the anal-
ysis in [2], MAC can be divided into upper MAC as the
scheduler and lower MAC as the hybrid automatic repeat
request (HARQ) mechanism. In addition, the functional split
of MAC can deliver the benefits of centralization, but only
requires a small increase in transporting data in such a
network scenario. This is well aligned with the existing
multivendor ecosystem for telecom operators based on the
functional application platform interface. However, it is
apparently infeasible for a CSC to control a large number of
RSCs in realistic communication systems owing to hardware
limitations. As a result, a practical scale for the implementa-
tion of dense SCNs is analyzed in this paper, where a CSC
will be in charge of radio resource management (RRM) for
RSCs in localized small-cell groups such as shopping malls
or commercial buildings under split-MAC-based network

functions. Interference management with limited fronthaul
capacity will be invoked within a localized small-cell group.
Furthermore, a scheme for interference mitigation among
localized small-cell groups is proposed in this paper. With the
preponderance of split-MAC-based functional splitting, this
paper proposes a framework for subchannel andRSC transmit
power allocation to maximize EE centrally by a CSC in its
localized serving small-cell group. The traffic control and
small-cell on/off mechanisms were also designed considering
the limited capacity for non-ideal fronthauls. Traffic control
occurs with overloaded fronthaul of serving RSC, and this
overloaded RSC offloads the users to one of the nearby RSCs,
which retain sufficient fronthaul capacity to serve the user.
Meanwhile, the RSC will also tend to offload the associated
users to others when its loading is low, so as to turn off
the RSC for energy saving. Hence, not only the required
QoS under the circumstance of limited fronthaul capacity,
but also the power conservation of RSCs can be achieved by
the mechanism of user association. The contributions of this
paper are as follows.
• We conceive a joint EE optimization problem for the
traffic-control-based user association, transmit power
and RB allocation problem constrained by limited fron-
thaul capacity, user QoS and allowable power control.
To the best of our knowledge, the merits of this joint
optimization can not only reduce the computational load
of CSCs but also mitigate the power consumption to
enhance the network performance. Unlike ideal imple-
mentation of VNFs co-located within a CSC, the inter-
ference alleviation for edge users among all localized
small cells imposes a challenge to coordinate RRM
with limited and asynchronous exchanged information,
which is not comprehensively considered in existing
studies.
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• We propose a hybrid controlled user association and
resource management (HARM) scheme, which consists
of distributed/centralized RRM for split-MAC-based
functional splitting SCNs in C-RANs restricted by fron-
thaul capacity. A centralized RRM of traffic-control-
based user association and resource allocation (TURA)
is conducted in a localized C-RAN, whereas
a distributed learning manner of cooperative resource
competition (CRC) is designed for subchannel and
transmit power allocation among different CSCs, which
is analytically proven as a stable network. The pro-
posed scheme improves the network EE by effectively
managing inter- and intra-group interferences, which
dynamically adjusts the policy according to the power
competition among CSCs.

• The performance results have demonstrated the effec-
tiveness of proposed HARM by verifying its conver-
gence of CRC. Additionally, EE of the proposed TURA
scheme is better than the existing methods with respect
to different numbers of users, fronthaul capacity lim-
itations, allowable signaling power, and asynchronous
error ratios. This is because the TURA scheme can
conduct fully-centralizedmanagement under the consid-
eration of an ideal fronthaul. Despite the slightly lower
EE performance of HARM than the ideal TURA,
HARM can sustain an appropriate EE compared with
existing methods under a feasible fronthaul implemen-
tation of practical green RANs.

The remainder of this paper is organized as follows.
Detailed descriptions of the system model and problem for-
mulation of the proposed HARM algorithm are provided in
Section II. Section III illustrates the proposed TURA scheme
for the SCN in localized C-RANs. Section IV formulates the
CRC scheme amongmultiple localized C-RANs and adopts a
distributed algorithm to reach a correlated equilibrium (CE).
The performance of the proposed framework is evaluated in
Section V. Finally, Section VI concludes the paper.
Notation: A bold capital letter denotes a matrix and | · |

as the absolute value. The operator max(·) returns the largest
value in an array. We use 1(A) to denote an indicator function
equal to 1 when event A occurs and 0 otherwise. A ran-
dom variable with a value between a and b is generated by
rand(a, b).

II. SYSTEM MODEL AND PROBLEM FORMULATION
Detailed descriptions of the architecture and operating
process of the proposed split-MAC-based SCN are pro-
vided in the first and second subsections. In addition, the
energy-efficient optimization problem of resource allocation
with traffic control and small-cell on/off mechanisms under
relevant constraints of subchannels, RSC transmit power, and
capacity of fronthaul is formulated in the third subsection.

A. SYSTEM MODEL
Fig. 2 illustrates a downlink OFDMA cellular network, which
is divided into C = {1, . . . ,C} localized small-cell groups.

TABLE 1. Definition of system parameters.

There exists a set of S = {1, . . . , S} open-access RSCs
and a set of K = {1, . . . ,K } serving user equipment (UE)
in the SCN. Each RSC connects to its serving CSC by
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non-ideal fronthaul links, which possess the restriction of
limited capacity in the rest of this paper within a localized
small-cell group. The CSCs in different small-cell groups
communicate with the core network by backhaul links. In the
proposed split-MAC-based SCN, each CSCwill conduct cen-
tralized resource allocation for its serving RSCs in a local-
ized small-cell group. In other words, a localized small-cell
group can be regarded as a localized C-RAN. It is considered
that the channel state information at the transmitter (CSIT)
can be measured by UEs and feedback to CSC through the
RSCs. Furthermore, the channel set is defined as N =

{1, . . . ,N } which has N available subchannels in the system.
All the RSCs share the entire frequency band, which leads
to inter-cell interference between the RSCs and a subchannel
can only be assigned to a single UE. As a result, the signal-
to-interference-plus-noise ratio (SINR) γ nc,s,k of UE k served
by RSC s in localized C-RAN c on the subchannel n is given
as

γ nc,s,k =
pnc,s,kg

n
c,s,k

Inc,s,k + N0W
, (1)

where gnc,s,k and pnc,s,k are the deterministic channel gain
and transmit power from RSC s in the localized C-RAN c
to UE k on subchannel n. Here N0 is the power spectral
density of additive white Gaussian noise (AWGN), and W is
the bandwidth of a subchannel. The term Inc,s,k in the denom-
inator of (1) is represented in (2), which includes both the
intra-group interference in a localized C-RAN (i.e., the first
two terms) and the co-channel inter-group interference from
other localized C-RANs to the localized C-RAN c (i.e., the
third term):

Inc,s,k =
K∑
j=1
j6=k

φc,s,jψ
n
c,s,jp

n
c,s,jg

n
c,s,k

+

S∑
i=1
i6=s

K∑
j=1
j6=k

φc,i,jψ
n
c,i,jp

n
c,i,jg

n
c,i,k

+

C∑
t=1
t 6=c

S∑
i=1
i6=s

K∑
j=1
j6=k

φt,i,jψ
n
t,i,jp

n
t,i,jg

n
t,i,k , (2)

where φt,i,j ∈ {0, 1} indicates whether user j is associated
with RSC i in localized C-RAN t , and ψn

t,i,j ∈ {0, 1} is the
assignment of subchannel n to user j served by RSC i in
localized C-RAN t . We notice that all serving UEs are in the
connected mode; however, they may not be assigned resource
when encountering limited resources or worse channel con-
ditions. Given the SINR calculated in (1), the achievable
data rate Rnc,s,k for user k served by RSC s in the localized
C-RAN c on the subchannel n can be formulated based on
the Shannon capacity as

Rnc,s,k = W log2
(
1+ γ nc,s,k

)
. (3)

Therefore, the sum rate Rc within a localized C-RAN c is
acquired as

Rc =
S∑
s=1

K∑
k=1

φc,s,k

N∑
n=1

ψn
c,s,kR

n
c,s,k . (4)

Furthermore, the transmit power of the RSC s in the localized
C-RAN c is represented as

P(Tx)c,s =

K∑
k=1

φc,s,k

N∑
n=1

ψn
c,s,kp

n
c,s,k . (5)

The users are initially connected to RSCs with the largest ref-
erence signal receiving power (RSRP) and may be offloaded
to other cells based on the conditions of traffic load and
available fronthaul capacity. A signal power overhead P(O)

is considered to reduce the ping-pong effect, which indi-
cates that handovers back-and-forth between two RSCs con-
tribute to system overloading. Therefore, the power overhead
in RSC s resulting from traffic control is formulated as

P(TC)c,s = P(O)
K∑
k=1

φc,s,k1
(
|φc,s,k − φ̄c,s,k | > 0

)
, (6)

where φ̄c,s,k represents the initial state of user association.
Based on (5) and (6), the total power consumption Pc within
a localized C-RAN can be modeled as

Pc =
S∑
s=1

1

(
K∑
k=1

φc,s,k > 0

)(
P(Tx)c,s + P

(TC)
c,s + P

(CA)
)

+

S∑
s=1

(
1− 1

(
K∑
k=1

φc,s,k > 0

))
P(CS), (7)

where P(CA) and P(CS) are the circuit power consumption
of the RSC in active mode and sleep mode, respectively.
As switching the RSC with low traffic load into sleep mode
is an efficient approach to reduce the power consumption
of SBSs for green communication [38], P(CA) and P(CS) are
consequently taken into consideration in the power model.
The indicator function1

(∑K
k=1 φc,s,k > 0

)
can be viewed as

an RSC on/off strategy that is equal to 0 when there is no user
associated with the RSC, and the RSC will enter sleep mode
for power saving. The indicator function becomes 1 when
there are a single or multiple users associated with the RSC,
and the RSC is in active mode. Accordingly, the EE of a local-
ized C-RAN, which is defined as the ratio of total achievable
data rate to the total power consumption of SBSs, can be
expressed from (4) and (7) as

ηc =
Rc
Pc
. (8)

B. OPERATIONAL PROCESS FOR THE PROPOSED
HARM SCHEME
The operating flow chart of the proposed HARM system for
mitigating both inter- and intra-group interference is shown
in Fig. 3. Because the interference from the UEs can be
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FIGURE 3. Operating flow chart for interference management of the
proposed HARM scheme.

decomposed into intra-group interference within the same
localized C-RAN and inter-group interference from different
localized C-RANs, the HARM scheme is proposed to over-
come the above-mentioned problems by repeatedly imple-
menting the CRC and TURA algorithms. By implementing
the proposed TURA algorithm, the users will be associated
with their serving RSC and allocated with the proper config-
uration of subchannel and RSC transmit power considering
the limited capacity of fronthaul andQoS requirements. Intra-
group interference can be mitigated by the central control of
CSCs within each localized C-RAN. The decision strategies
in the TURA scheme, including user association, subchannel
allocation, and transmit power allocation within a localized
C-RAN are defined as 8c = {φc,s,k |1 ≤ s ≤ S, 1 ≤ k ≤ K },
9c = {ψ

n
c,s,k |1 ≤ s ≤ S, 1 ≤ k ≤ K , 1 ≤ n ≤ N },

and Pc = {pnc,s,k |1 ≤ s ≤ S, 1 ≤ k ≤ K , 1 ≤ n ≤ N },
respectively.

Furthermore, a CRC game is performed between CSCs
based on the EE of their own localized C-RAN to allevi-
ate inter-group interference. The decision strategies 8c, 9c,
and Pc obtained in the TURA scheme will be utilized by
the localized CSC to determine the probability of strategy
for resource allocation wc, and will be delivered from a
localized C-RAN to other C-RANs. It is considered that
erroneous information w̃−c will be received by a CSC from
other localized C-RANs owing to asynchronous commu-
nication between CSCs. The detailed descriptions of wc
and w̃−c are given in Subsection IV-C. Moreover, with the
adoption of the proposed CRC scheme, the set of upper
bounds for transmit power on each subchannel in a localized
C-RAN c can be obtained as P̄c = {P̄nc |1 ≤ n ≤ N },
where the total transmit power P̄nc on subchannel n is P̄nc =
S∑
s=1

K∑
k=1

Ls∑̀
=1
κ
n,`
c,s,k , κ

n,`
c,s,k is the constrained inter-group interfer-

ence determined by proposed CRC scheme (as shown in Sub-
section IV-A), and Ls is the total power level. In other words,
under the circumstance of bounded inter-group interference,
each CSC executes the TURA scheme to determine user
association, RSC transmit power allocation, and subchan-
nel assignment to mitigate intra-group interference. We can
then effectively provide sum-rate enhancement and reduce
power consumption under limited fronthaul capacity within a
localized C-RAN. As a result, the proposed HARM scheme

is performed by repeatedly executing the TURA and CRC
algorithms until it converges.

C. PROBLEM FORMULATION
The objective of this work is to maximize EE through sub-
channel assignment, power allocation, user association, and
small-cell on/off mechanisms under the constraints of the
data-rate requirement of each UE, maximum transmit power
allowance of each RSC, and limited fronthaul capacity. The
optimization problem of resource allocation can be formu-
lated to acquire the transmission policies for 8c, 9c, and Pc
to improve the network EE, which is stated as follows:

max
8,9,P

η(8,9,P) =
C∑
c=1

ηc(8c, 9c,Pc) (9a)

s.t P(Tx)c,s ≤ P
(max)
c,s , ∀c, ∀s, (9b)

S∑
s=1

φc,s,k

N∑
n=1

ψn
c,s,kR

n
c,s,k ≥ R

(min)
c,k , ∀c,∀k, (9c)

K∑
k=1

φc,s,k

N∑
n=1

ψn
c,s,kR

n
c,s,k ≤ B

(max)
c,s , ∀c,∀s, (9d)

S∑
s=1

φc,s,k = 1, ∀c, ∀k, (9e)

φc,s,k , ψ
n
c,s,k ∈ {0, 1}, ∀c, ∀s, ∀k, ∀n, (9f)

pnc,s,k ≥ 0, ∀c, ∀s, ∀k, ∀n. (9g)

The parameter 8 in (9a) is the set of user association con-
figurations, and 8 = {8c ∈ |1 ≤ c ≤ C}. The sets of
decision policies for subchannel assignment and RSC power
allocation are defined as 9 = {9c ∈ |1 ≤ c ≤ C} and
P = {Pc ∈ |1 ≤ c ≤ C}. In (9b), P(max)

c,s is the maxi-
mum transmit power of each RSC, which restricts the sum
of the allocated power on all subchannels. Constraint (9c)
specifies that each user achieves its target data rate R(min)

c,k
according to the QoS requirement. Constraint (9d) shows that
the sum rate of each RSC should be less than the allowance
of the fronthaul capacity B(max)

c,s . Furthermore, (9e) states
that each user can be served by only a single RSC under a
localized C-RAN. The constraint in (9f) indicates that both
φc,s,k and ψn

c,s,k are binary integer variables for user associa-
tion and subchannel assignment, respectively. Constraint (9g)
defines the power-allocation parameters as non-negative
values.

III. PROPOSED TURA SCHEME WITHIN A
LOCALIZED C-RAN
In this section, our proposed TURA scheme is presented,
which centrally performs resource allocation by the CSC
for its corresponding RSCs in the localized C-RAN. The
TURA scheme can mitigate intra-group interference and pro-
vide higher network capacity by adopting efficient traffic
offloading, user association, and resource allocation. More-
over, proper configuration of user association can not only
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satisfy the QoS requirement under limited fronthaul capacity,
but can also turn off the lightly loaded RSC to conserve the
transmit power, which gives rise to higher EE. Based on (9),
the optimization problem for the proposed TURA algorithm
can be formulated for a localized C-RAN c as follows:

max
8c,9c,Pc

η̃c(8c, 9c,Pc) (10a)

s.t (9b)–(9g), (10b)
S∑
s=1

K∑
k=1

φc,s,kψ
n
c,s,kp

n
c,s,k ≤ P̄

n
c, ∀c,∀n. (10c)

Note that additional constraint (10c) is introduced which
indicates that the assigned power on each subchannel n
in a localized C-RAN c is constrained by the available
power P̄nc . The objective function η̃c in (10a) is the EE for
localized C-RAN c based on the estimated SINR, which is
calculated as

η̃c =
R̃c(8c, 9c,Pc)
Pc(8c, 9c,Pc)

, (11)

where the estimated sum-rate R̃c in (11) for the localized
C-RAN c is obtained as

R̃c =
S∑
s=1

K∑
k=1

φc,s,k

N∑
n=1

ψn
c,s,kW log2

(
1+

pnc,s,kg
n
c,s,k

Ĩc,s,k + N0W

)
.

(12)

The term Ĩc,s,k in (12) is the estimated interference consisting
of intra-group and erroneous inter-group interferences owing
to asynchronous information exchanged between localized
C-RANs, which can be acquired as

Ĩnc,s,k =
K∑
j=1
j6=k

φc,s,iψ
n
c,s,jp

n
c,s,jg

n
c,s,k

+

S∑
j=1
j6=s

K∑
i=1
i6=k

φc,j,iψ
n
c,j,ip

n
c,j,ig

n
c,j,k

+

C∑
t=1
t 6=c

S∑
j=1
j6=s

K∑
i=1
i6=k

φt,j,iψ
n
t,j,ip̃

n
t,j,ig

n
t,j,k , (13)

where p̃nt,j,i indicates the erroneous information of the trans-
mit power from the other localized C-RANs. Because the
proposed optimization problem of resource allocation in (10)
contains a nonlinear objective function, which is the ratio
of three transmit decision policies 8c, 9c, and Pc, it is
difficult to solve this problem using conventional linear pro-
gramming methods. In addition, the optimization prob-
lem is non-convex with respect to 8c, 9c, and Pc because
the discrete variables and co-channel interference are also
considered. In general, the problem can be solved by an
exhaustive search method, which tries all the allocated con-
figurations for user association, subchannels, and transmit
power of the RSC. However, the computational complexity

increases exponentially with the number of RSCs. For con-
ventional optimization methods to deal with this non-convex
optimization problem, the discrete variables must be relaxed
to continuous variables by adopting programming techniques
and transforming the original problem into a convex problem.
Nevertheless, the transformed optimization problem cannot
be solved directly to obtain near-optimal solutions [39], [40].

To overcome the difficulty of dealing with the optimization
problem in (10), the TURA algorithm with stochastic pro-
cesses is proposed and described in this subsection. Particle
swarm optimization (PSO), motivated by the social behavior
of bird flocks or fish schools, has gained increasing popularity
during the last decade owing to its effectiveness in conducting
difficult optimization tasks, especially in resource allocation
of wireless systems. The potential solutions of the resource
allocation problem are called particles in PSO, and the par-
ticles will spread through the problem space to achieve the
final resource configuration by considering historical data
and the current best particle. Compared with the well-known
genetic algorithm (GA), the main merits of PSO over GA
rely on the momentum effect of velocity vectors for particle
movement, which can quickly move the current best solution
of each candidate particle to the global best solution, resulting
in faster algorithm convergence. However, the solutions from
PSO can easily be trapped in a local optimum, which can be
effectively alleviated by adopting quantum-behaved particle
swarm optimization (QPSO) [41], [42]. A random number
generator is utilized in QPSO with a certain probability dis-
tribution to simulate the particle trajectories to provide the
global convergence of particles. Furthermore, unlike PSO,
QPSO does not require velocity vectors for particles and also
possesses fewer parameters to adjust, which makes it easier
to implement in realistic wireless systems. The position of a
particle in QPSO, that is, the candidate solution {8c, 9c,Pc}
of (10), can be iteratively updated based on the particle fitness
and evolution process to approach the optimal solution.

A. FITNESS FUNCTION AND TRANSFORMATION FOR
UNCONSTRAINED FORM
In the proposed TURA scheme, each potential solution
becomes a candidate by evaluating the quality of the fit-
ness function. However, the fitness function is generally in
an unconstrained form, and a transformation from the con-
strained objective function in (10) is required. To tackle this
difficulty, the penalty function is adopted to transform the
original optimization problem in (10) into an unconstrained
problem [41], where the fitness function is defined as the gain
between the reward and penalty functions as

F(8c, 9c,Pc) = η̃c(8c, 9c,Pc)− α1(8c, 9c,Pc), (14)

where α is the penalty factor, which is a parameter for the
particle to balance the fitness function between the EE per-
formance and the penalty that does not satisfy the constraints.
Moreover,1(8c, 9c,Pc) in (14) represents the penalty func-
tion that can be obtained as (15), as shown at the bottom
of the next page. It can be observed from (15) that the
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value of the penalty function relies on the gaps between the
transmission policies and the corresponding constraints.
The more constraints that are unsatisfied, the higher penalty
the particle needs to suffer from conducting this decision of
transmission policies, which affects the direction of the path
to either become the globally best position or is eliminated
when compared with its historical particles during the evolu-
tion process.

B. OPERATION PROCESS FOR THE TURA SCHEME
Because the updating process for each variable is imple-
mented in the same manner, let Xc generalize the decision
policies {8c, 9c,Pc}. In each iteration t , there are I candidate
solutions of the optimization problem in (10) to be chosen
from the search space for all possible solution sets. The
detailed descriptions of the TURA scheme are as follows.

1) INITIALIZATION
All I candidate solutions were initialized at the beginning. For
notational simplicity, the ith candidate solution at iteration t
is denoted by Xi(t). The fitness function in (14) of each can-
didate solution is calculated, and the threshold of the fitness
function F (th) for the algorithm is determined to achieve the
convergent solution.

2) EVOLUTION
After the initialization of I particles, we can obtain the best
solution of the candidate ith particle in iteration t , X(HB)

i (t),
which contributes to the largest value of the fitness function
in (14) in its history.Moreover, the global best solution among
all I particles at iteration t , which is denoted as X(GB)(t), can
also be acquired. The weighted mean of the I elite candidate
solutions at iteration t can be calculated as

X(Mean)(t) =
1
I

I∑
i=1

X(HB)
i (t). (16)

Consequently, the ith candidate solution in iteration t is
updated by the evolution equation [43], [44] in (17), as
shown at the bottom of the page, where µi(t) = rand(0, 1)
and εi(t) = rand(0, 1), along with a given threshold of δ.
The term X(SP)

i (t) in (17) is the attractor between local and
global optimal solutions for candidate i in iteration t , which
is given by

X(SP)
i (t) = λi(t) · X

(HB)
i (t)+ (1− λi(t)) · X(GB)(t), (18)

where λi(t) = rand(0, 1). Based on the evolution equa-
tion in (17), the candidate solutions can be obtained based

on X(SP)
i (t), X(Mean)

i (t), and Xi(t). The new starting point
X(SP)
i (t) for the candidate solution at the next iteration

t + 1 depends on the best solution in the history of the
ith candidate and the global best solution among all the I can-
didates at iteration t . The parameter λi(t) in (18) is a random
variable for the candidate at the next iteration that starts from
a new position, which cross-correlates the historically best
solution with the global best solution instead of starting from
either X(HB)

i (t) or X(GB)(t) unilaterally. Moreover, the second

term β(t)|X(Mean)(t) − Xi(t)| · ln
(

1
µi(t)

)
of (17) affects the

speed at which the position of the next ith candidate solution
converges to the final solution. The term β(t) is a coefficient
that influences the convergence speed of the algorithm [1],
which is given by

β(t) =
(
β(max) − β(min)

)
·
T − t
T
+ β(min), (19)

where β(max) and β(min) are the maximum and minimum
search ranges in the solution space, respectively. The maxi-
mum number of iterations is denoted as T . It can be observed
from (19) that β(t) decreases linearly with t because Xi(t)
approaches convergence for large t . The difference between
X(Mean)(t) and Xi(t) also affects the speed of convergence.
If the difference is large, which means that this candidate

1(8c, 9c,Pc) =
S∑
s=1

[
max

(
0,P(Tx)c,s − P

(max)
c,s

)]2
+

S∑
s=1

[
max

(
0,

K∑
k=1

φc,s,k

N∑
n=1

ψn
c,s,kR

n
c,s,k − C

(max)
s

)]2

+

K∑
k=1

[
max

(
0,R(min)c,k −

S∑
s=1

φc,s,k

N∑
n=1

ψn
c,s,kR

n
c,s,k

)]2
+

K∑
k=1

[
max

(
0,

S∑
s=1

φc,s,k − 1

)]2

+

S∑
s=1

N∑
n=1

[
max

(
0,

K∑
k=1

ψn
c,s,k − 1

)]2
+

S∑
s=1

K∑
k=1

N∑
n=1

[
max

(
0,−pnc,s,k

)]2
+

S∑
s=1

K∑
k=1

[(
φc,s,k

)2
− φc,s,k

]2
+

S∑
s=1

K∑
k=1

N∑
n=1

[(
ψn
c,s,k

)2
− ψn

c,s,k

]2
(15)

Xi(t + 1) =


X(SP)
i (t)+ β(t)

∣∣X(Mean)(t)− Xi(t)
∣∣ · ln( 1

µi(t)

)
, εi(t) > δ,

X(SP)
i (t)− β(t)

∣∣X(Mean)(t)− Xi(t)
∣∣ · ln( 1

µi(t)

)
, εi(t) ≤ δ.

(17)

VOLUME 10, 2022 5271



L.-H. Shen et al.: HARM for EE Green RANs With Limited Fronthaul

solution is far away from the current average position, this
candidate solution at the next iteration should accelerate to
converge, and vice versa. The term µi(t) is a random variable
that prevents the next candidate from falling into a local
optimum. In addition to µi(t), εi(t) is also set to reduce the
probability that the next candidate solution becomes trapped
in local extremes, which can be regarded as the direction for
the starting point of the next candidate to search for potential
solutions.

3) CONVERGENCE
Ultimately, the proposed TURA algorithm completes once
the termination condition is achieved. There are two termi-
nation conditions where the first condition is the maximum
number of iterations, that is, t = T , and the second condition
is to reach the stop criterion. The gap ratio τi(t) is defined as

τi(t) =

∣∣∣F(X(HB)
i (t))− F(X(GB)(t))

∣∣∣
F(X(GB)(t))

, (20)

and convergence is achieved if all the gap ratio values τi(t)
are smaller than the convergence threshold F (th) as

I∑
i=1

1

(
τi(t) ≤ F (th)

)
= I . (21)

The gap ratio τi(t) in (20) represents the distance between
the ith elite candidate solution and the global best solution in
iteration t . Equation (21) denotes that the fitness values of all
elite candidate solutions are sufficiently close to the global
best solution, that is, the fitness function in (14) converges.

The overall procedure for the proposed TURA scheme
within a localized C-RAN is presented in Algorithm 1. More-
over, the computational complexity of the proposed TURA
algorithm is O(I × T × S × K × N ), which is linear to the
number of candidate solutions, iterations, small cells, users,
and subchannels [42]. The performance gain provided by
TURA is illustrated via simulation in Section V.

IV. PROPOSED CRC GAME AMONG LOCALIZED C-RANs
Considering the hardware limitations, the proposed TURA
scheme cannot afford to control a large number of RSCs in a
dense SCN. Consequently, the entire network can be viewed
as a gathering network of many localized C-RANs, where
a CSC will be responsible for the RRM for RSCs within
a group. The CRC scheme of subchannel assignment and
transmit power allocation for RSCs among localized C-RANs
is proposed and described in this section. After eliminating
the intra-group interference by resource allocation within
each localized C-RAN based on TURA, each CSC conducts
a CRC scheme to further alleviate the inter-group interfer-
ence to achieve higher system performance. Because there
is limited and asynchronous information exchanged between
the localized C-RANs, it is difficult for all the CSCs to
coordinate their RRM under centrally controlled operation.
Hence, distributed management is adopted to overcome the
above-mentioned difficulty based on game theory, where the
resource competition between localized small cells can be

Algorithm 1: Proposed TURA Algorithm
1: Initialization:

1) Set the number of candidate solutions I
2) Set the maximum number of iterations T
3) Set the iteration counter to t = 1
4) Set the threshold of convergence F (th)

5) Initialize the candidate solution Xi(1) for all i
6) Initialize X(HB)

i (1) = Xi(1)
7) Initialize X(GB)(1) by selecting the best solution
from X(HB)

i (1)
8) Initialize CONVERGENCE = FALSE

2: repeat
3: Calculate the mean position of candidate solution

X(Mean)(t) by (16)
4: Calculate the convergence speed β(t) by (19)
5: for i = 1, 2, . . . , I do
6: Calculate the local attractor X(SP)

i (t) by (18)
7: Update the candidate solution Xi(t + 1) by

(16)–(18)
8: Calculate the value of fitness function

F(Xi(t + 1)) by (14)
9: if F(Xi(t + 1)) > F(Xi(t)) then
10: X(HB)

i (t + 1) = Xi(t + 1)
11: else
12: X(HB)

i (t + 1) = X(HB)
i (t)

13: end if
14: Calculate the value of fitness functions

F(X(HB)
i (t + 1)) and F(X(GB)(t)) by (14)

15: if F(X(HB)
i (t + 1)) > F(X(GB)(t)) then

16: X(GB)(t + 1) = X(HB)
i (t + 1)

17: else
18: X(GB)(t + 1) = X(GB)(t)
19: end if
20: Calculate the value τi(t + 1) by (20)
21: end for

22: if
I∑
i=1

1
(
τi(t + 1) ≤ F (th)

)
= I then

23: CONVERGENCE = TRUE
24: end if
25: Increment of t ← t + 1
26: until t = T or CONVERGENCE = TRUE

formulated as a cooperative game. Each CSC only requires
limited information about the probabilities of the chosen
actions from other CSCs. We designed a learning algorithm
based on the EE of each localized C-RAN for the CSCs
to determine their transmit actions, which consist of sub-
channel assignment and transmit power allocation of their
serving RSCs.

A. COOPERATIVE GAME-BASED RESOURCE
COMPETITION GAME
In this subsection, the formulation of the proposed CRC
scheme among localized small-cell groups is analyzed and
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investigated. Based on cooperative game theory, the proposed
CRC game in normal form can be denoted as

G = (C, {Ac}c∈C, {Uc}c∈C) , (22)

where the CSC set C = {1, . . . ,C} denotes the set of
players in a game, who compete for the subchannel set
N = {1, . . . ,N } and the resource for transmitting power
of RSCs, that is, the CSCs are the chiefs for action decisions.
In addition, Ac is the action space of CSC c for the power
allocation vectors. Let κnc,s,k = ψ

n
c,s,k × p

n
c,s,k be the product

indicator of subchannel assignment and allocated transmit
power, which determines whether or how much power UE k
will be allocated to subchannel n from RSC s in the localized
C-RAN c. A finite and discrete action space is a signifi-
cant requirement for cooperative games. As a result, to form
a finite and discrete action space Ac for each player, let
Lc ∈ N be the number of discrete powers, and κn,`c,s,k repre-
sents the `th transmit power level from RSC s to UE k over
subchannel n, where n ∈ N , ` ∈ Lc and Lc = {1, . . . ,LC }.
Note that if ψn

c,s,k = 0, zero transmit power will be allocated,
and κn,`c,s,k = 0. Thus, we define κ0,0c,s,k as the case in which no
subchannel is assigned to the user; consequently, the action
space of RSC s is expressed as

Ac = κ
0,0
c,s,k ∪

{
κ
n,`
c,s,k : n ∈ N , ` ∈ LC

}
. (23)

We use A = A1 × · · · × AC to denote the entire action
space of all players. Moreover, the last term Uc of (22) is
the utility function of CSC c. In game theory, players choose
actions based on their own utility functions to obtain the
maximum reward. Because the main purpose of this study
is to maximize the EE of each localized C-RAN and the
performance of the overall system can be further enhanced
with the cooperation between CSCs, where each CSC will
determine its strategy based on higher EE gain. Accordingly,
the utility function for each CSC to decide its transmission
strategy for resource allocation can be described as

Uc = η̃c(ac), (24)

where ac = {κ
n,`
c,s,k |1 ≤ s ≤ S, 1 ≤ k ≤ K , 1 ≤ c ≤ C, 1 ≤

n ≤ N , 0 ≤ ` ≤ Lc, s ∈ Z+, k ∈ Z+, c ∈ Z+, n ∈ Z+, ` ∈
Z+} represents the vector of actions taken by the CSC c.

B. EXISTENCE OF CE IN PROPOSED SCHEME
In the proposed CRC game G, each CSC aims to maximize
its utility function cooperatively and further improve the EE
performance of the entire system by choosing an optimal
transmission action ac, which is the solution of (9). Most
of the existing works investigate the potential solutions of
player strategies by the stable point, which can lead to no play
obtaining higher utility gain by changing their determined
actions on the Nash equilibrium (NE) [45]. However, a higher
utility gain can be acquired by the players cooperatively
deciding their strategies via information sharing, which is
called a cooperative game. In cooperative games, the stable
point that no player will unilaterally deviate from the selected

action to others can be held by the CE in game theory. The CE
adopted in the proposed CRC scheme is defined as follows.
Definition 1 (Correlated Equilibrium): We denote by1A

the set of all probability distributions over the finite action
spaceA. The probability of the correlated strategy A is given
by P(A), where (P(A))A∈A ∈ 1A. Under the condition that
∀ac ∈ Ac and ∀c ∈ C, CSC c will choose strategy ac rather
than any other strategy ãc to achieve the stable point of the
CE if and only if∑
A−c∈A−c

P (ac,A−c) ·
[
Uc(ac,A−c)− Uc(ãc,A−c)

]
≥ 0,

(25)

where A−c represents the matrix of transmission strategies
taken by all CSCs, except for CSC c. In addition, the action
space formed by all the CSCs except for CSC c is expressed
as A−c =

∏
i6=cAi.

It can be observed from (25) that players coordinate
their actions with each other by exchanging the proba-
bility distribution of strategies cooperatively. In contrast,
another well-known concept for analyzing the chosen strate-
gies is NE, where each player is inclined to selfishly decide
its actions. Note that NE is a point inside the CE, con-
sidering the extreme case in which different strategies are
independent. Accordingly, a better overall welfare of the
players can be intuitively reached on CE compared with
the strategies on NE. This indicates that a higher network
EE can be achieved by the CE approach with cooperation
between CSCs. The following theorem proves the existence
of a CE in our considered SCNs.
Theorem 1: A CE exists in the proposed CRC resource

competition game between SCNs.
Proof: Because there is a finite number C of CSCs

to choose discrete and finite action spaces in the proposed
CRC game G, it is apparent that G is a finite game. It has
been proved by Theorem 1 in [45] that there exists a CE in
every finite game. Therefore, the existence of the CE in the
proposed CRC game G can be verified. �
When the subchannels and RSC power are allocated appro-

priately to the UE, the stable condition, that is, the Pareto
optimum, can be reached by the system. Under the stable
point of the Pareto optimum, there is no player capable of
acquiring a higher reward because it potentially causes losses
to others.
Theorem 2: With proper strategies of subchannel assign-

ment and transmit power allocation chosen by the CSCs,
the Pareto optimum exists in the proposed CRC resource
competition game G.

Proof: Theorem 1 shows that there must exist a CE
for the proposed CRC resource competition game G. More-
over, (25) indicates that each player can reach its expected
maximum utility in the CE. Hence, the sum of the total
expected utilities of all players can be determined by choosing
the correlated strategies. The existence of a Pareto optimum
can be proved by contradiction as follows: If there is no
Pareto optimum in the proposed game G, there must exist
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no correlated strategies satisfying (25) and no CE will exist,
which obviously contradicts Theorem 1. Consequently, there
must exist a Pareto optimum in the proposed game G. �

C. OPERATIONAL PROCESS FOR THE CRC SCHEME
In this subsection, a distributed learning algorithm based on
the regret matching procedure [46] is adopted for each CSC
to determine its correlated strategy to obtain the CE in the
proposed G. Each CSC selects a new strategy of subchannel
and power allocation considering the regret value of others
not employing strategies in history. In other words, the higher
regret value of non-employed strategies indicates a higher
probability for the CSC to deviate from its current strategy.

1) INITIALIZATION
The allocation of subchannels, transmit power, and user asso-
ciation will be initially configured from the TURA scheme
within the localized small groups. Each CSC calculates its
own utility function using (24) from the subchannels, transmit
power of the RSC, and user association, which are 8c, 9c,
and Pc determined in the operational process of the TURA
scheme.

2) EVALUATION OF THE REGRET VALUE
Each CSC determines its potential strategies based on the
regret value. Given a history of adopted strategies, the average
regret value of CSC c at time t can be expressed as

Rtc(ac, âc) = max{Dtc(ac, âc), 0}. (26)

The Rtc given in (26) shows that the average regret value
depends on the strategy used in the past ac and the unused
strategy âc, where both ac and âc ∈ Ac. The term Dtc repre-
sents the quantity of difference between the EE for CSC c at
time t to adopt the transmission alignments of ac and âc for
subchannel assignment and RSC transmit power allocation.
Thus, Dtc can be formulated as

Dtc(ac, âc) =
1
t

∑
τ≤t

[
Uc(âc,Aτ−c)− U

τ
c (A

τ )
]
, (27)

where Aτ is the total action taken by all CSCs. Note that
superscript of τ indicates the instant time less than time t .

3) PROBABILITY EXCHANGING AND STRATEGY UPDATING
CSCs will choose strategies with the highest profit of utility.
After evaluating Rtc of potential strategies, the probabilities
that the strategies are prone to be selected are updated as
follows:

wt
c(â

t
c) =


1
ξ
Rtc(a

τ
c , â

t
c), âtc 6= aτc ,

1−
∑

âtc∈Ac

1
ξ
Rtc(a

τ
c , â

t
c), âtc = aτc ,

(28)

where aτc is the previously strategy used at τ , whilst the
unused strategy at t is denoted as âtc. The term ξ in (28) is a
normalization constant that is a non-negative and sufficiently

Algorithm 2: Proposed CRC Algorithm
1: Input: Channel condition gnc,s,k ,∀c,∀s,∀k,∀n,

parameters ξ , threshold θ (th)

2: for c = 1, . . . ,C do
3: Set the initial iteration as t = 1
4: CSC c initializes its strategy a1c of subchannel

assignment and transmit power allocation for the
users according to 8c, 9c,Pc in TURA scheme

5: repeat
6: Evaluate the average regret value of different

strategies based on its own utility function of EE
by calculating (26)

7: Update the probability for the strategy according
to (28)

8: Exchange the probability of potential strategies
with other CSCs according to (29)

9: Choose the strategy for iteration t + 1 given the
probability distribution of wt

c(â
t
c) by (30)

10: t = t + 1
11: until Convergence: |U

t+1
c −U

t
c |

U t
c
≤ θ (th)

12: end for

large number to normalize the summation of probabilities
for different strategies to one. Each CSC exchanges its prob-
abilities of potential strategies with each other. However,
errors may occur due to asynchronous information exchange
from other CSCs. Therefore, the exchange probability vector,
as shown in Fig. 3 can be represented as

w̃t
−c(â

t
−c) = wt

−c(â
t
−c) · (1+ ρ1h), (29)

where wt
−c is the set for the probability of potential strategies

from all the CSCs, except for CSC c. Moreover, the parameter
ρ ∈ [0, 1] is the error ratio due to asynchronous exchanged
information and 1h ∼ CN (0, 1). As a result, each CSC can
determine its strategy for transmission alignment as

at+1c = arg max
âtc∈Ac

wt
c(â

t
c). (30)

4) CONVERGENCE
The ultimately determined strategy for each CSC is achieved
according to the following criterion:

|U t+1
c − U t

c |

U t
c

≤ θ (th), ∀c. (31)

The subchannel assignment and transmit power of RSCs
will be allocated by their serving CSC within the localized
C-RAN when the criteria of (31) meet. Otherwise, the CSCs
continue to perform the algorithm until (31) is satisfied.
The detailed procedure for the proposed CRC algorithm is
described in Algorithm 2.

V. PERFORMANCE EVALUATIONS
In this section, the performance evaluation of the proposed
HARM, TURA, and CRC is provided through simulations.
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TABLE 2. Main system parameters.

Consider an SCN, the RSCs are deployed in a grid in a
square coverage, and users are uniformly distributed within
the coverage area. Each user was located at a minimum
distance of 2 m from each RSC. The network channel model
and system parameters are considered based on [47], [48],
where the case of an indoor dense urban information society
in [48] is taken as the reference. Channel fading is com-
posed of path loss and Rayleigh fading. The path loss model
between RSCs and users depends on sight conditions such
as line-of-sight (LoS) and non-line-of-sight (NLoS), that is,
PL = 18.7 log10(ds,k ) + 46.8 + 174.32 in LoS and PL =
36.8 log10(ds,k )+43.8+174.32+5(nw−1) in NLoS, where
ds,k is the distance between RSC s and user k in meters,
and nw is a random variable regarding the number of walls
between the transmitter and receiver. Rayleigh fading is mod-
eled as an independent and identically distributed Gaussian
distribution random variable. Note that the penalty weight of
α = 1.5 is empirically defined to leverage fitness function
with both EE objective and satisfaction of constraints. The
main parameter settings are listed in Table 2. Moreover, if not
mentioned specifically, the data rate of each user, maximum
transmit power of the RSC, and fronthaul capacity of the RSC
are set to be identical to R(min)c,k = R(min), P(max)c,s = P(max)

and B(max)c,s = B(max), respectively, ∀c, k, s. All simulation
results were averaged over random user locations and channel
conditions according to the Monte Carlo runs.

A. CONVERGENCE OF THE PROPOSED CRC SCHEME
In this subsection, the convergence of the proposed CRC
scheme is presented in Fig. 4 under different numbers of
users K . Note that the CRC scheme mentioned in Section IV
is designed to perform resource competition and interfer-
ence management among the six C-RANs in the simulations.
It can be observed from Fig. 4 that the CRC algorithm can
quickly converge to its CE on EE performance under several
iterations by adopting the regret-based learning algorithm.
More iterations are required to achieve the CE in the pro-
posed CRC scheme with a higher number of serving users K
owing tomore potential strategies being searched for resource
allocation.

FIGURE 4. Energy efficiency versus number of iterations in proposed CRC
scheme under C = 6 and B(max) = 20 Mbps.

B. PERFORMANCE OF THE PROPOSED TURA SCHEME
In this subsection, the simulation results are provided to
demonstrate the effectiveness of the proposed TURA scheme
on traffic control, the effects of the RSC on/off mechanism,
and the capacity limitation of fronthaul. Furthermore, the
effect of signaling overhead for traffic control on EE perfor-
mance is also discussed. Because the effect of traffic control is
a critical concern in this study, a benchmark of RSRP-based
user association and resource allocation (RURA) method is
considered for performance comparison, where it adopts the
identical power and subchannel allocations as TURA along
with RSRP-based user association. Here, the probability of
outage is calculated as the ratio of the number of UEs with
unsatisfied QoS to that of all serving UEs, i.e.,

1out=
1
CK

K∑
k=1

C∑
c=1

1

(
S∑
s=1

φc,s,k

N∑
n=1

ψn
c,s,kR

n
c,s,k<R

(min)
c,k

)
,

(32)

where the indicator function is regarded as unsatisfaction of
QoS in constraint (9c).Moreover, we define the probability of
user offloading as the portion of the number of UEs with the
alternated policy from the original RSRP-based association.
That is, the connection changes from the strongest RSC to a
compromised onewith offloading capability achieving higher
EE performance.

1) USER OFFLOADING AND TRAFFIC CONTROL OF THE
TURA SCHEME
Fig. 5 depicts the relationship between QoS satisfaction and
traffic control effect in terms of outage probability and traffic
control probability, respectively. The capacities of fronthaul
are set as B(max) = {10, 10, 20, 10}Mbps for the four RSCs.
A user is associated with each RSC at the beginning, and then
other users are added into the network at a later time, i.e.,
K = {4, 5, 6, 7}. The left subplot of Fig. 5 shows that there
is no outage caused in both TURA and RURA schemes with
K = 4 because the capacity of fronthaul is sufficient for the
RSC to satisfy the QoS of each user. Furthermore, the outage
probability is lower in the proposed TURA scheme compared
with the RURA method with increasing number of users in
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FIGURE 5. Traffic control effect in terms of the probability of outage (left)
and user offloading (subplot) versus different numbers of users under
S = 4 RSCs and B(max) = {10,10,20,10} Mbps.

FIGURE 6. Performance comparison for three scenarios in proposed
TURA scheme in terms of EE versus number of users under S = 6 and
B(max) = 20 Mbps.

the network, which illustrates the merits of the TURA scheme
on user offloading as shown in the right subplot to overcome
the restriction of insufficient fronthaul capacity for RSCs.
Note that the probability of user offloading control decreases
from N = 6 to N = 7 when the network traffic is overloaded.
This is because the total capacity of fronthaul is limited, and
there is no appropriate configuration of user association to
satisfy the data rate requirements of users. Therefore, Fig. 5
demonstrates the traffic control capability of improving QoS
satisfaction with the limitation of fronthaul capacity.

2) EFFECT OF RSC ON/OFF MECHANISM AND FRONTHAUL
CAPACITY LIMIT
In Fig. 6, the relationship between EE and different users
K = {9, 12, 15, 18, 21} under S = 6 and B(max) = 20 Mbps
is illustrated for three scenarios. The scenario of RSC on/off
with unlimited fronthaul capacity provides a better perfor-
mance on EE than the scenario of RSC on/off with limited
fronthaul because the data rate of the user is not restricted
by the capacity of the fronthaul. In addition, the performance
comparison between the scenarios of RSC on/off with limited
fronthaul and RSC on with limited fronthaul depicts the merit
of the RSC on/off mechanism on the power saving of RSCs

FIGURE 7. Performance comparison for three scenarios in the proposed
TURA scheme in terms of the probability of user offloading versus
number of users under S = 6 and B(max) = 20 Mbps.

to enhance network EE. Furthermore, it can be observed that
the effectiveness of the mechanism of the RSC on/off mech-
anism is revealed, especially under lower traffic loads, that
is, K = 9, where the RSCs tend to be turned off to conserve
energy. Fig. 7 illustrates the probability of user offloading
under different numbers of users for the proposed TURA
scheme. It can be observed that there is no traffic control
performed in the scenario of RSC on/off with ideal fronthaul
because sufficient capacity is available to support the required
data rate for the fronthaul. The RSC on/off mechanism affects
traffic control because power can be conserved by offloading
the user to other RSCs and turning off the RSC that is no
longer serving users. Given that a smaller number of users
will lead to a higher tendency for the RSCs to be turned off
by conducting traffic control, the effect of traffic control on
energy conservation for RSC power is revealed, especially
under lower network traffic loads, for example, K = {9, 12}.
It can be concluded that the effect of traffic control is mainly
influenced by the limitation of fronthaul capacity.

Fig. 8 illustrates the probability of user offloading and
EE performance under different signaling power of P(O) =
{0, 1, 10, 20, 35} dBm for proposed TURA scheme with the
number of RSC S = 6 and B(max) = 20 Mbps. Note
that the signaling power P(O) is considered in the proposed
TURA scheme to reduce the ping-pong effect in the han-
dover process as mentioned in (6). It can be seen that both
the probability of user offloading and EE decrease with the
increased signaling power. The reason is that traffic control
is performed either for QoS satisfaction when the fronthaul
link is overloaded or for energy conservation. Hence, the
network EE decreases with the increasing signaling power
owing to user offloading to achieve the minimum data rate
requirements.

C. PERFORMANCE OF THE PROPOSED HARM SCHEME
The performance comparison of the EE and outage probabil-
ity of the proposed HARM scheme considering the effects
of the number of localized C-RANs and the error ratio of
information exchanged ρ versus the number of users is shown
in Figs. 9 and 10, respectively. In Fig. 9, the EE perfor-
mance of HARM with zero error ratio ρ = 0 degrades
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FIGURE 8. EE and probability of user offloading versus signaling power
P(O) with the proposed TURA scheme under S = 6 and B(max) = 20 Mbps.

FIGURE 9. Performance of the proposed HARM scheme in terms of EE
versus number of users under S = 6, B(max) = 30 Mbps, C = {1,3,6}, and
ρ = {0,0.01}.

with increasing number of localized C-RANs from C =
1 to C = 6. This is because more localized C-RANs that
divide the network will provoke a comparably more dis-
tributed control for resource allocation. Consequently, the
coordination among localized C-RANs cannot be performed
simultaneously under C = 6 C-RANs compared with the
totally centralized control under C = 1. With a higher
error ratio of ρ = 0.01, the HARM has a lower EE
owing to asynchronous exchanged information and greater
power consumption under a large-scale network. Further-
more, as shown in Fig. 10, the outage probability of the
proposed HARM scheme with zero error ratio ρ = 0
asymptotically increases with the increment of localized
C-RANs owing to non-coordinated interference management
and restricted traffic control. Under a higher error ratio of
asynchronous information of ρ = 0.01, it potentially results
in a higher probability of erroneous resource allocation strate-
gies exchanged between CSCs, which induces inappropri-
ate interference management. In other words, RSCs in the
associated localized C-RAN cannot alleviate interference by
allocating proper subchannels and transmit power, which also
reflects the degradation of EE performance from ρ = 0 to
ρ = 0.01, as illustrated in Fig. 9.

FIGURE 10. Performance comparison of the proposed HARM scheme in
terms of the probability of outage versus number of users under S = 6,
B(max) = 30 Mbps, C = {1,3,6}, and ρ = {0,0.01}.

FIGURE 11. Performance comparison between proposed TURA, HARM,
RURA, and CRC schemes in terms of energy efficiency versus number of
users under S = 6 and B(max) = {20,30} Mbps.

D. PERFORMANCE COMPARISONS WITH EXISTING
BENCHMARKS
In this subsection, we evaluate the performance of the pro-
posed HARM scheme to observe the integrated effects of
both the TURA and CRC methods. Note that the central-
ized control of the proposed TURA scheme considers that
all RSCs are managed by a single CSC with upper MAC
functions, whereas the lower MAC functions reside in RSCs
with confined fronthaul capacity. Moreover, the performance
of HARM was investigated along with the proposed CRC
scheme employed in distributed small cells. Note that the
RURA benchmark adopts an RSRP-based user association
along with non-adjustable power and subchannel allocations.

Fig. 11 illustrates EE performance of the proposed TURA,
HARM, and CRC schemes compared with the benchmark
of RURA under different users K = {9, 12, 15, 18, 21}
and fronthaul capacities B(max) = {20, 30} Mbps. It can be
observed that higher EE is reached with sufficient fronthaul
capacity of B(max) = 30 Mbps. The performance of EE
in TURA scheme outperforms the other methods in both
scenarios owing to the centralized control by CSC, which
strikes a compelling balance of interference management
and traffic control under limited fronthaul links. The EE
performance of HARM is slightly degraded from TURA
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FIGURE 12. Performance comparison between the proposed TURA,
HARM, RURA, and CRC schemes in terms of outage probability versus
number of users under S = 6 and B(max) = {20,30} Mbps.

FIGURE 13. Probability of user offloading in the proposed TURA and
HARM scheme versus number of users under S = 6 and
B(max) = {20,30} Mbps.

because the interference among localized RSCs is not as well
alleviated as that performed in TURA. Moreover, the users
cannot be readily offloaded between different RSCs owing
to the restricted capacity of fronthaul. In addition, higher
EE is acquired by RURA than by CRC which is induced by
more existing interferences from asynchronous information
exchanged and inappropriate resource configuration.

The outage probability considering different fronthaul
capabilities is illustrated in Fig. 12, whereas Fig. 13 depicts
the probability of user offloading with the TURA and
HARM schemes under different numbers of users K =

{9, 12, 15, 18, 21} and fronthaul capacities B(max) = {20, 30}
Mbps. Note that there is no traffic control mechanism
in the compared schemes of RURA and CRC. It can be
inferred that the proposed TURA scheme outperforms the
benchmarks of RURA and CRC owing to the centralized
configuration of resource management and traffic control.
On the other hand, the proposed HARM has a slightly higher
outage probability and a lower tendency of traffic control
because the users are not frequently offloaded between two
neighboring RSCs. We can also infer that the outage prob-
ability can be substantially reduced with a higher fron-
thaul capacity, that is, a lower outage is achieved under

B(max) = 30 Mbps compared with that under B(max) =
20 Mbps. However, users suffer from full outage among all
schemes because of the higher number of users of K =
{18, 21} and insufficient fronthaul of B(max) = 20 Mbps.
Moreover, Fig. 13 depicts that the increased offloading proba-
bility is revealed owing to asymptotically saturated fronthaul.
The probability of user offloading starts to decrease from
K = 18 under B(max) = 30 and from K = 12 under B(max) =
20 because the fronthaul is overloaded, which is incapable of
supporting the data rate requirements. In addition to QoS sat-
isfaction, user offloading will also be performed to conserve
energy, resulting in potential sleep-mode RSCs.

VI. CONCLUSION
In this paper, we have proposed hybrid controlled user asso-
ciation and resource management to resolve the problem of
subchannel and transmit power allocation for EE maximiza-
tion considering limited fronthaul capacity under large-scale
green C-RANs. Within a localized C-RAN, the CSC cen-
trally performs the proposed TURA scheme for the RSCs
to mitigate the intra-group interference and tackle the issue
of limited fronthaul capacity for user QoS requirements.
Furthermore, the proposed CRC scheme can analytically
achieve CE and alleviate inter-group interference among
localized C-RANs. The Pareto optimum of the CRC scheme
has been theoretically proven based on the game theory.
Moreover, the simulation results have revealed the effective-
ness of traffic control by verifying the convergence of the
CRC scheme. In addition, the EE performance of the pro-
posed TURA scheme outperforms the other existing methods
owing to fully centralized management under the consider-
ation of an ideal fronthaul. Despite the slightly lower EE
performance of the proposed HARM scheme compared with
the ideal case of TURA, HARM is capable of sustaining
an appropriate EE compared with existing schemes under
feasible implementation of practical green RANs.
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