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ABSTRACT Surface-based analysis of magnetic resonance imaging (MRI) data of the brain plays an
important role in clinical and research applications. To achieve accurate three-dimensional (3D) surface
reconstruction, high-resolution (HR) MR image acquisition is needed. However, HR image acquisition is
hindered by hardware limitations that result in long acquisition time and low spatial coverage. Single image
super-resolution (SISR) can alleviate these problems by converting a low-resolution (LR) image to an HR
image. However, unlike 2D SISR methods, conventional 3D methods incur a large computational cost and
require abundant data. Further, 3D boundaries for surface reconstruction based on MR images have not
been sufficiently investigated. We herein propose a cost-efficient novel regression-based framework for
super-resolution of 3D brain MRI that directly analyzes 3D features by introducing a tensor using gradient
information.We initially cluster features using tensors to create labels for both the training and testing stages.
In the training stage, for each label, we collect LR patches and corresponding HR intensities to compute
filters. In the testing stage, for each voxel, we construct a tensor to obtain a feature and predict the HR
intensity using trained filters. We also propose a patch span reduction method by limiting patch orientation
to reduce the orientation span and increase shape variety. Using only 30 masked T1-weighted brain MR
volumes from the Human Connectome Project (HCP) 900 dataset, the proposed algorithm exhibited superior
performance in terms of HR boundary recovery in the cerebral cortex as well as improved overall quality
compared to conventional methods.

INDEX TERMS Super-resolution, surface-based analysis, tensor analysis, brain MRI, 3D image analysis.

I. INTRODUCTION
Magnetic resonance imaging (MRI) is a non-invasivemedical
imaging modality for characterizing tissue. The structural
details that can be observed using this approach assist in
the identification of not only tissue transformation but also
malignant lesions based on abnormal tissue contrast. In par-
ticular, the structural details of the cortical and subcortical
regions of the brain have been typically represented using
surfaces that were reconstructed from three-dimensional (3D)
MR volumes. Moreover, surface-based analysis plays an
important role in the local tracking of disease based on
surface registration in clinical and research settings [1], [2].
Therefore, high-resolution (HR) MRI is needed to achieve
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accurate surface reconstruction to aid in diagnostic deci-
sions [3]. However, high spatial resolution MR image
acquisition is inhibited by hardware limitations that adversely
affect the scanning time and signal-to-noise ratio (SNR),
and introduce body motion artifacts [4], [5]. Single image
super-resolution (SISR) aims to recover a high-resolution
(HR) image from a given low-resolution (LR) image, and can
potentially be utilized to address this problem. By exploiting
SISR, an HR volume can be obtained by applying a super-
resolution (SR) technique to an LR volume, thereby reducing
the MR image acquisition time.

The SISR problem is an ill-posed inverse problem because
the number of dimensions of an HR image is greater than
that of an LR image, and the number of HR cases that can
be estimated using LR data is infinite. The classical approach
used in SISR involves estimating the values of pixels using
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mathematical models used for processing LR images, such as
interpolation [6], [7] or back-projection [8]. Although these
methods are not time-consuming, they cannot represent high-
frequency image structures (e.g., edge or textures); thus, they
appear smoother than the original.

To solve this problem, an example-based SR using
the information in images was proposed based on the
high-frequency information of HR images. This approach
reformulates the SISR problem as a restoration of the HR
counterpart of the LR image by manifold learning of HR
images. The initial example-based SR method aims to find
the nearest neighbor in the LR image patch dictionary and
to match it to the corresponding HR using the Markov
Random Field [9]. Since this approach has high com-
putational complexity, sparse coding and regression-based
methods were proposed. Sparse coding methods attempt to
find meaningful sparse representations of LR patches by
compacting image patches to a low-dimensional vector at
a low computational cost [10], [11]. Zeyde et al. [12] used
a sparse dictionary with K-SVD [13] to improve image
quality with a significant speed improvement. Regression-
based methods commonly involve the building of regressors
that approximate HR components given an LR patch,
instead of using sparsity models for improved performance.
Timofte et al. [14], [15] and Yang and Yang [16] used
anchored neighbor regression and exemplars clustering to
achieve better performance. To reduce the regressor searching
time in these methods, hashing [17], [18] and forest-based
searching structures [19], [20] have been proposed. Pérez-
Pellitero et al. [21] proposed a patch span reduction method
by collapsing variations of a patch transform (e.g., the
symmetry and rotation) using a mirror symmetry transform-
based distance to improve the performance of the regression-
basedmethod. However, unlikemost studies that estimate HR
images using an external database, dictionary, or regressors,
Glasner et al. [22] attempted to downscale a single image into
patches at different scales, and to subsequently estimate an
HR image from the recurrence of the patches without a prior
example.

More recently, deep learning-based approaches that use
convolutional neural networks (CNN) have been proposed
for the SR task in natural and MR images. Dong et al. [23]
proposed the first approach that utilized the end-to-end
deep learning model for SR (SRCNN), which directly
learned the mapping of bicubic-interpolated LR to HR
images. Subsequently, the accuracy was increased at a
reduced computational cost using the LR image as an input,
and learning LR upscaling methods such as transposed
convolution [24], pixel shuffle [25] operator, and progressive
upscaling [26]. In addition, networks with more layers and
capacity [27] such as deep-residual [28], wide-residual [29],
or couple-projection residual [30] networks were introduced
for performance improvement. Dense networks [31], [32],
attention modules [33]–[35], and generative adversarial
networks [36] also contributed to the improvement of SR
image quality.

Despite the rapid advancement of these SISR algorithms,
most methods were originally designed only for two-
dimensional (2D) images. However, MR images are acquired
as 3D volumes. These 2D methods do not use the full 3D
information of the MR volume to solve the 3D SR problem.
Instead, most studies typically convert the 3Dmedical images
into a stack of 2D slices projected along one specific axis
(e.g., axial, sagittal, and coronal planes), apply the 2D
algorithm on each slice separately, and merge the results
into a stack of slices [37], [38]. In these approaches, 3D
features that appear in a different dimension could be lost.
To solve the 3D SR problem, therefore, a model that extracts
3D structural information is preferred. In 3D models, tensors
have been used to represent 3D gradient features such as in
the case of vessel segmentation in medical image analysis
[39]–[41]. In deep learning, 3D CNN networks [42] have
achieved state-of-the-art performance with residual densely
connected generators and adversarial models [43]–[45].
However, these approaches are not only computationally
intensive but also require an abundance of 3D datasets to opti-
mize different parameters. However, obtaining large-scale
datasets is expensive in MR applications. Moreover, most
previous SISR approaches aimed to improve only the overall
quality. For MR images, however, boundary regions such as
gray-white matter boundaries and gyral and sulcal regions
need to be more precisely restored for accurate surface recon-
struction and surface-based analysis, but, to the best of our
knowledge, there is limited research on the boundaries of 3D
structures.

In this paper, we propose a cost-efficient novel 3D
regression-based SR algorithm by introducing a tensor
using 3D gradient information for feature extraction and
filter training. The advantage of this algorithm is that it
not only maintains high SR performance with a small
dataset and a short training time but also recovers clear
3D boundaries for accurate surface reconstruction. In the
proposed algorithm, we extract 3D features from a patch
volume by constructing 3 by 3 tensors for patch label
selection during the training and testing stages. To select a
label, we create labels by clustering extracted features from
tensors using defined distance measurement metrics. In the
training stage, we compute tensors from the LR patches
extracted from volumes of interest to find the label, and
collect the patches and corresponding HR intensity values
for each label. Filters are computed that approximate HR
intensities from LR patches. In the testing stage, for each
voxel, a tensor is constructed to obtain a label and to predict
the HR intensity using corresponding filters. Furthermore,
we suggest a patch span reduction method by limiting the
orientation that can be augmented by flipping or transposing
to increase the variety of shapes using a small dataset.
In the experiments based on the Human Connectome Project
(HCP) 900 dataset [46], visual and quantitative results are
presented to show that the proposed algorithm outperforms
conventional methods in terms of the recovery of MR
boundary regions and the overall MR volumes.
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FIGURE 1. Overall architecture of the proposed algorithm. In the training stage, transformed LR patches and
corresponding HR image intensities were acquired by accumulating matrices Q and V for each label to compute
least-square filters. In the testing stage, for each voxel, a tensor was constructed to determine the label, and
the corresponding filter was applied to the transformed patch.

Our contributions in this paper are listed below:
• We propose a novel SR method using 3D gradient
information as tensor and span reduction.

• The method uses MRI tensor shape and orientation
features to create 3D filters.

• The proposed algorithm delivers high SR performance
with a small dataset and in a short training time.

• We also provide a design to evaluate SR performance in
MRI cortical boundary region.

• We showed that the method outperforms conventional
methods, particularly for HR boundary recovery.

The remainder of the paper is organized as follows.
In Section II, we propose a framework for 3D SR, including
tensor calculation based on the patch volume, feature
clustering, and a patch span reducing method. Experimental
results are presented in Section III, wherein we compare the
proposed algorithm and conventional methods using masked
T1-weighted MR volumes. Finally, the main conclusions are
summarized in Section IV.

II. METHOD
In this section, we first define the 3D SISR problem and
present the details of our regression-based approach that
was developed to address this issue. We also describe the
construction of the tensors from 3D patches, the extraction
of the tensor shape and orientation features, and the creation
of labels by clustering using the extracted features. Finally,
a patch span reduction method that limits the tensor
orientation and determines the relationship between the
elements of the tensor and the patch orientation is introduced.

A. PROBLEM FORMULATION AND PROPOSED
ARCHITECTURE
In the 3D SISR problem, the relationship between LR and HR
volumes can be defined as a linear model as follows:

y = Dsx, (1)

where x ∈ RHs×Ws×Ds and y ∈ RH×W×D denote HR and
the corresponding LR image, respectively. The operator Ds :

RHs×Ws×Ds
→ RH×W×D downscales HR to an LR image

using a factor of s along each axis. The objective of the SR
task is to determine the inverse operator Fs : RH×W×D

→

RHs×Ws×Ds that minimizes the following errors:

min
Fs
|Fsy− x|22. (2)

In this paper, we address the 3D SISR problem for
brain MRI using a regression-based method that involves
approximating the HR intensity by applying a filter to an
extracted LR patch. The overall proposed framework is
illustrated in Fig. 1. In the training stage, for a given LR
volume, we first cheap-interpolate the LR volume using
factor s to match the size of y. A tensor wherein each cubic
patch p ∈ Rn is sampled from the upscaled LR volume is
then constructed, where n is the patch volume size.We extract
the patch label q from the tensor, and classify similar patches
for more accurate filter learning and evaluation. To obtain the
label, we compute the shape and orientation features based
on the tensor and predict the clusters from the pre-fitted two
cluster models. Further details on the cluster models and
features that were extracted from the tensors are given in
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Section II.B. In addition, we transform the LR patch with
extracted transformation 8 from the tensor and the details of
the method are described in Section II.C. For each label q, the
HR intensity Yq ∈ R1×lq is regressed on the corresponding
transformed LR patches Pq ∈ Rn×lq , where lq is the total
number of collected similar patches. The computation of a
filter hq ∈ R1×(n+1) can be formulated as:

hq = argmin
h

∣∣∣∣Yq − h
(
Pq
1

)∣∣∣∣2 , (3)

where 1 ∈ R1×lq is a vector with all the values set as 1.
For filter convergence in the right term of Eq. (3), Pq

stores 105 raw patches and requires approximately 500MB of
memory for each q. This causesmemory shortage considering
a large number of labels. Instead, we accumulate fixed-sized
Qq ∈ R(n+1)×(n+1) and Vq ∈ R1×(n+1) matrices using an
accumulation step j as follows:

Qq =
∑
j

(
Pq,j
1

)(
Pq,j
1

)T
, (4)

Vq =
∑
j

Yq,j

(
Pq,j
1

)T
, (5)

and initialize Pq,j and Yq,j to avoid memory constraint
challenges [17]. Finally, we compute the least-squares
solution of the filters hq = argminh

∣∣Qq − hVq
∣∣2 directly

using an efficient conjugate gradient method for a positive-
definite matrix.

In the testing stage, the k-th HR voxel x̂k is estimated
by computing a tensor with a patch centered on the voxel,
predicting a label, and applying a corresponding trained filter
to the LR patch pk ∈ Rm×1 as follows:

x̂k = hq

(
T (pk ,8k)

1

)
, (6)

where T (p,8) is the operator that transforms the patch p
using an affine transformation 8. The estimated image x̂
is then constructed by simply estimating each voxel and
combining them.

B. TENSOR ANALYSIS FOR LABEL CREATION AND
SELECTION
Tensors are generally used to obtain quantitative features
such as stress tensors in mechanics and the Hessian matrix
or structure tensor in image analysis [39], [41]. A tensor
can be independently decomposed into shape (structure)
and orientation via eigen-decomposition. In addition, the
tensor shape can be decomposed into isotopic and anisotropic
components expressed as eigenvalues or tensor invariants.
We approached the SR problem using tensor analysis to
define a tensor that represented the gradient features of a 3D
image patch, decomposed it into the tensor shape and the
orientation features, and classified the features by clustering
them.

To create labels to classify the patches, prior to the training
stage, we classified a large set of tensor features that were
randomly sampled patches ranging from training volumes to
K types. We extracted shape and orientation features based
on the tensors constructed from the patches and classified
them, considering that the tensor shape and orientation are
independent. We used centroid-based clustering to group
features because each feature difference is indicative of the
degree of similarity and the tensor shape and orientation
are not independent [47]. Specifically, K-means clustering
was used to change the distance metric for each shape and
orientation to cluster the tensor shape and orientation. In the
training and testing stages, each patch was labeled as q =
(cshape, cori), where cshape and cori were the predicted cluster
indexes of the tensor shape and the orientation cluster model,
respectively.

To create the clustering models, we first defined the
quantitative feature (e.g., gradient angle or strength) of the
LR image as a tensor. Considering that the interpolated
LR image mostly excluded the high frequencies of the HR
image, we focused on the edge region where the voxel
value changes rapidly, to use these statistics as a geometry
measure. The image-gradient tensorD ∈ R3×3 was computed
as follows:

D = GTWG, (7)

where G ∈ Rn×3 is a gradient matrix for which the column
vectors are gradients along each axis for a 3D patch volume,
and W∈ Rn×n is a diagonal Gaussian weighting matrix that
assigns a large weight to the gradient around the center of the
patch [17], [48]. The second-order tensor D is a symmetric
positive-definite matrix that has six degrees of freedom.
Each diagonal component represents the coefficient of each
axis, and the other components represent the relationship
between the different axes. A tensor can be typically
eigen-decomposed into three orthogonal eigenvectors R =[
e1 e2 e3

]
and the corresponding non-negative eigenvalues

3 =
[
λ21 λ

2
2 λ

2
3

]
, wherein the eigenvalues are sorted in

the descending order (i.e., λ1 ≥ λ2 ≥ λ3 ≥ 0). The
eigenvalues correspond to the square root of each element
of the scaling matrix 3 because the tensor D is computed
by multiplying the gradient matrix G twice. We represent
the decomposed 3, R as the independent tensor shape and
orientation, respectively, to build cluster models to create
labels based on the distance R =

[
e1 e2 e3

]
and the

corresponding non-negative eigenvalues 3 = [λ21 λ
2
2 λ

2
3].

Each eigenvalue of the tensor represents the coefficients
of the corresponding eigenvector. However, each eigenvalue
fails to extract shape components such as the strength or
cohesion of the patch gradient. Instead, tensor invariants
computed as simple arithmetic combinations of the three
eigenvalues are preferred to represent these features. Given
that tensor shape invariants reflect local features, we selected
trace, fractional anisotropy (FA), and a mode defined as
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FIGURE 2. Visualization of the learned 2× filters according to the tensor shape and orientation. Each column represents a shape feature based on
J = (0.05, 0.45, 0.8) whereby each invariant is replaced by the number indicated in the figure. For the orientation of each row, the centroids were
sampled at uniform angles between e11 and e13 with e12 = 0.

follows:

trace (D) = λ1 + λ2 + λ3, (8)

FA (D) =
1
√
2

√(
λ1 − λ̄

)2
+
(
λ2 − λ̄

)2
+
(
λ3 − λ̄

)2√
λ21 + λ

2
2 + λ

2
3

,

(9)

mode (D) =
27
(
λ1 − λ̄

) (
λ2 − λ̄

) (
λ3 − λ̄

)
2
(
λ21 + λ

2
2 + λ

2
3 − λ1λ2 − λ1λ3 − λ2λ3

)3/2
(10)

where λ̄ = (λ1 + λ2 + λ3) / 3. The range of trace, FA,
and the modes are [0, ∞), [0, 1], and [−1, 1], respectively.
Trace was considered as the strength and the other two as
the spread. These three are also used in diffusion tensor
MRI [47]. Next, we extracted tensor orientation features from
the rotation matrix R, which consisted of three eigenvectors
and represented the rotation from the principal frame.
We considered the orientation feature as only the primary
eigenvector e1 = [e11 e12 e13]T to focus on the major
gradient of the patch, wherein e11 ≥ 0 was used to resolve
the sign ambiguity that e1 and −e1 represented the same
direction. Then, we carefully defined a tensor shape and
orientation distance between the tensors A and B as follows:

dshape (A,B) =
3∑
i=1

|Ji (A)− Ji (B)| /σi, (11)

dori (A,B) = 1− eA1 · eB1, (12)

where J = (trace,FA,mode), σi is the standard deviation of
each invariant, and eA1 and eB1 are the primary vectors of A
and B, respectively. In the case of shape distance, we used

each invariant weight equally by normalizing dividing) the
standard deviation and adding the Manhattan distance (i.e.,
L1 distance). We used the cosine distance to compare the
angle between two unit vectors in the orientation distance.
To show the effect of filters according to different tensor
shapes and orientations, we illustrate the learned 2× wide
variety of filters using our clustering model wherein the
orientation features are predefined to be evenly distributed
as shown in Fig. 2. For each column, it is evident that
the direction of the filter reflects the primary eigenvector.
The trace indicates the relative intensity of the directional
structure and reflects the shape and strength of the filter.
The FA indicates the directionality of the patch, such that
the filter with the higher FA is more directional to the patch
orientation. The mode represents the anisotropy associated
with the gradient. Therefore, the anisotropic shape of the
filter changes as the mode changes (e.g., orthotropic or linear
anisotropic). Note that the shape centroids are manually
chosen for visualization. As such, the tensor shape and
orientation features are well-defined to generate a variety of
3D filters for SR of MR volumes.

C. TENSOR ORIENTATION TRANSFORMATION FOR PATCH
SPAN REDUCTION
In the example-based method, a model has a trade-off
between the computational time and the accuracy for
the exemplar parameter K (e.g., dictionary size, several
centroids). Therefore, a moderately large K (210 ∼ 211)
was used for the 2D SR [14], [15], [18]. However, since the
patch dimension increases when expanded to 3D space in this
problem, it is more difficult to learn fine features using K for
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FIGURE 3. Example of the proposed patch span reduction method.
An original patch (highlighted among the augmented patches) can be
augmented using multiple patches by flipping or rotating. The proposed
span reduction method determines these patches to only one patch for
training or inference.

2D. In addition, a higher K can increase the computational
time or results in memory shortage problems. To maintain K,
it is necessary to learn fine features, which is achieved by
reducing the patch span. We propose a patch span reduction
method based on the transformation of the tensor orientation.
This approach limits the orientation of the patch as shown
in Fig. 3. The transformation of the patch was determined
by directly associating the tensor orientation with the patch,
thereby reducing the span of the tensor orientation.

The original span of the primary eigenvector e1 satisfies
e211 + e212 + e213 = 1, e11 ≥ 0. To reduce the span
by constraining e1, we compute the transformation 8 that
collapses the variations of e1 into e∗1:

e∗1 = 8e1 =

e∗11e∗12
e∗13

 , 8 = 8P8F (13)

where e∗11 ≥ e∗12 ≥ e∗13 ≥ 0. 8 is achieved by the
composite of the two transformations. The flip transformation
8F changes only the sign of each element of the input vector
so that it is nonnegative. The permutation matrix 8P then
sorts each element of the input vector in descending order. For
visualization, we show scatter plots of the tensor orientation
(primary eigenvector) before and after span reduction in
Fig. 4. Compared to the case of a half unit sphere with a
normalization of 1 without any transformations, as shown in
Fig. 4(a), only the positive space of the unit sphere is taken
after flipping as shown in Fig. 4(b). Figure 4(c) illustrates
the final reduced span, which shows that the patch density
increased as the orientation span decreased. Considering the
number of these orientation limitation cases, the flip and
permutation matrices reduce the orientation span by 1/4
and 1/6, respectively. As such, if 72 orientational filters are
created for each shape feature to cover a half unit sphere,
only 3 orientation filters are required for the span reduction
method.

To apply the proposed span reduction method to the overall
algorithm, the primary vector and patch transformed with 8
were used for orientation clustering, training, and evaluation
as follows:
• In orientation clustering, e∗1 was used instead of e1. The
nearest neighbor of e∗1 was also used for label selection
during the training and testing stages.

• In the training stage, we inserted the remapped patch
with 8 into P instead of the original patch.

• In the testing stage, we applied a filter to the LR patch
that was remapped using the extracted 8.

III. EXPERIMENTS
A. DATASETS
We obtained high-resolution T1-weighted MR volumes
(brain-masked) from the Human Connectome Project (HCP)
900 dataset, which is publicly accessible [46]. Of the
897 volumes (3 scans were not available), 30 were used for
training and the remaining 867 were used for evaluation. The
volume size of the dataset was 260 × 311 × 260 with an
isotropic spatial resolution of 0.7 mm.

B. IMAGE PREPROCESSING
For the original HR volume, we clipped the maximum
intensity using the upper 0.1% value for each volume to
remove voxels with high-intensity values that darken the
overall image. The data range of the volume was then
normalized from 0 to 1. To match the size of the HR image
and the interpolated LR image volume, the HR image volume
was cropped to the maximum size of a multiple of the factor
(2 to 4), and then downscaled using the tricubic kernel to
generate the LR image volume. The LR volume was then
upscaled using tricubic interpolation and the mask extracted
from the HR image was overlapped on it.

C. PARAMETERS
The total number of labels K was set to 1023(≈1024), which
is a combination of 3 (reflecting span reduction method)
and 341 centroids in the tensor orientation and shape cluster
model, respectively. We set the patch volume to 93 to
construct the tensor, and 113 for filter calculation and patch
collection. The sigma of the Gaussian kernel of W used for
tensor calculation in Eq. (7) was set to 0.85.We experimented
with the downscaling/upscaling factors of 2, 3, and 4 using
the same HR training images and test sets for quantitative
comparison of the overall recovery quality between different
SR methods. Other experiments were performed using a
factor of 2.

D. IMPLEMENTATION DETAILS
The cluster models were implemented by overriding the
scikit-learn source code [49], the centroids were initial-
ized with k-means++, and the patches were clustered
using 30 iterations. We used approximately 7.5M patches
to build the cluster model, wherein all the patches in
the voxel with centers in brain region of the HR vol-
ume were used for training. We updated the Q and
V matrices in Eqs. (4) and (5) 5 times per volume
considering the trace-off between memory capacity and
computational efficiency. The proposed model was trained
within 3 hours without GPU acceleration. The source
code is available in GitHub: https://github.com/Snailpong/
SR_Tensor.
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FIGURE 4. Scatter plots for tensor orientation (primary eigenvector) with/without the span reduction method: (a) without transformation, (b) with only
flip transformation, and (c) with both transformations. As the span (searching space) decreases, the number of filters required to learn the patch direction
decreases. Note the same patches were used for each plot.

E. COMPARISONS
We compared the performance of the proposed method to the
conventional nearest neighbor, tricubic interpolation, and the
3D extended SRCNN [23], which is a deep learning model.
For the latter, we used a typical 9-1-5 structure model wherein
only the 2D convolution operation was replaced in the 3D
operation. This was implemented using Tensorflow2 [50] by
minimizing the mean square error using the Adam optimizer
(β1 = 0.9, β2 = 0.999) for a learning rate of 3 × 10−4.
Convergence was achieved using a batch size of 16 for
each 100 K step using 30 training subjects. The input and
output size of the 3D SRCNN was 60 × 60 × 60 for
the tricubic-interpolated LR and HR patches, similar to
previously reported 3D-based studies, owing to insufficient
GPU memory [44], [45].

F. OVERALL QUALITY METRICS
To quantitatively measure the overall quality of the recovered
volumes using the SR methods, we used two standard met-
rics: peak signal-to-noise ratio (PSNR) and structural simi-
larity index measure (SSIM), which consider the reference-
based image similarity [51]. Specifically, PSNR directly
measures the voxel value difference between two images,
and SSIM evaluates image similarity in terms of luminance,
contrast, and structure. These metrics are calculated per voxel
and are averaged for the entire volume.

G. BOUNDARY QUALITY METRICS
For the evaluation of SR performance in the boundary areas,
especially around the cortex, we used surface models to
effectively represent the complicated cortical folding. The
same procedures of reconstruction based on the original
and recovered HR T1w volumes were performed using
FreeSurfer7 to generate triangular meshes (lh.pial and
lh.white) and parcellation (lh.aparc.annot) of the left gray
matter and white matter [52]. We first compared the surfaces

generated from the original and recovered HR volumes
because the cerebral cortex and gray-white matter boundaries
represented by the surface models significantly affected
surface atlas registration and gyral labeling. To facilitate
a quantitative comparison between the surface and the
originals, we calculated the mesh-to-mesh distance between
the original and recovered surfaces. We projected each vertex
of the reconstructed surface onto the nearest point of the
original surface, measured the distance for every vertex,
and averaged all the distances. Moreover, we evaluated
the recovery performance of gyral labeling by measuring
the overlap of the gyral labels (34 labels selected from
FreeSurfer’s surface parcellation) generated from the original
HR images and recovered volumes. The recovered surface
was projected onto the original HR surface using the nearest
point map to establish their one-to-one correspondences. For
each of the 34 cortical regions, we then computed the dice
coefficients (DCs) between the original and recovered labeled
regions for the 867 test sets. Student’s t-tests were then
performed to statistically compare the DCs for each small
cortical region generated from the recovered volumes using
the proposed algorithm and SRCNN, and the number of labels
with statistically significant DC differences was determined.

H. ENVIRONMENT
Training and inference of the proposed algorithm were
performed using a CPU (Intel Xeon W-2265 3.50 GHz)
with 64 GB RAM without a GPU. The NVIDIA GeForce
RTX 2080 TI GPU was also used to train the SRCNNmodel.

IV. RESULTS
A. ABLATION STUDY
1) PERFORMANCE IMPACT OF THE NUMBER OF TRAINED
SUBJECTS
We quantitatively investigated the impact on performance
depending on the number of trained subjects (T ) in the
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TABLE 1. PSNR [dB] and SSIM performances (higher values are better) of the proposed algorithm compared to the nearest neighbor, tricubic, and SRCNN
algorithms for factors of 2×, 3×, and 4×. Each result is represented with the mean and standard deviation of the PSNR and SSIM values for the 867 test
subjects.

FIGURE 5. Quantitative comparison between the PSNR [dB] and SSIM
performance vs. the number of trained subjects (T). Each result for each T
is represented using the mean of the 867 test subjects. Based on the T for
which each graph is flattened, the test result is rarely affected.

proposed algorithm by changing only the number of trained
subjects. Note that as T increases during training, the trained
subjects were added to the training dataset. Figure 5 shows
the PSNR and SSIM performance according to the number
of trained subjects. It was determined that 30 trained subjects
were sufficient to train the proposed algorithm, resulting in a
small gain in the PSNR of 0.04 dB and no gain in the SSIM
compared to the case of 20 trained subjects.

2) PATCH SPAN REDUCTION EFFECT
To show the improvements achieved using the patch span
reduction method presented in Section 2.3, the performance
of the proposed method was quantitatively compared with
and without span reduction. The original primary eigen-
vectors and patches without transformation were used for
orientation clustering and training, and the number of
centroids for each tensor orientation and shape cluster model
was set to 32 to train the proposed algorithm without using
the span reduction method. For an upscaling factor of 2, the
PSNR was 35.82± 0.86, and the SSIM was 0.9827± 0.0041.
It was observed that the span reduction method improved the
PSNR by 0.15 dB, compared to the case when the method
was not used.

B. COMPARISONS
1) THE OVERALL QUALITY OF VOLUMES
First, we evaluated the performance of the proposed algo-
rithm and the conventional algorithms in terms of the

prediction of the volume intensities. Figure 6 shows one
of the 2× test results from the original HR volume ((a)
subject id: 996782) using the tricubic (b), SRCNN (c), and
the proposed algorithm (d), where axial (top-left), coronal
(top-right), and sagittal (bottom) slices at the same location
are shown in each subfigure. It is evident that the tricubic
algorithm failed to recover the overall volume intensities,
especially around the gray-white matter boundary and the
sulcus region. However, the proposed method and SRCNN
were better at recovering the HR structural details, wherein
these regions are highlighted in red and blue dotted boxes.
Table 1 shows the quantitative PSNR and SSIM performance
of the proposed algorithm, interpolation, and SRCNN using
the 867 test subjects with 2×, 3×, and 4× upscaling
factors. It is evident that the proposed method and SRCNN
significantly outperformed the interpolation methods for
all the upscaling factors. For the factors of 2, 3, and 4,
the proposed method significantly improved the PSNR by
3.80 dB (11.81%), 2.67 dB (8.91%), and 2.27 dB (8.00%),
respectively, compared to tricubic; and the difference in
the PSNR between the proposed approach and SRCNN is
much smaller (less than 0.9%). For SSIM, the proposed
method achieved 0.0163 (1.69%), 0.0197 (2.08%), and
0.0230 (2.48%) higher values than the tricubic algorithm for
2×, 3×, and 4×, respectively. However, the SSIM difference
between the proposed algorithm and SRCNN was negligible
(less than or equal to 0.15%).

2) BOUNDARY RECOVERY
Next, we evaluated the recovery performance of the proposed
method in the cortical boundary regions by measuring the
distance from the recovered cortical surface to the original
HR-based surface. Figure 7 represents a subject’s (subject id:
849971) pial (left) and white matter (right) surface sections
that were reconstructed using tricubic (a), SRCNN (b), and
the proposed algorithm (c) with yellow border overlapped
with the original surface with a red border, showing the
sagittal (left), coronal (center), and axial (right) view of each
surface. It is evident that the tricubic algorithm failed to
recover the boundary region, significantly mismatching both
the original pial and white matter surfaces, especially for
the frontal and parietal lobes shown in the sagittal view.
By contrast, the surfaces obtained for the SRCNN and the
proposed algorithm exhibited well-recovered boundaries, but
the proposed algorithm was slightly better than SRCNN
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FIGURE 6. Visual comparison between (a) HR volume and the reconstructed volumes using (b) tricubic, (c) SRCNN, and (d) the proposed algorithm for 2×.
For each volume, we present the axial (top-left), coronal (top-right), and sagittal (bottom-left) views, and the highlighted boundary regions (red and blue
dotted boxes at the bottom-right). The PSNR and SSIM of the corresponding subject are shown at the bottom.

FIGURE 7. Visual comparison of surface reconstruction between the SR algorithms. Sagittal, coronal, and axial sections of pial (left) and white
matter (right) surfaces are shown. The section that was reconstructed using each method is represented by a yellow line. To compare the quality of the
boundary to the original surface, the original section with the red line was overlapped for each section. Regions with significant mismatch from the
original are highlighted using a blue dotted circle.

for the regions on the white surface highlighted by blue
dotted circles. Table 2 shows the quantitative mesh-to-mesh

measurement results of the proposed algorithm, SRCNN, and
tricubic interpolation for pial and white surfaces using the
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FIGURE 8. Validation of the SR algorithms for recovery of cortical parcellation using the large-scale dataset (867 subjects). White matter surfaces with
parcellation of 34 cortical regions for the left hemisphere of a subject are shown with the medial and bottom side views. The color bar below shows the
list of 34 gyral labels produced using Freesurfer. (e) Box plots of the dice coefficients (DC), which measure the overlap of labels between the truth and the
reconstructed surface for each region. The asterisks on each plot indicate a statistically significant difference between the proposed method and SRCNN.
1 to 4 asterisks are used to indicate p-value less than 0.05, 0.01, 0.001, and 0.0001, respectively.

TABLE 2. Mesh-to-mesh distance [mm] (smaller is better) between
original and reconstructed pial and white matter surfaces for each
method. Each result is represented as the mean and standard deviation
of the test subjects.

867 test subjects with an upscaling factor of 2×. The results
show that the proposed method was superior to the tricubic
and SRCNN approaches in terms of the distance on the
pial surface by 0.1269 mm (49.4%) and 0.0117 mm (8.2%),
respectively, and by 0.1528 mm (53.5%) and 0.0189 mm
(12.5%) on the white surface.

3) CORTICAL PARCELLATION RECOVERY
Finally, we compared the prediction of the cortical surface
mapping of the proposed algorithm and the conventional
algorithms. Figures 8(a) to (d) show the reconstructed
white matter surfaces with predicted cortical parcellation
for one subject (subject id: 162228) using the HR surface
(a), tricubic (b), SRCNN (c), and the proposed algorithm
with 2× upscaling factor, for the medial (top) and bottom
side (bottom). It is evident that the tricubic algorithm
failed to distinguish between complex areas, such as the
medial-orbitofrontal (L13) and the insula region (L34),
highlighted using the dashed white circle. By contrast, the
proposed algorithm and SRCNN were better at recovering
the annotation without any significant mislabeling of the
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regions. Figure. 8(e) shows the quantitative DC results of
the proposed algorithm, SRCNN, and tricubic interpolation
for the 867 test subjects in 34 regions with a factor
of 2× and a box plot for visualization. In addition, the
proposedmethod and SRCNNwere compared using unpaired
Student’s t-test for each region. The results are shown
above the box plot. Among the 34 cortical areas, 15 areas
exhibited a statistically significant difference (p-value <
0.05), and they are identified with asterisks. Among these
15 regions, the proposed algorithm achieved significantly
better results than the SRCNN algorithm in 13 regions.
This difference originated from the volume images, and our
method performedwell on the boundaries, which is important
for surface composition analysis.

V. CONCLUSION
In this paper, we developed a cost-efficient novel fully 3D
super-resolution method that targets the boundaries in MRI
data by introducing a tensor using 3D gradient information.
Cluster models were developed to create labels using the
tensor shape and the orientation features obtained from the
tensor, and filters were trained by collecting similar patches
for each label. We propose a patch span reduction method
by collapsing the variations of the tensor orientation to
learn fine patch features. Testing on MR volumes showed
that the proposed method achieved comparable recovery of
HR details compared to conventional methods, effectively
reducing the training time and the number of trained
subjects required. In addition, the results for the boundary
recovery revealed that the proposed algorithm significantly
outperformed conventional methods in the cerebral cortex.
In practical medical applications, it facilitates successive
surface-based analyses that would otherwise yield inaccurate
results with low-quality MRI data. The method considers
only the primary orientation of the patch, which accurately
recovers the boundaries, but the improvement may be small
in complex parts such as internal textures. In future work,
to solve the problem, we will focus on considering all
eigenvectors including principal eigenvector as features.
Also, we will perform experiments with other datasets and
extend this technique to different brain imaging modalities.
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