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ABSTRACT To improve the performance of the frequency lock loop (FLL) under the conditions of a
distorted power grid and unexpected noise, a new type of frequency locked loop (Al-FLL) is proposed,
in which the AL-FLL prefilter is formed by fusing two first-order low-pass filters (LPFs) with an improved
active noise cancellation (ANC) method. Firstly, the improved S function variable step size least mean
square algorithm (I-SVSLMS) is discussed and its performance is verified under different signal to noise
ratio conditions. Secondly, the function and parameter selection method of LPFs are described. Finally, the
stability of the whole system is analyzed. In addition, the denoising work is completed in the synchronous
reference frame and the output frequency of the FLL is fed back to the Park transform as the rotation
frequency, which further improves the dynamic response and steady state performance of the FLL. The
results of simulation and experiment verify the effectiveness and reliability of the proposed method.
Compared with the FLL based on second-order generalized integrator (SOGI-FLL), the Comb Filter based
on FLL (COMB-FLL), and the AL-FLL without frequency feedback (AL-NF-FLL), the AL-FLL has the
advantages of small computation, fast response speed, and small steady-state errors, etc., and it is fully
competent to work under the conditions of power grid distortion and unexpected noise.

INDEX TERMS Frequency-locked loop, grid synchronization, active noise cancellation, low pass filter.

I. INTRODUCTION
Signal synchronization is a key factor in the control of power
electronic devices, so the accurate detection of voltage signal
frequency and phase in the grid synchronization is essen-
tial [1], such as the three-phase grid inverter [2], shunt active
power filter [3], and island detection [4], etc. Phase locked
loop (PLL) and frequency locked loop (FLL) have become
the most common methods for grid synchronization due to
their simplicity and reliability [5].

The conventional FLL/PLL can determine the signal fre-
quency and phase accurately and quickly under normal condi-
tions. However, when power grid distortion occurs, especially
harmonic pollution and three-phase imbalance, the negative
sequence component will increase the frequency and phase
error of FLL/PLL, making it unable to meet the require-
ments of grid connection. Thus, many improved PLLs [6]–[8]
and FLLs [9]–[13] have been proposed. The most common
implementation of PLL is in the synchronous reference frame
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(SRF), such as SRF-PLL with additional low-pass filter
(LSRF-PLL) [6], the PLL with the moving average filter
(MAF-PLL) [7] and the cascaded delayed signal cancellation
(CDSC-PLL) [8]. These modified PLLs are based on the
traditional PLLwith a prefilter. The essence of these prefilters
is to play the role of low-pass filtering, but the dynamic
response of the PLL is slowed down by the introduction of
time delay, and the phase angle estimation is also a challenge.
While FLL locks the frequency of the power grid instead of
the phase angle, FLL is a good way to solve the problem
of fast dynamic response. Of course, the main difference
between FLL and PLL is the working framework [9].

Generally, FLLs are implemented in the static coordinate
system. The function of the prefilter in FLLs is to purify the
input signal, which is the same as for the PLLs. In recent
years, the research progress of FLL has mainly focused on
the design of the prefilter. The most common basic unit of the
prefilter is the second-order generalized integrator (SOGI).
The FLL based on SOGI (SOGI-FLL) is a nonlinear feedback
system, which makes the analysis of SOGI-FLL complicated.
Therefore, S. Golestan et al. deduced the linear time-periodic
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model of extended SOGI-FLL, which could accurately pre-
dict the dynamic response and robustness of SOGI-FLL, opti-
mize its performance under weak grid conditions, and provide
convenience for further parameter optimization [10], [14].
However, the prediction accuracy is low when the grid is
abnormally large, and the result becomes unacceptable.

Based on SOGI, a dual second-order generalized integrator
based FLL (DSOGI-FLL) is proposed [11], [15]. The biggest
characteristic of DSOGI-FLL is to extract the positive and
negative sequence components of the voltage by using the
orthogonal signal generated by SOGI. It can also detect the
polarity of the voltage under the conditions of harmonics
and three-phase imbalance, but the result is still not ideal.
To further enhance the filtering ability and improve the
accuracy of the SOGI-FLL under harmonically-distorted grid
conditions, a solution is to form a decoupling network of
multiple SOGIs, which is namedMSOGI-FLL. MSOGI-FLL
can completely filter out the influence of harmonics, but it
will bring the problem of a large amount of computation
for the unknown harmonic mode, and it is difficult for each
SOGI to select parameters when the tuning frequency is very
close [12], [16]. In order to comprehensively improve the har-
monic suppression capability of SOGI-FLL under distorted
grid conditions, a Comb Filter based FLL (COMB-FLL) is
proposed [13], and it can completely eliminate harmonics
and DC offset problems under adverse grid conditions. How-
ever, this advantage comes at the expense of high memory
requirements at high sampling frequencies. The COMB-FLL
is implemented by subtracting the delayed signal from the
input signal, which inevitably leads to a slow response [13].
In [17], a Comb Filter based on MSOGIs is proposed to
quickly and selectively eliminate harmonics while ensuring
steady state accuracy, and it removes the complex harmonic
decoupling network and reduces the amount of calculation
compared with MSOGI-FLL. However, the performance of
these SOGI-based FLLs degrades in the presence of noise [1].

Due to the extensive use of nonlinear loads, it is
inevitable to increase the harmonics and noise in the power
grid [18], [19], such as Radio Frequency Interference, Power
Supply Noise, and other electromagnetic interference [20],
which will affect the locking frequency ability of the FLL.
Active noise cancellation (ANC) is initially used to remove
low frequency noise in the field of acoustics and has made
remarkable achievements. For example, noise reduction ear-
phones [21], asphalt pavement noise reduction [22], magnetic
resonance imaging [23], etc. It is an effective method to
counteract the original noise by coming into being with the
secondary noise artificially. The basic theory of ANC has
been elaborated in [24], and ANC is also widely used in the
power field because of its strong adaptability and robustness.
Chilipi et al. [25] propose an algorithm for basic frequency
synchronization using single-phase PLL from ANC. It is also
suitable for a grid-connected converter used in distributed
generation. This algorithm has adaptive performance under
grid frequency fluctuation and voltage distortion. A newANC
harmonic detection method for photovoltaic grid-connected

systems was applied in [26]. The results show that the con-
vergence speed of the method is fast and the steady error is
small, and the power quality is improved effectively.

To address the issues mentioned above, this paper cre-
atively introduces the ANC, and proposes an enhanced
three-phase FLL based on the improvedANC fusion low-pass
filters (AL-FLL). Firstly, the ANC algorithm is improved by
adding an LPF2 after e(n) and replacing the original error
signal with a |e1(n)||e1(n-1)|. Secondly, the function and
parameter design of two first-order low-pass filters (LPFs) are
explained. In addition, the improved ANC and two first-order
LPFs are fused into a prefilter, which is named AL, and
the prefiltering technique is implemented in SRF. Using the
output frequency feedback loop of FLL, the rotation fre-
quency of the d-q reference frame is regulated in such a way.
Furthermore, the principle of AL is elaborated in detail, and
the stability of the whole system is analyzed. Finally, the
effectiveness of the AL-FLL is further verified by compar-
ative simulation experiments.

II. MODELING ANALYSIS
The structure of AL-FLL is illustrated in Fig. 1. This scheme
fuses the improved ANC with the improved S function vari-
able step size least mean square algorithm (I-SVSLMS) and
two first-order LPFs into a prefilter instead of simply cascad-
ing structure, and the frequency estimation loop is also shown
in Fig. 1 for a clear illustration of the implementations.

FIGURE 1. Block diagram of AL-FLL.

In Fig. 1, vabc is the input signal with harmonics and
noise, and vd and vq are the voltage components of the d-axis
and q-axis after the input signal passes through the SRF,
respectively. ω corresponds to the output frequency of the
FLL. In AL, d(n) is the d-axis input signal. x(n) is the input
signal of the adaptive filter, which is the output of LPF1
with the input signal vd . ω(n) and y(n) are the adaptive filter
weight vector and the output signal after noise reduction,
respectively. e(n) is the difference between d(n) and y(n), and
e1(n) is the output signal of LPF2. In FLL, q is the 90◦ phase
lag factor, qv′ signal phase lag v′ signal 90◦, vα and vβ mean
that signal is converted to α axis and β axis, and eα and
eβmean frequency error signal on α axis and β axis. Then,
the detailed introduction of each part is shown as follows.
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A. IMPROVED ACTIVE NOISE CANCELLATION ALGORITHM
The essence of ANC is Wiener filter, whose iteration result
is similar to Wiener filter. The difference between ANC
and Wiener filter is that ANC can automatically adjust the
parameters according to the signal until the result reaches
the optimal, while Wiener filter is based on the statisti-
cal parameters. The traditional Wiener filter is a method
to filter noise signals by taking advantage of the correla-
tion characteristics between stationary processes and spectral
characteristics [27]. But in practical application, the previous
information about the statistical characteristics of signal and
noise can not be obtained in advance, and the calculation
amount for estimating the statistical characteristics is rela-
tively massive. In this case, the traditional Wiener filter can
not meet the expected requirements, but the ANC has excel-
lent noise reduction performance. For the sake of making
ANC more suitable for application in the power field, the
algorithm of ANC is modified in this paper.

The improved ANC is composed of a digital filter and
an adaptive algorithm. Firstly, it uses an adaptive filter to
generate a second signal, which has the same amplitude and
opposite phase as the noise in the original signal. Then, using
the superposition principle of waves, the output signal of the
adaptive filter is superposed with the original input signal to
obtain the error signal e(n). Finally, the internal coefficients
of the adaptive filter are updated in real time according to the
size of the error signal to eliminate the noise. It can be found
that if the coefficients of the adjustment filter are not updated
in real time, it is just an ordinary filter.

Adaptive algorithms play a crucial role in the performance
of the ANC. At present, several kinds of step size algorithms
have emerged, like leastmean square algorithm (LMS), recur-
sive least square algorithm (RLS), normalization least mean
square algorithm (NLMS), normalization variable step size
least mean square algorithm (NVSS), S function variable
step size least mean square algorithm (SVSLMS) [28], etc.
The LMS algorithm has become one of the most widely
used algorithms thanks to its simplicity and small amount
of computation. The improved kind of LMS algorithm has
been widely employed in power systems. The RLS algorithm
has quick convergence speed, and its effect is clearly better
than the LMS algorithm, but the computational complexity
of the RLS algorithm is larger. NLMS is a variable step LMS
algorithm, which uses the Euclidean square norm of the input
vector to normalize it [29]. The expression of variable step
size µ(n) is:

µ(n) =
µ0

ε+ ‖ x(n) ‖2
(1)

In (1),µ0 is a constant that is greater than zero, but less than
one. ε is a small constant, and is set to prevent (1) from having
a denominator of zero when the input signal is zero. The time-
varying step solves the contradiction between steady-state
error and convergence rate. When the input signal changes
abruptly, the step size should be increased to eliminate the
disturbance as quickly as possible. But the NLMS algorithm’s

Euclidean square will grow larger, so that the step size factor
can not converge quickly. It indicates that the algorithm has a
poor ability to suppress mutation. So as to avoid the difficulty
in calculating the step size factor caused by the small value
of the input signal, an NVSS algorithm is proposed based on
NLMS, which replaces the Euclidean norm of the original
input signal with the Euclidean norm of the error square. The
expression of variable step size µ(n) is:

µ(n) =
µ0

1+ µ0 ‖ e(n) ‖2
(2)

With the continuous improvement of LMS algorithm,
another variable step size algorithm SVSLMS is proposed
in [29]. Step size factor µ(n) is a sigmoid function with error
e(n) as parameter, the expression of variable step size µ(n) is:

µ(n) = β{
1

1+ exp(−α|e(n)|)
− 0.5} (3)

When the error is massive within the initial stage, the step
size factor increases with the error. However, when the error
e(n) is close to zero, the step size factor does not have the
characteristic of slow change. To make up for this deficiency,
not only is an LPF2 added after e(n), as shown in Fig. 1, but
also a new I-SVSLMS is proposed in this paper. The expres-
sion of variable step size µ(n) of the ANC with I-SVSLMS
algorithm is:

µ(n) = β{1− exp[−
1

2α2
(|e1(n)||e1(n− 1)|)]} (4)

In (4), when the error signal |e1(n)||e1(n − 1)| is near to
zero, the step size factor changes slowly. µ(n) is the step
size factor which is related to steady-state error and conver-
gence rate. α is the constant that controls the shape of the
function, and β is the constant that controls the range of step
coefficients. These two constants which are determined by
empirical values of the SVSLMS algorithm. Fig. 2 shows the
nonlinear relationship between e1(n) and µ(n) in I-SVSLMS.

FIGURE 2. The proposed nonlinear relationship between e1(n) and µ(n).

To demonstrate the superiority of the I-SVSLMS algo-
rithm, we compared it to the NLMS algorithm, the NVSS
algorithm, and the traditional SVSLMS algorithm at different
signal to noise ratio (SNR) conditions. The NLMS algorithm
and NVSS algorithm adopt fixed step size. The choice of
fixed step size is based on the correlation matrix of the
input signal and the convergence calculation of optimal value
(µ = 0.003) [30]. The I-SVSLMS algorithm and traditional
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SVSLMS algorithm adopt optimal parameter values (β =
0.015, α = 150). These parameters are explained in detail in
the next section. The order of the adaptive filter is set to 2 and
the number of samples is 2000. The reference input signal is a
sine wave with an amplitude of 1V and a frequency of 50 Hz.
For a clear comparison, Gaussian white noise with SNR of
−3dB and −5dB are added on the basis of the reference
input signal, respectively. The two signals are mixed as input
signals. Different algorithms are used for adaptive filtering of
input signals.

The results are shown in Fig. 3(a) and Fig. 3(b), respec-
tively. In Fig. 3, the performance of the algorithm is judged
by observing the attenuation rate of the residual noise power,
and the simulation results show that the I-SVSLMS algorithm
has obvious advantages in convergence speed under differ-
ent SNR conditions, and the residual noise power (RNP) of
I-SVSLMS is minimum. As a result, the improved ANC has
excellent noise reduction performance, making it more suit-
able for use in conditions of voltage distortion and unexpected
noise.

FIGURE 3. Residual noise power of different algorithms.

B. DESIGN FIRST-ORDER LOW PASS FILTER
As shown in Fig. 1, the AL contains two first-order LPFs,
which have different functions. The functions and design
methods of the two first-order LPFs are described in detail
below.

In general, the ANC has an advantage in dealing with low
frequency noise, and LPF1 is used to filter the high order
harmonic and high frequency noise in the SRF to guarantee
that the input signal of the improved ANC is a low frequency
signal. If the LPF1 does not exist, the improved ANC will
not work properly and this would cause the FLL to be unable
to lock the frequency accurately under grid distortion and
unexpected noise conditions.

On account of the output frequency of FLL changing
greatly in the transient process, the negative sequence compo-
nents and harmonics in the power grid will cause the problem
of high amplitude oscillation of the error signal e(n) under
the adverse conditions of the power grid. This problem will
increase the adjustment time, and it will not even converge.
This problem can be easily solved by using LPF2. However,
the LPF2 requires a very low cut-off frequency to achieve
satisfactory accuracy, which slows down the response speed.
Since the LPF1 can filter out some unfavored signals, the
cutoff frequency of the LPF2 can be increased to improve
the response speed. The important role of LPF2 is to purify
and reduce the error signal, so as to reduce the number of
iterations of the adaptive filter and speed up the response
speed.

In order to facilitate the analysis of the LPF1 input signal
characteristics, the three-phase input voltages are assumed
to be unbalanced and harmonically distorted, as expressed
in (5), where Vn+(V−n ) and θn+(θ−n ) are the amplitude and
the phase angle of the nth harmonic component of the positive
(negative) sequence of the input voltages, respectively.

va(t) =
+∞∑
n=1

[V+n cos(nωt + θ+n )+ V−n cos(nωt + θ−n )]

vb(t) =
+∞∑
n=1

[V+n cos(nωt + θ+n −
2π
3
)

+V−n cos(nωt + θ−n +
2π
3
)]

vc(t) =
+∞∑
n=1

[V+n cos(nωt + θ+n +
2π
3
)

+V−n cos(nωt + θ−n −
2π
3
)] (5)

The Park transformation is applied to the three-phase input
voltages of (5). The result is:

[
vd (t)
vq(t)

]
= Tdq

 va(t)vb(t)
vc(t)

 = [ v+d (t)v+q (t)

]
+

[
v−d (t)
v−q (t)

]
(6)

where

Tdq =
2
3

[
cos(ω̂t + θ+1 ) sin(ω̂t + θ+1 )
− sin(ω̂t + θ+1 ) cos(ω̂t + θ+1 )

]

×

 1 −
1
2

−
1
2

0 −

√
3
2

−

√
3
2

 (7)

[
v+d (t)
v+q (t)

]
=


+∞∑
n=1

V+n cos[(nω̂ − ω)t + θ+n − θ
+

1 ]

+∞∑
n=1

V+n sin[(nω̂ − ω)t + θ+n − θ
+

1 ]

 (8)
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[
v−d (t)
v−q (t)

]
=


+∞∑
n=1

V−n cos[(nω̂ + ω)t + θ+n + θ
+

1 ]

−

+∞∑
n=1

V−n sin[(nω̂ + ω)t + θ+n + θ
+

1 ]


(9)

Under a quasi-locked condition (i.e., ω̂ = ω), (6) can be
rewritten as:[

vd (t)
vq(t)

]
=

[
v+d (t)
v+q (t)

]
+

[
v−d (t)
v−q (t)

]
∼=

[
vd
vq

]
+

[
ṽd (t)
ṽq(t)

]
(10)

In the SRF, the positive sequence component of the fun-
damental wave will be transformed to the DC component,
and the negative sequence component of the fundamental
frequency will be converted to 2nd harmonic components [9].
In general, if the d-q matrix is positively ordered, the positive
component will decrease frequency, and the negative compo-
nent will increase frequency. Therefore, after SRF, the main
harmonics in the power grid appear as even harmonics of
multiples of 6 (6th, 12th, etc.) [9].
It can be seen from (8) to (10) that the input signal of

the LPF1 has both a DC component and an AC component.
Consequently, it is particularly important to select the filter
parameters to filter the AC component and retain the DC
component to the greatest extent. In [31], the cascade non-
adaptive notch filter is used as a prefilter and it is shown
that the cascade non-adaptive notch filter’s dynamics can be
replaced by a simple first-order low pass filter (LPF). Three
notch filters with notch frequencies at 2π (100), 2π (300), 2π
(600) rad/s and quality factor Qh is 0.5 [31]. Based on this,
the LPF1 parameters selected in this paper are the simplified
first-order LPF of three notch filters, and the transfer function
of the LPF1 is:

G(s) =
209

s+ 209
(11)

Due to the ability of LPF1to filter out some harmonic
components, the cut-off frequency of LPF2 can be increased

FIGURE 4. Bode diagram of first order low pass filter.

to improve response speed. For the convenience of design, the
cut-off frequency of the two first-order LPFs is designed to
be the same. In this way, the LPF2 has a high response speed
while ensuring accuracy. Fig. 4 shows the Bode diagram of
the transfer function of the LPFs. As can be seen in Fig. 4,
there is sufficient bandwidth in the low frequency range to
ensure that the gain of the DC component is 1.

C. FREQUENCY LOCKED LOOP WITH IMPROVED ACTIVE
NOISE CANCELLATION FUSED LOW PASS FILTER
Traditional pre-filtering techniques focus on improving FLL
performance under power grid imbalance and harmonic dis-
tortion conditions, but there has been less research on FLL
in the presence of unexpected noise. The noise reduction
advantages of the improvedANC and the role of the two LPFs
have been described in detail in the previous sector. In this
section, the improved ANC and the designed two first-order
LPFs are fused into a novel prefilter as shown in Fig. 1.

According to the input signal of LPF1 analysis, the fun-
damental component can be extracted by a first-order LPF
in a lightly distorted condition. However, the LPF must use
a very low cut-off frequency to achieve the ideal filtering
effect in the case of severe power grid distortion. The fusion
structure between the improved ANC and LPFs was used
for noise reduction to avoid degradation of FLL’s dynamic
response. Taking the d axis as an example, the working
principle of AL can be illustrated as follows: The input signal
vd is filtered through the LPF1, which aims to filter out high
order harmonic and high frequency noise, and ensure that
the input signal of improved ANC is a low frequency signal.
The improved ANC automatically adjusts the step size factor
according to the size of the error signal so as to process
low-frequency noise. In the processing process, the LPF2
plays an important role in purifying and reducing the error
signal, reducing the number of iterations, and accelerating
the convergence speed of the adaptive filter. The improved
ANC works with two first-order LPFs to ultimately eliminate
external interference.

Park transform has the advantage of decomposing the pos-
itive and negative sequence components of the fundamental
frequency voltage, and LPF does not introduce any phase
shift in the positive sequence voltage. The denoising work
of this structure is completed in the SRF, and the estimation
frequency of FLL is realized in the static coordinate system.
In order to simplify the coordinate system, the output only
takes the voltage components of the d-axis and q-axis. The
frequency of the SRF is regulated by the output frequency of
the FLL. It can be seen from (7) that the rotation frequency
is a time-varying value. In general, we use the fundamental
frequency of the grid as the rotation frequency. However, the
frequency of the input signal is not always fixed or close to
the standard value in practical applications, especially in the
case of microgrids and weak grids, and the variation of the
grid frequency under adverse grid conditions is more likely
to be unknown. If the original fundamental frequency is used
as the rotation frequency under the unfavorable conditions of
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the power grid, the adjusting time of the output frequency
signal of the FLL will be increased. This is a good solution
by feeding the output frequency of the FLL back to the SRF.
Not only does the FLL improve the dynamic response, but
also the accuracy of the frequency tracking of the FLL is
enhanced. The comparison with or without frequency feed-
back is described later in the experimental section.

A diagram of FLL can be found in Fig. 1. The improved
ANC with two LPFs has been merged into the DSOGI-FLL.
The working principle of DSOGI-FLL has been expounded
in detail in [11] and [12]. DSOGI-FLL provides the funda-
mental component and its orthogonal component of the input
voltage. The positive and negative sequence components of
the grid voltage that are independent of each other can be
obtained by the normalization of the FLL gain. The estimated
grid frequency can be obtained by adjusting the product of ef
and FLL gain normalization through the integral controller.
According to the gain normalization of FLL, the DSOGI-FLL
system can be simplified into a first-order linearized fre-
quency adaptive system, and the transfer function is:

ω2

ω1
=

0

s+ 0
(12)

where ω1 is the frequency of the input signal, ω2 is the
resonant frequency of SOGI, 0 is the loop gain, and the
estimated adjustment time is ts [11]. The estimated value of
adjustment time is:

ts ≈
4.6
0

(13)

To verify the harmonic suppression ability of AL. Fig. 5
shows the output voltage waveform of AL when the grid
voltage with a frequency of 50Hz and a voltage amplitude
of 311V is subjected to 30% zero-sequence 3rd harmonics,
10% negative sequence 5th harmonics, 10% positive sequence
7th harmonics and 5% negative sequence 11th harmonics,
respectively. To better see the effect of AL on each harmonic,
the harmonic voltages are added in turn. Fig. 5(a) is the
three-phase voltage input signal with harmonics and noise,
and Fig. 5(b) is the three-phase output voltage waveform after
the denoising of AL. In Fig. 5(b), the output voltage quickly
reaches the fundamental frequency amplitude in the case of
harmonic injection, indicating that the dynamic response of
the AL is very fast. By comparing the voltage waveform in
Fig. 5(a) and Fig. 5(b), it can be seen that the voltage signal
after AL denoising has no attenuation in amplitude and no
change in frequency when it reaches a steady state, indicating
that AL has a strong ability to suppress various harmonics.
The total harmonic content of FFT output voltage is shown
in Fig. 5(c), and the total harmonic content is only 0.24%.
Obviously, the AL performs well in terms of noise reduction.

It is important to clarify that the fusion of the improved
ANC and first-order LPFs technology is to enhance the noise
reduction performance of FLL under the condition of grid
distortion. In addition, the AL-FLL structure proposed in this
paper is a FLL suitable for three-phase systems, which is
more universal than single-phase.

FIGURE 5. The performance of AL under harmonically distorted gird
condition.

III. STABILITY ANALYSIS AND PARAMETER SELECTION
The AL-FLL proposed in this paper should not only ensure
the simplicity of calculation, but also consider stability. Due
to the non-linearity of the adaptive filter, it cannot be proved
by traditional methods. In this section, the stability analysis
is illustrated in two parts, and one is the AL and the other is
the FLL.

According to Fig. 1 in Section II, we can get the following
expression.

x(n) = d(n) ∗ h1(n) (14)

e1(n) = e(n) ∗ h2(n) (15)

where ∗ represents convolution, and d(n) is the d-axis input
signal.

The expression of y(n) is:

y(n) = w(n)xT (n) (16)

The expression of e(n) is:

e(n) = d(n)− y(n) (17)

In order to facilitate stability analysis, this paper simplifies
the first-order low-pass filter to a pure delay link [32]. The
expression in the Z domain is:

H1(z) = z−k1 (18)

H2(z) = z−k2 (19)
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where k1 and k2 are time delays. e1(n) is the output signal
after the error signal has been passed through the h2(n). The
expression of e1(n) is:

e1(n) = [d(n)− xT (n)w(n)] ∗ h2(n)

= d(n− k2)− xT (n− k2)w(n− k2) (20)

In order to find the best weight vector of filter, a criterion is
set first. The most commonly used criterion is the minimum
mean square error criterion [32], because the advantage of
this principle is that it is simple in theoretical analysis. The
objective function obtained by the steepest descent method
is:

H (n) = E[e21(n)]

= E[d2(n− k2)]− 2PTw(n− k2)

+wT (n− k2)Rw(n− k2) (21)

where P=E[d(n-k2)x(n-k2)], R=E[x(n-k2)xT(n-k2)].
For stationary input signals,H(n) is a quadratic function of

the weight vector. Because R is a positive definite symmetry,
it shows that there is a unique minimum value of H(n).
According to the recursive rule, the weight vector at the next
moment is equal to the current weight vector minus a change
proportional to the weight vector gradient. The expression of
w(n) is:

w(n+ 1) = w(n)− µ∇(n) (22)

where the gradient ∇(n) is:

∇(n) =
∂H (n)
∂w(n)

= −2p+ 2RW (23)

Let ∂H (n)
∂w(n) = 0, then the expression of the optimal weight

loss is:

w0 = R−1P (24)

∇(n) = −2(P− Rw(n− k2)) (25)

Combined with the above formulas (21), (23) and (24),
then the iterative formula of weight loss is:

w(n+ 1) = w(n)− 2µR[w(n− k2)− w0] (26)

Because R is the autocorrelation matrix of the input signal
of the filter, and it is a symmetric positive definite quadratic
matrix, it can be transformed into the standard form by
orthogonal transformation, and the expression of R is:

R = QT3Q (27)

where Q is orthogonal matrix, 3 is the diagonal matrix of
eigenvalues of R autocorrelation matrix.

Let V (n) = w(n)-w0. After the Q matrix linearly trans-
forms V (n). Then (25) can be rewritten as:

V (n+ 1) = V (n)− 2µRV (n− k2) (28)

If both sides of the above formula are multiplied by Q−1,
the expression is:

V ′(n+ 1) = V ′(n)− 2µ3V (n− k2) (29)

Transform (29) into scalar form, then the expression of the
i component is:

v′i(n+ 1) = v′i(n)− 2µλiv′i(n− k2) (30)

Z transformation is carried out on both sides of (30), and
the expression after consolidation is:

v′i(z) =
zk2+1v′i(0)

zk2+1 − zk2 + 2µλi
(31)

If the system is to be stable, the poles of v′i(z) should be in
the unit circle of Z plane, and that is:

f (z) = zk2+1 − zk2 + 2µλi (32)

Using the root locus method to analyze the change of the
roots for f (z), it can be found that the necessary and sufficient
condition for the system to remain stable is [33].

0 < µ <
1
λmax

sin
π

2(2k2 + 1)
(33)

where λmax is the maximum eigenvalue of the input signal
autocorrelation matrix [29].

From (33), we can see that the step factor is related to the
eigenvalue and the size of the delay. In order to ensure the
convergence of the I-SVSLMS algorithm, the range of step
size factor should be determined. As we all know, the step
factor of the Leastmean square algorithm is 0 < µ < 1/λmax .
In (4), the step size factor is also limited by the error signal.
Since the absolute value of ranges from 0 to infinity, the
exponential range of exp is 0 to 1, and the value range of step
size factor can be obtained as shown in (34).

0 < µ < β sin
π

2(2k2 + 1)
(34)

The time delay is related to the cut-off frequency of the
LPF. The transfer function of LPF2 can be regarded as a
first order damp elements and its time constant is approx-
imately k2. k2is approximately 0.00478 according to (11).
After substituting this value into (34), the step size factor of
the I-SVSLMS algorithm is 0 < µ < β (i.e., β = 0.015).
The β parameter is explained later. The step size factor in
this range can ensure the stability of AL.

In Section II, it has been shown that DSOGI-FLL can be
simplified into a first-order linear frequency adaptive system,
whose transfer function is (12), and whose stability time can
be approximated by (12). In this paper, k is set as

√
2 and 0

is set as 150 to achieve a stable time of 30ms [2]. From (12),
the characteristic equation of DSOGI-FLL can be deduced.
i.e., (35).

D(s) = s+ 20 (35)

Obviously, the coefficients of the characteristic equation of
DSOGI-FLL are all positive. The FLL is stable as indicated
by the Hurwitz criterion.

The AL-FLL structure is the product of linear and nonlin-
ear combinations. As long as the value range of the step size
factor is guaranteed, the improved ANC is stable. Since the
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transformation matrix is bounded when the output frequency
changes, from the external characteristics of AL, a finite input
signal has a finite output. From the above analysis, it can be
seen that both AL and DSOGI-FLL are stable. In addition,
due to the cascade structure relationship between the prefilter
and the FLL, the prefilter and the FLL depend on a bounded
frequency interaction, so the whole system is stable.

FIGURE 6. The effect of different β on the performance of adaptive
filtering.

FIGURE 7. The effect of different α on the performance of adaptive
filtering.

Since the stability of AL-FLL is related to the size of β, this
paper uses genetic algorithm to optimize it. Genetic algorithm
has the ability to identify the optimal value. Residual noise
power is improved as a fitness function. The β experience
values range from 0.001 to 0.1. Elite count was set as 2 and
cross over fraction 0.8 [34]. The scale and shrink parameters
which decide the standard deviation of the Gaussian distri-
bution used in the Gaussian mutation function was set as 1.
In Fig. 6, the best value of β is taken to be 0.02 and this β
guarantees faster convergence under large error conditions
and the lowest residual noise power into the steady state.
Fig. 7 shows the effect of different α values on the adjustment
time and steady-state effect of adaptive filtering. The results
of 30 independent simulations were statistically averaged.
After several analyses and comparisons of residual noise
reduction rates and residual noise content, β = 0.015 and
α = 150 are finally selected.

IV. EXPERIMENTAL RESULT
In order to verify the theoretical analysis above and the cor-
rectness of the proposed method, an experimental platform
was set up. A Programmable AC Power (TPA-200) supply
is used in this experiment, and the DC-link voltage is pro-
vided by the DC power supply NHWY500-3. The AL-FLL is

FIGURE 8. Experimental platform.

realized by the TMS320F28335 digital signal processor R&D
board. The experimental platform is shown in Fig. 8. In this
section, the experimental and analysis results of the AL-FLL
are given in detail.

In this experiment, the setting voltage is 50 Hz, and the
sampling frequency is fixed at 10 kHz. The structure AL-FLL
proposed in this paper is compared with the AL-FLL without
frequency ω feedback (AL-NF-FLL), standard SOGI-FLL
and COMB-FLL, respectively. Seven test conditions (Voltage
sag, Voltage swell, harmonically-distorted grid conditions,
Phase angle jump with harmonics injection, Phase angle
jump under distorted grid conditions, frequency step with
harmonics injection, and frequency step under distorted grid
conditions) were designed to analyze the dynamic response
and steady-state performance of AL-FLL.

SOGI-FLL is one of the comparisons to the FLLs due to
its fast response speed. The COMB-FLL is designed on the
basis of SOGI-FLL, which enhances the anti-jamming ability,
so as to compare its anti-jamming ability with AL-FLL. Con-
sidering that the fundamental frequency in the grid is time-
varying, the AL-FLL is also compared with the AL-NF-FLL.
In order tomore accurately and intuitively evaluate the perfor-
mance of AL-FLL, we compared AL-FLL with SOGI-FLL,
COMB-FLL and AL-NF-FLL under the same experimental
conditions. For SOGI-FLL, filter gain k is

√
2 and 0 =

150 [12], [13]. For COMB-FLL, k = 4/π and 0 = 160 [13].
The parameter selection of AL-FLL and AL-NF-FLL is the
same as that of SOGI-FLL.

The experimental result of the AL-FLL during voltage dis-
turbance is compared with that of SOGI-FLL, COMB-FLL
and AL-NF-FLL in Fig. 9. In the experiment, the grid volt-
age first dropped to 70% of the nominal voltage, and then
rose to 130% of the nominal voltage. These two situations
correspond to the experimental conditions of voltage sag and
voltage swell, respectively. In the case of voltage sag, the
experiment results can be observed that the SOGI-FLL and
COMB-FLL have 1% settling time (i.e., the time after which
the frequency error reaches and remains within 0.5 Hz of its
final value) of around 0.85 cycle and 0.625 cycle with a peak
frequency deviation of 0.77 Hz and 0.72Hz, respectively.
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FIGURE 9. Comparison results between different FLLs under voltage sag
and Voltage swell.

Meanwhile, when the voltage swells, the 1% settling time
of the SOGI-FLL and COMB-FLL is about 1.55 cycles, and
the peak frequency deviation is 1.4 Hz and 0.5 Hz respec-
tively. However, the peak frequency deviation of the proposed
AL-FLL and AL-NF-FLL is less than 0.1 Hz. It can be seen
that the introduction of ANC enhances the robustness of the
FLL against voltage interference. Because the AL-FLL has
output frequency feedback, its peak overshoot is less than
that of the AL-NF-FLL, and its frequency estimation is more
accurate.

The noise reduction performance of AL has been proved in
the previous section. This experiment aims to prove the supe-
riority of AL-FLL under harmonic conditions. Fig. 10 shows
the result of AL-FLL and other FLLs under the harmonic
injection. The grid voltage parameters in this experiment
are V1 = 1 (p.u.), V−1 = 0.1 (p.u.), V 0

3 = 0.3 (p.u.),
V−5 = V+7 = 0.1 (p.u.) and V−11 = 0.05 (p.u.). From the
experimental results, AL-FLL and AL-NF-FLL can quickly
eliminate the influence of harmonics. The peak overshoot
was 0.1Hz, and the response time was 0.5 cycles. While the
response time of the COMB-FLL is about 0.9 cycles, and
the peak frequency deviation is 0.2 Hz. The frequency error

FIGURE 10. Comparison results between different FLLs under
harmonically-distorted gird condition.

at nearly 2Hz on the SOGI-FLL has become unacceptable.
Thanks to the AL prefilter has a good ability to suppress har-
monics, the frequency overshoot of AL-FLL andAL-NF-FLL
can be ensured to be small overshoot and short adjustment
time. In addition, because AL-FLL has frequency feedback,
there is no frequency deviation during Park transformation,
and the fundamental wave component can be completely con-
verted into DC, so AL-FLL has a better harmonic suppression
ability than AL-NF-FLL.

FIGURE 11. Comparison results between different FLLs under 40◦ phase
angle jump with harmonics.

To verify the working ability of AL-FLL under the condi-
tion of three-phase unbalance, two sets of experiments were
set for phase angle jump of 40◦ and frequency step change
of 5Hz in the Zero order third harmonic and negative order
fifth harmonic injection environment (V1 = 1 (p.u.), V 0

3 =

0.3 (p.u.), V−5 = 0.1 (p.u.)), respectively. Fig. 11 shows
the response results of AL-FLL and other FLLs under a
phase angle jump of 40◦. It can be seen that the AL-FLL
has a 1% settling time of around 1.6 cycles, compared to
1.7 cycles of AL-NF-FLL, 2 cycles of COMB-FLL and
2.35 cycles of SOGI-FLL. The peak frequency is measured
at 5.2Hz, 5.6Hz, 6.3Hz and 6.82Hz respectively. Moreover,
with the increase in the superposition of harmonic types,
the peak overshoot and adjustment time of FLL have been
also increased. In Fig. 12, the result of the AL-FLL during
a step change in frequency (5Hz) is compared to that of
the SOGI-FLL, COMB-FLL, and AL-NF-FLL. It can be
observed that the COMB-FLL and AL-NF-FLL have 1%
settling time of about 2.1 cycles and 1.9 cycles with a peak
frequency deviation of 0.42 Hz and 0.39 Hz, respectively.
Although SOGI-FLL has good dynamic characteristics, the
output frequency fluctuates nearly 2.5Hz under the frequency
step change condition. The frequency errors cannot meet the
requirements of the grid connection. However, the AL-FLL
has only a 1% settling time of around 1.4 cycles without
peak overshoot. Compared with other FLLs, the adjustment
time and overshoot of AL-FLL are perfect. The steady-
state error is also minimal when the steady-state is reached.
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FIGURE 12. Comparison results between different FLLs under 5Hz
frequency step with harmonics.

Obviously, AL-FLL has strong anti-jamming ability, which
ensures rapidity and the best accuracy.

To sum up, the steady state error and dynamic response of
AL-FLL were studied by designing experiments under seven
working conditions. For intuitive comparison, the response
time obtained with SOGI-FLL, COMB-FLL, AL-NF-FLL
and AL-FLL under different test conditions are summa-
rized in Table 1. The experimental results show that the
AL-FLL has strong anti-interference ability, smaller steady-
state errors, faster dynamic response speed and more accurate
frequency locking ability compared with the above three
kinds of FLLs. In order to facilitate the comparison of the
computational complexity of FLLs, Table 2 gives a detailed
description by numerical operation.

The purpose of this paper is to propose a new structure of
AL-FLL to solve the problem of SOGI-based FLLs descend-
ing in the case of noise. Due to the unique anti-jamming
design of AL, the adjustment time can be effectively reduced,
so that the frequency can be locked more quickly. AL-FLL
takes advantage of the noise reduction capability of AL to
improve the performance of FLL under the conditions of grid
distortion and noise, which is relatively easy to implement
in hardware. At the same time, the output frequency of the
FLL is used to update the rotation frequency of SRF in real
time, which ensures that the FLL has an accurate output
frequency.

It is important to clarify that all the pre-filtering of FLLs
in this paper is carried out in d-q coordinates, so that the
comparison can be consistent. Since SOGI-FLL is mainly
used in single-phase systems, the calculation cost in Table 2
is compared with that in single-phase systems for fair com-
parison. It can be seen from the Table 2 that AL-FLL has little
difference in computational complexity with other FLLs, but
it is far superior to other FLLs in performance.

Since frequency and phase angle are necessary for power
grid synchronization and inverter control system in three-
phase imbalance [10]. The phase angle estimation is given
in this paper under the condition that the phase angle changes
20◦ and the frequency changes 10Hz. All phase angle values

TABLE 1. Comparision the advanced FLLS and AL-FLL.

TABLE 2. Computational cost of the FLLS.

are calculated according to the following equations [10].

θ+ = tan−1
v+β
v+α

(36)
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FIGURE 13. Response of the AL-FLL with 20◦ phase angle jump (θ1 = θ+).

FIGURE 14. Response of the AL-FLL with 10 Hz frequency
changes (θ1 = θ+).

Fig. 13 shows the phase angle estimate under 20◦ phase
angle jump with harmonics injection (V1 = 1 (p.u.), V 0

3 =

0.3 (p.u.), V−5 = 0.1 (p.u.)). When the phase angle of the
input voltage jumps by 20◦, the estimated phase angle will
also lead and the original phase angle can be quickly restored.

Fig. 14 shows the phase angle estimate under 10 Hz fre-
quency step change with harmonics injection (V1 = 1 (p.u.),
V 0

3 = 0.3 (p.u.), V−5 = 0.1 (p.u.)). It can be seen that
AL-FLL has good performance in phase angle estimation.

V. CONCLUSION
A new FLL named AL-FLL is proposed, and AL-FLL differs
from other FLLs in that ANC is introduced into the prefilter
to solve the grid distortion and noise problems.

Firstly, a new prefiltering structure of AL-FLL is proposed
which is fused by the improved ANC and two first-order
LPFs. Improved ANC is based on the SVSLMS algorithm,
and a new calculationmethod for the ANC’s step size factor is
proposed. Secondly, the functions of two LPFs are described
in detail, and the parameter selection of two LPFs based on
the input signal under SRF is also given. At last, the stability

of the whole system is illustrated in two parts. One is the AL
according to the root locus method and the other is the FLL
using the Hurwitz criterion.

The experimental results show that the AL-FLL has strong
anti-interference ability, smaller steady-state errors, faster
dynamic response speed and more accurate frequency lock-
ing ability compared with SOGI-FLL, COMB-FLL and
AL-NF-FLL. It has a more extensive application prospect in
the electric power field.
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