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ABSTRACT To meet the increasing demand for group activities, single-user recommender systems need
to be scaled up to provide recommendations to groups of users. This issue is solved by aggregating item
preference profiles of individual group members into a single item preference profile, thereby allowing
recommendations to be created for this item preference profile. In this paper, we introduce the concept of
deep profiles of users, and we propose group recommendation methods based on the aggregation of group
members’ deep profiles, instead of item preference profiles as in previous studies. The term deep profile
refers to the users’ profiles that lie deep within the recommendation algorithms. Experiments have shown
that group recommendations based on deep profiles give higher efficiency in terms of F1-score and nDCG
than those based on item preference profiles.

INDEX TERMS Collaborative filtering, group recommender systems, recommender systems.

I. INTRODUCTION
Today, people are confronted by a large number of group
activities [1]–[4]. At work, they form groups to be able to
accomplish projects. During leisure time, people participate
in group activities, such as listening to music together [5],
watching movies together [6], traveling together [7], etc. This
creates a challenge for information systems in transitioning
from serving a single user to serving a group of users.

Providing recommendations is an integral part of modern
information systems. They work on the item preferences
observed by the users to predict what items will be suitable
for them in the future. With such a role, recommender
systems have greatly contributed to overcoming information
overload [8], [9]. Single-user recommender systems are being
increasingly used by companies such as Amazon, Netflix, and
eBay [10], [11]. However, to be able to meet the demand for
group activities today, they need to change to be able to make
recommendations to a group of users [12], [13]. Thanks to
group recommender systems, a company can assign the most
suitable projects to its engineering teams; a class can choose
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a restaurant to hold the year-end party; a family can find a
movie to watch together.

The heart of a single-user recommender system is its
ability to predict a user’s unknown rating for an item.
This is effectively performed by collaborative filtering.
In collaborative filtering, a user’s preferences can be
revealed through users who have similar interests to him/her
in the past [14]. This principle can be implemented in
two ways, memory-based and model-based. Memory-based
collaborative filtering finds users with similar interests to
the active user, called neighbors [15], [16]. Then, the
active user’s predicted rating for an item will come from
the aggregation of neighbors’ ratings for the item. With
such processing, it is easy to interpret a recommendation
from the system to the active user [17]–[19]. However,
calculating the preference similarity between each pair of
users has made it very difficult to implement a memory-based
collaborative filtering recommender system in large-scale
settings [20]–[22]. In this context, model-based collaborative
filtering emerges as the first choice [11], [23], [24]. It learns
patterns from observed ratings of users. These compact
patterns help make predicting the ratings easier. The latent
factor model is a state of the art of model-based collaborative
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filtering. It is aimed at the representation of users and items
on latent factors. The match between a user and an item
defined on latent factors determines the user’s rating for the
item [25]–[27].

Contrary to single-user recommender systems, group
recommender systems aim to predict the rating of the whole
group for an item after all group members have experienced
the item together. The challenge for a group recommender
system comes from the fact that each group member’s
preference for an item can be greatly impacted when he/she
experiences the item with other group members. Conflicts
may even arise among group members in the process of
deciding whether the group likes the item or not [28], [29].
The group recommendation issue is often solved by a profile
aggregation-based method [12], [28]–[31]. Specifically, the
item preference profiles of individual group members will be
aggregated into a single item preference profile of the whole
group. Then, it is possible to use single-user recommendation
algorithms to make recommendations to the group’s item
preference profile.

However, the item preference profiles have always been
very sparse. Therefore, it is difficult for the aggregation of
group members’ item preference profiles to create a single
item preference profile that fully reflects the preferences of
the whole group. Furthermore, the system only recognizes
the group’s item preference profile after the group is input
into the system. Therefore, compared to recommendations
for a regular user, recommendations for a group incur more
computational costs. This paper aims to solve the above two
problems in order to further improve the profile aggregation-
based group recommendation. Specifically, our contributions
are as follows:
• We introduce the concept of deep profiles. They refer
to users’ profiles deep within the recommendation algo-
rithms. Their advantage over item preference profiles
is that they have fewer dimensions and are completely
specified.

• We propose a group recommendation based on the
aggregation of group members’ deep profiles instead of
item preference profiles as in previous studies.

The structure of this paper is as follows. In section II,
it focuses on presenting related works. In section III, we state
the motivation for this paper based on the review of these
works. Our proposals are presented in section IV. Our
proposed experimental methods are in section V. Finally,
section VI is the conclusions and future works. The symbols
in Table 1 are used in this paper.

II. LITERATURE REVIEW
Our study is related to using collaborative filtering for group
recommendations. Therefore, after the problem definition
in subsection II.A, subsection II.B focuses on presenting
recent achievements of collaborative filtering for single-user
recommendations. Existing studies on extending collabora-
tive filtering to group recommendations are summarized in
subsection II.C.

TABLE 1. The symbols.

A. PROBLEM DEFINITION
The implementation of a recommender system consists of two
phases, the online phase and the offline phase. The most basic
data that can be input into the offline phase is a user-item
rating matrix R = [Ru,i] where u = 1 . . .m, i = 1 . . . n, m is
the number of users, and n is the number of items representing
the item preferences that are observed by the users [8], [32].
Recommendation algorithms work on specific entries in this
matrix, which are observed ratings (Ru,i 6= ∗), to model user
preferences by formulas, rules, etc. Thus, in the online phase
of single-user recommender systems, the ratings of an active
user for each item that the user has not experienced (Ru,i = ∗)
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FIGURE 1. The differences between a single-user recommender system and a group recommender system.

will be predicted. In contrast to single-user recommender
systems, the online phase of group recommender systems
serves a set of active users, who are members of a group.
For group recommender systems, the ratings of the whole
group for each target item that all group members have not
experienced need to be predicted. Finally, the top items with
the highest predicted ratings will be selected to recommend
an active user in the case of single-user recommender systems
and a group of active users in the case of group recommender
systems.

As shown in Fig. 1, with the active user u4, the task of
the online phase of a single-user recommender system is to
predict the ratings of u4 for item i3 and i5 because Ru4,i3 = ∗
and Ru4,i5 = ∗. For a group recommender system, the ratings
of a group G = {u1; u2} for item i3 and i4 need to be
predicted because Ru1,i3 = ∗, Ru2,i3 = ∗, Ru1,i4 = ∗, and
Ru2,i4 = ∗. The differences between the two online processes
of predicting ratings given by a single user and given by
a group of users create the distinct nature of a single-user
recommender system and a group recommender system.

B. SINGLE-USER RECOMMENDER SYSTEMS
Collaborative filtering is a class of algorithms for rating
prediction in single-user recommender systems. It is divided
into two types, memory-based collaborative filtering and
model-based collaborative filtering.

1) SINGLE-USER RECOMMENDER SYSTEMS USING
MEMORY-BASED COLLABORATIVE FILTERING
Memory-based collaborative filtering is also known as
neighbor-based collaborative filtering. It is based on a
principle that a user’s preferences can be inferred from
those with similar interests to him/her, called his/her
neighbors [14], [17], [18]. Therefore, in the offline phase
of memory-based collaborative filtering, a formula is used

to measure the preference similarity of each pair of users,
denoted by simu,q where u = 1 . . .m and q = 1 . . .m. For
an active user u in the online phase, a set of k neighbor users
that are similar to u and rated a target item i, denoted by N(k)u ,
is determined. The observed ratings of the neighbor users for
the target item i, i.e., Rq′,i where q′ ∈ N(k)u , are aggregated to
produce the rating of u for i [33], denoted by R̂u,i, as follows:

R̂u,i = µu +

∑
q′∈N(k)

u
simu,q′ .(Rq′,i − µq′ )∑
q′∈N(k)

u
simu,q′

(1)

In Eq. (1), the ratings of neighbor users q′ ∈ N(k)u are sub-
tracted from their average (µq′ ) to eliminate bias. Therefore,
to obtain the correct rating of u for i, reconstruction needs to
be performed by adding to the prediction an amount equal to
the average of u (µu).
It can be seen that the chosen preference similarity measure

determines the accuracy of memory-based collaborative
filtering. Some recent preference similarity measures for
high accuracy are OS [14] and LM [34]. OS [14] combines
Percentage of Non-Common Ratings (PNCR) and Absolute
Percentage of Non-Common Ratings (PNCR) in a similarity
measure as follows:

sim(OS)
u,q = sim(PNCR)

u,q .sim(ADF)
u,q

sim(PNCR)
u,q = exp(−

n−
∣∣Iu ∩ Iq∣∣
n

)

sim(ADF)
u,q =

∑
i∈Iu∩Iq exp

(
−
|Ru,i−Rq,i|

max{Ru,i,Rq,i}

)
∣∣Ru,i − Rq,i∣∣ (2)

where Iu and Iq are the item that user u and user q have rated,
respectively. LM [34] defines a landmark set to represent
users instead of the item set. Landmarks are the users with the
most observed ratings. In the space of s landmarks, denoted
by g = 1 . . . s, the similarity of two users is computed as
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follows:

sim(Landmarks)
u,q =

∑s
g=1 lu,g.lq,g√∑s

g=1 l
2
u,g

√∑s
g=1 l

2
v,g

∀g = 1 . . . s : lu,g = cosu,g (3)

2) SINGLE-USER RECOMMENDER SYSTEMS USING
MODEL-BASED COLLABORATIVE FILTERING
In this subsection, we focus on the latent factor model,
a state-of-the-art model-based collaborative filtering. The
methodology across the latent factormodels is to learn s latent
factors for the representation of user preferences, which are
the s-dimensional user latent factor vectors Hu,:u = 1 . . .m
in the user-factor matrixHmxs, and the item properties, which
are the s-dimensional item latent factor vectorsQi,:i = 1 . . . n
in the item-factor matrix Qnxs. Then an unknown rating of
a user u for an item i is predicted by matching the two
corresponding latent factor vectors, i.e., Hu,:.QT

i,: [35], [36].
Next, we summarize the process of learning latent factors and
the process of predicting ratings in some typical latent factor
models.

a: BIAS-SVD
The process of learning the user latent factor vectors and
the item latent factor vectors determines the effectiveness
of latent factor models. It is associated with an objective
function to optimize latent factors with the collected data.
The most basic data that systems can access are ratings
observed by users. With this type of data, a traditional
latent factor model named Bias-SVD [37] optimizes the
distances between the observed ratings (Ru,i 6= ∗) and
their predicted ratings (R̂u,i). A unique feature of Bias-
SVD is the integration of user biases, denoted by ou u =
1 . . .m, and item biases, denoted by pi i = 1 . . . n, into
the predicted ratings. Specifically, the processes for learning
latent factors and predicting ratings in Bias-SVD are as
follows:

R̂u,i ≈ ou + pi + µ+Hu,:.QT
i,: (4)

minimize
H,Q,

ou u=1...m
pi i=1...n

J (BiasSVD)

J (BiasSVD) =
1
2
.
∑

(u,i)∈R

(
Ru,i − R̂u,i

)2
⇔

J (BiasSVD) =
1
2
.
∑

(u,i)∈R

(
Ru,i − ou − pi
−µ−Hu,:.QT

i,:

)2

+
λ

2

 H
2
+ Q

2

+

m∑
u=1

o2u +
n∑
i=1

p2i

 (5)

where R = {(u, i)|u = 1 . . .m ∧ i = 1 . . . n ∧ Ru,i 6= ∗} are
the user-item combinations at which the rating is observed;
the last component is as a regularization to avoid overfitting

with the weight λ; µ is the average of the ratings observed by
all users.

b: BIAS-SVD++
Recently, with the development of the internet, the collected
data for recommender systems is getting richer and richer.
Combining themwith rating data greatly improves the quality
of latent factors. Bias-SVD++ [38] is a model that uses
implicit feedback data to support rating data in latent factor
models. Specifically, the s-dimensional latent factor vector
of each user in the Bias-SVD, i.e, Hu,:u = 1 . . .m, will be
supplemented with the s-dimensional latent factor vectors of
the item set the user has interacted with, denoted by Iu u =
1 . . .m, as follows:

R̂u,i ≈ ou + pi + µ+

Hu,: + |Iu|−
1
2 .
∑
j∈Iu

Tj,:

 .QT
i,:

(6)

minimize
H,Q,T

ou u=1...m
pi i=1...n

J (BiasSVD++)

J (BiasSVD++) =
1
2
.
∑

(u,i)∈R

(
Ru,i − R̂u,i

)2
⇔

J (BiasSVD++)

=
1
2
.
∑

(u,i)∈R


Ru,i − ou − pi − µ

−

Hu,: + |Iu|−
1
2 .
∑
j∈Iu

Tj,:

 .QT
i,:


2

+
λ

2

(
H 2
+ Q 2

+ T 2
+

m∑
u=1

o2u +
n∑
i=1

p2i

)
(7)

c: PROBABILISTIC BIAS-SVD
Also with implicit feedback data, recently, two models have
been proposedwith good results, Probabilistic Bias-SVD [39]
and Multi Bias-SVD [26]. With the assumption that the
latent factors in the model follow a normal distribution,
Probabilistic Bias-SVD [39] is built on the Maximum A
Posteriori, as follows:

R̂u,i ≈ g
(
ou + pi + µ+Hu,:.QT

i,:

)
(8)

minimize
H,Q,

ou u=1...m
pi i=1...n

J (ProbBiasSVD)

J (ProbBiasSVD)

=
1
2
.
∑

(u,i)∈R

(Ru,i − g (ou + pi + µ+Hu,:.QT
i,:

))2
+R′u,i. ln g

(
ou + pi + µ+Hu,:.QT

i,:

)


+
λ

2

(
H 2
+ Q 2

+

m∑
u=1

o2u+
n∑
i=1

p2i

)
(9)

where R′u,i indicates whether a user u interacts with an item
i or not; g is a logistic function.
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d: MULTI BIAS-SVD
Contrary to Bias-SVD++ and Probabilistic Bias-SVD,Multi
Bias-SVD [26] learns latent factor vectors of users and items
through a multi-step decision-making process. The result
of one step is enriched by the result of the previous step.
Specifically, the first is that a user u decides whether to
interact with an item i or not. It depends on the matching of
the s-dimensional initial latent factor vector of user u, denoted
by H(0)

u,: , and the s-dimensional initial latent factor vector of
item i, denoted byQ(0)

i,: . Based on implicit feedback data R′u,i,
they are learned as follows:

minimize
H(0),Q(0)

J (MultiBiasSVD_0)

J (MultiBiasSVD_0)=
1
2
minimize
H(0),Q(0)

.
∑

(u,i)∈R′

(
R′u,i−H(0)

u,: .Q
(0)T
i,:

)2
Subject to H(0)

≥ 0 and Q(0) ≥ 0

(10)

where R′ = {(u, i)|u = 1 . . .m ∧ i = 1 . . . n ∧ R′u,i 6= ∗}
are the user-item combinations at which implicit feedback is
observed.

During the item experience, the s-dimensional initial latent
factor vectors, i.e., H(0)

u,: and Q(0)
i,: , will evolve into the s-

dimensional comprehensive latent factor vectors, i.e., Hu,:
and Qi,:. The authors model this process as follows:

Hu,: = Du,: +H(0)
u,: (11)

Qi,: = Yi,: +Q(0)
i,: (12)

where Du,: and Yi,: are the additions to user and item
representations after transforming from the initial latent
factor space to the comprehensive latent factor space,
respectively.

In the final step, thematch between the user comprehensive
latent factor vector Hu,: and the item comprehensive latent
factor vector Qi,: determines the rating of the user for the
item. The matricesY andD are estimated so that the observed
ratings are closest to their predicted ratings, as follows:

R̂u,i ≈ ou + pi + µ+Hu,:.QT
i,:

= ou + pi + µ+
(
Du,: +H(0)

u,:

)
.
(
Yi,: +Q(0)

i,:

)T
(13)

minimize
Y,D,

ou u=1...m
pi i=1...n

J (MultiBiasSVD_1)

J (MultiBiasSVD_1) =
1
2
.
∑

(u,i)∈R

(
Ru,i − R̂u,i

)2
⇔

J (MultiBiasSVD_1)

=
1
2
.
∑

(u,i)∈R

(
Ru,i − ou − pi − µ

−

(
Du,: +H(0)

u,:

)
.
(
.Yi,: +Q(0)

i,:

)T )2

+
λ

2

(
D 2
+ Y 2

+

m∑
u=1

o2u +
n∑
i=1

p2i

)
(14)

e: TOPIC-MF
After experiencing an item, besides a rating, users can write
a review for the item. Therefore, there are two types of
descriptive data for each observed user-item combination:
rating and review. In this context, latent factor models need
to learn the user latent factor vectors and the item latent
factor vectors so that they are appropriate for both types
of data. With such a goal in mind, Topic-MF [40] uses a
topic modeling Non-negative Matrix Factorization (NMF)
to learn latent topics in the review set. This process is
approximating the review-word matrix X into a review-topic
matrix F and a word-topic matrix M, i.e., the minimization
of ||X− F.MT||2. This approximation is integrated into the
objective function as follows:

R̂u,i ≈ ou + pi + µ+Hu,:.QT
i,: (15)

minimize
H,Q,F,M
ou u=1...m
pi i=1...n

J (TopicMF)

J (TopicMF) =
1
2
.
∑

(u,i)∈R

(
Ru,i − ou − pi
−µ−Hu,:.QT

i,:

)2

+ ||X− F.MT||2

+
λ

2

 F
2
+ M

2
+ H

2

+ Q 2
+

m∑
u=1

o2u +
n∑
i=1

p2i


Subject to F ≥ 0 andM ≥ 0

(16)
In the objective function Eq. (16), the authors also define

a connection function between latent factors and latent topics
as follows:

Fu,i,j =
exp(k1.

∣∣Hu,j∣∣+ k2. ∣∣Qi,j∣∣)∑
j′=1...s exp(k1.

∣∣Hu,j′ ∣∣+ k2. ∣∣Qi,j′ ∣∣) (17)

f: SBMF
The authors in SBMF [27] have built a dictionary to extract
users’ sentiments for the items on their textual reviews. The
authors then express these sentiments with scores. Therefore,
latent factor vectors are learned to fit the observed rating
scores Ru,i and observed sentiment scores Cu,i, as follows:

R̂u,i ≈ ou + pi + µ+Hu,:.QT
i,: (18)

minimize
H,Q

ou u=1...m
pi i=1...n

J (SBMF)

J (SBMF) =
1
2
.
∑

(u,i)∈R

(
Ru,i−R̂u,i

)2
⇔

J (SBMF) =
1
2
.
∑

(u,i)∈R


(
Ru,i − ou − pi
−µ−Hu,:.QT

i,:

)2

+

(
Cu,i − ou − pi
−µ−Hu,:.QT

i,:

)2


+
λ

2

(
H

2
+ Q

2
+

m∑
u=1

o2u +
n∑
i=1

p2i

)
(19)
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FIGURE 2. Two group recommendation methods: profile aggregation and recommendation aggregation.

C. GROUP RECOMMENDER SYSTEMS
The biggest challenge of a group recommender system is to
resolve conflicts of interest among group members in order
to predict the most accurate rating of a group for a target
item. This is done by two methods: profile aggregation and
recommendation aggregation. Fig. 2 shows the differences
between these two methods.

Specifically, in the profile aggregation, the whole group
is represented by a single item preference profile thanks
to the aggregation of the item preference profiles of the
individual group members, which are the observed ratings.
A group’s rating prediction for a target item now becomes
its item preference profile’s rating prediction, which is
made by single-user recommendation algorithms [28]–[31].
Completely different from the profile aggregation, the
recommendation aggregation recommends the items for
each group member independently. The aggregation of
the group members’ recommended item sets produce the
group’s recommended item set [12], [41]. The aggre-
gation functions are classified into three categories as
follows:
• Majority-based: The opinion of group members in the
minority will be ignored in aggregate functions [30];

• Consensus-based: This is a kind of aggregation that is
closest to human beings. It means that tomake decisions,
groups always consult with all members with the desire
to reach an agreement that pleases the whole group [42];

• Borderline: The functions of this type are only con-
cerned with the opinions of key members [42]. For
example, a group of family members is sometimes
completely controlled by the parents; the members of a
group tend to cede decision-making power to reputable
members.

The profile aggregation proved to be more effective than
the recommendation aggregation in terms of accuracy of
the rating prediction [3], [29], [43]–[45]. For the profile
aggregation, the sooner the aggregation is done, the fewer
conflicts arise between the members [12], [29]. For the above
reason, in this paper, we focus on profile aggregation-based
group recommender systems. Some studies on the use of
collaborative filtering for profile aggregation-based group
recommender systems are presented below.

1) PROFILE AGGREGATION-BASED GROUP RECOMMENDER
SYSTEMS USING MEMORY-BASED COLLABORATIVE
FILTERING
The general structure of the implementation of memory-
based collaborative filtering for a profile aggregation-based
group recommender system is shown in Fig. 3.

As presented in subsection II.B, in the offline phase,
memory-based collaborative filtering provides the preference
similarity of each pair of users. In the online phase, the
authors in [46] performed the aggregation of the group
members’ item preference profiles to create a single item
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FIGURE 3. The general structure of a profile aggregation-based group recommender systems using memory-based collaborative filtering.

preference profile that reflects the preferences of the whole
group. They proposed a definition of the neighbor set
of the group’s item preference profile using the neighbor
sets of the group members. The preference similarity
between the group’s item preference profile and each
neighbor is computed by Pearson measure. The average of
neighbors’ ratings with weights being similarities between
neighbors and the group’s item preference profile will
help predict the unobserved rating of the group, similar
to Eq. (1).

The studies in [45] and [46] are quite similar. The main
difference between them lies in the fact that the latter builds
an objective function based on the group members’ item
preference profiles to estimate the group member’s weights.
As a result, the average function of the group members’ item
preference profiles is integrated with the group members’
weights.

Also, according to the above structure, the authors in [28]
proposed a formula to calculate the similarity between the
group’s item preference profile and each neighbor user. It is
the aggregation of the SVD-based similarities of the items
that both of them have rated.

2) PROFILE AGGREGATION-BASED GROUP RECOMMENDER
SYSTEMS USING LATENT FACTOR MODELS
In [47], the latent factor model was first applied to
recommend a group’s item preference profile in a profile
aggregation-based group recommender system. Based on
it, many studies have proposed to further improve the
performance of profile aggregation-based group recommen-
dations. Some typical studies are [29], [48], [49]. The general
structure of these studies is shown in Fig. 4. Their details are
as follows:
• Learning user-factor and item-factor matrices based
on observed ratings through an objective function: The
study [47] uses the objective function without bias
of users and bias of items. In [29], [48], and [49],
a more advanced objective function is used, Bias-SVD
as presented Eq. (4-5).

• Aggregating group members’ item preference profiles
to create a single item preference profile of the whole
group: The authors in 47] and [49] aggregated group
members’ item preference profiles using a weighted
average function. In this function, each weight repre-
sents the influence of a group member. To ensure the
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FIGURE 4. The general structure of a profile aggregation-based group recommender systems using latent factor models.

high flexibility of the system, it can be calculated with
the number of observed ratings of the corresponding
group member.
The authors in [48] have stated that the profile
aggregation should not be considered independent of the
selected recommendation algorithm. Thus, they leverage
the results of the selected recommendation algorithm,
which is done offline, to enrich the profile aggregation,
which is done online. Specifically, for a particular item,
they proposed profile aggregation that would work not
only on its ratings observed by group members but also
from its filled ratings of the remaining members. The
latent factor matrices obtained in the recommendation

algorithm make it easy to fill in the unobserved ratings
of a group member for an item at this phase. With this
idea, the profile aggregation achieves a higher consensus
by relying on all members instead of just a few members
with observed ratings for the item.
In order to further improve profile aggregation, the
study [29] has proposed the idea of adding each
member’s neighbor users to the group. The goal is
to leverage neighbor members to further clarify the
preferences of the original members in the group’s
profile.

• Projecting the group’s profile into the latent factor
space: After obtaining a single item preference profile
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FIGURE 5. Deep profile aggregation-based group recommender systems.

FIGURE 6. Deep profiles in the memory-based collaborative filtering.

of the whole group, a projection operation of this profile
into the latent factor space is performed to learn both
the latent factor vector and the bias of the group. This
process is done by optimizing the distance between the
ratings that are aggregated in the group’s profile and
their predicted ratings. In [29] and [47]–[49], Bridge
Regression is used to solve this optimization.

• Predicting unknown ratings of the group for items that
all group members have not experienced: Similar to
regular users, the group’s unknown rating for an item
is predicted by the dot product of the group latent factor
vector and the item latent factor vector plus bias of the
group and bias of the item [29], [47]–[49].

III. MOTIVATION
It can be seen from the literature review in section II that
the biggest disadvantage of a profile aggregation-based group
recommender system is computing similarities between the

group’s item preference profile and every neighbor user
if memory-based collaborative filtering is selected, and
projecting the group’ item preference profile into the latent
factor space if latent factor model is selected. Remember
that all of this processing is done in the online phase,
so incurring large computational costs will seriously affect
the user experience. This is the main reason why many recent
advanced latent factor models and preference similarity
measures have not been used for group recommendations
even though they produce very promising results in single-
user recommender systems.

In addition, working on users’ item preference profiles,
which are very sparse, makes it difficult to reach consensus
among group members on the recommendation results.
As presented in subsection II.C, some recent studies like [48],
which uses filled ratings to support observed ratings, and [29],
which uses neighbor members besides the original members,
have successfully solved this problem, thereby improving the
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FIGURE 7. Aggregating members’ deep profiles to the group’s deep profile in the memory-based collaborative filtering.

FIGURE 8. Predicting rating of a group for an item in the memory-based
collaborative filtering.

performance of group recommendations. However, they incur
additional computational costs for the online phase.

In this paper, we aim to propose a more radical method
to solve the above problems of profile aggregation-based
group recommender systems. Our idea is to perform the
aggregation of the so-called deep profiles instead of the
item preference profiles as in previous studies. The term
deep profile refers to the users’ profiles that lie deep within
the selected recommendation algorithm performed in the
offline phase. This study interprets users’ deep profiles and
aggregates them according to each type of collaborative
filtering. Fig. 5 illustrates the difference of our proposal
compared with previous studies. Details will be presented in
section IV.

IV. DEEP PROFILE AGGREGATION-BASED GROUP
RECOMMENDER SYSTEMS
A. DEEP PROFILE AGGREGATION-BASED GROUP
RECOMMENDER SYSTEMS USING MEMORY-BASED
COLLABORATIVE FILTERING
In this subsection, we present our proposed Deep Profile
aggregation-based group recommendation method using
Memory-based Collaborative Filtering named DP_MCF.
In case the chosen recommendation algorithm is memory-
based collaborative filtering, we will in turn define the
corresponding deep profiles, aggregate them into the deep
profile of the group, and finally, predict the rating based on
the group’s deep profile.

1) DEEP PROFILE DEFINITION
As shown above, in the offline phase, memory-based collabo-
rative filtering algorithms provide the similarity between each
pair of users: simu,q where u = 1 . . .m and q = 1 . . .m.
These are Deep Profile of each user in the Memory-based
Collaborative Filtering, denoted by DP(MCF)

u u = 1 . . .m,
as follows:

DP(MCF)
u = {simu,q|q = 1 . . .m} (20)

For a weighted aggregation on such deep profiles,
we define the users’ weights in the deep profiles, denoted by
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FIGURE 9. Deep profiles in the latent factor models.

w(MCF)u u = 1 . . .m. For this work, we interpret that a user
is influential when he/she contributes a lot to the prediction
of the preferences of other users. Therefore, a user’s weight
can be the average of his/her similarities with other users,
as follows:

w(MCF)
u =

∑
y∈DP(MCF)u

y

|DP(MCF)u |
=

∑
{q|q=1...m} simu,q

m
(21)

A larger value means that this user is more likely to appear in
the neighbor set of other users and thereby participate in the
process of determining their unknown ratings by memory-
based collaborative filtering. Fig. 6 shows an example of
building users’ deep profiles in memory-based collaborative
filtering.

2) AGGREGATING GROUP MEMBERS’ DEEP PROFILES TO
THE GROUP’S DEEP PROFILE
As presented about memory-based collaborative filtering,
to predict the rating of a group G for a target item, the deep
profile of the groupGmust contain the similarity betweenG
and every one of its neighbors, as follows:

DP(MCF)
G = {simG,q|q ∈ N(k)

G } (22)

where N(k)
G is the set of k neighbor users ofG. In this section,

we present the weighted aggregation of deep profiles of
group members, i.e., DP(MCF)

u u ∈ G, into the deep profile
of the whole group, i.e., DP(MCF)

G . Regarding the profile
aggregation function used for group recommendation, the
weighted average function has always proved to be highly
effective in previous studies [3], [12], [45], [49], [50]. Based
on this observation, we apply it to the aggregation of group
members’ deep profiles in this study.

First, each group member u ∈ G determines the set of k
neighbors most similar to him/her that have rated the target
item, i.e., N(k)

u . These are the users who are most likely to
support the group’s rating prediction. As in previous studies,
we consider them as neighbor candidates of the group G,
i.e,

⋃
u∈GN(k)

u . Next, in these candidates, k users with the
greatest similarities to the group G will form the set N(k)

G
in DP(MCF)

G . The similarity between a user q and the group
G, i.e., DP(MCF)

G , will come from a weighted aggregation
of the similarities between q and the group members, i.e.,
DP(MCF)

G u ∈ G, as follows:

DP(MCF)G =

∑
u∈G

(
w(MCF)
u .DP(MCF)u

)
∑

u∈G w
(MCF)
u

⇔

simp,G =

∑
u∈G

(
w(MCF)
u .simu,p

)
∑

u∈G w
(MCF)
u

(23)

Our goal of Eq. (23) is that the more similar a user is to
influential group members, the more similar he/she is to the
whole group. Obviously, with Eq. (23), the computation of
simp,G only needs to browse the deep profiles of all group
members instead of browsing all items as in previous studies.
This greatly reduces the processing cost for the online phase
because the number of members of a group is always much
smaller than the number of items in the system.

The above processing is illustrated in Fig. 7 in which the
group consists of two members, u1 and u2. For a target item
i4, N(k)

u1 and N(k)
u2 will be u4; u5 and u3; u6 respectively where

k = 2. To find N(k)
G in DP(MCF)

G , we just need to compute
the similarities between G and each user in the set N(k)u1 ∪
N(k)u2 = {u3; u4; u5; u6}. For example, according to Eq. (23),
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the similarity between G and u3 is calculated as follows:

simu3,G =
wu1 .simu3,u1 + wu2 .simu3,u2

wu1 + wu2

=
0, 49.0, 4+ 0, 41.0, 43

0, 49+ 0, 41
= 0, 41 (24)

3) RATING PREDICTION
Based on the deep profile of group G, the rating of G for the
target item i can be predicted similarly to Eq. (1), as follows:

R̂G,i = µG +

∑
q∈N(k)

G

(
simq,G.(Rq,i − µp)

)
∑

q∈N(k)
G
simq,G

(25)

where µG is the average of observed ratings given by group
members. Continuingwith the example in Fig. 7, Fig. 8 shows
the prediction of the rating of G for the target item i4
according to Eq. (25), as follows:

R̂G,i4

= µG +
simu5,G.

(
Ru5,i4 − µu5

)
+ simu6,G.

(
Ru6,i4 − µu6

)
simu5,G + simu6,G

= 3+
0, 86. (5− 3, 4)+ 0, 42. (5− 2, 8)

0, 86+ 0, 42
= 4, 8 (26)

B. DEEP PROFILE AGGREGATION-BASED GROUP
RECOMMENDER SYSTEMS USING LATENT
FACTOR MODEL
In this subsection, we propose Deep Profile aggregation-
based group recommendations in which the used latent factor
models are Bias-SVD [37] (see Eq. (4-5)), SBMF [27]
(see Eq. (18-19)), and Multi Bias-SVD [26] (see Eq.
(10-14)). These are called DP_BiasSVD, DP_SBMF, and
DP_MultiBiasSVD. Bias-SVD is a traditional latent factor
model based solely on ratings, while Multi Bias-SVD and
SBMF are two latent factor models that are integrated with
implicit feedback and reviews, respectively.

1) DEEP PROFILE DEFINITION
As presented in subsection II.C, in the offline phase, the
objective functions of the latent factor models help identify
user latent factor vectors, i.e., Hu,:u = 1 . . .m, item latent
factor vectors, i.e., Qi,:i = 1 . . . n, user biases, i.e, ou u =
1 . . .m, and item biases, i.e, pi i = 1 . . . n. As illustrated in
Fig. 9, the learned user latent factor vectors and user biases
form the user Deep Profiles in the Latent Factor Models,
denoted by DP(LFM )

u u = 1 . . .m:

DP(LFM )
u = {Hu,:; ou} (27)

However, for a weighted aggregation of deep profiles
in group recommendations, the objective functions of the
latent factor models must be modified to learn the users’
weights, denoted by w(LFM)u u = 1 . . .m. For a user’s weight,
we interpret it as the contribution of his/her observed ratings
to the objective function. In addition, we normalize users’
weights according to parameter β as follows:

∀u = 1 . . .m : w(LFM )
u ≥ 0 and

∑m

i=1
w(LFM )β
u = 1 (28)

Specifically, the objective functions of Bias-SVD,
Multi Bias-SVD, and SBMF presented in Eq. (5),
Eq. (14), and Eq. (19) of subsection II.C will become as
follows:

minimize
H,Q

ou u=1...m
pi i=1...n

w(LFM )
u u=1...m

J (BiasSVD_Weight)

J (BiasSVD_Weight)

=
1
2
.
∑

(u,i)∈R

(
w(LFM)u .

(
Ru,i − ou − pi
−µ−Hu,:.QT

i,:

)2
)

+
λ

2
.

(
H 2
+ Q 2

+

m∑
u=1

o2u +
n∑
i=1

p2i

)
subject to

∑m

i=1
w(LFM )β
u =1 and ∀u=1 . . .m : w(LFM )

u ≥0

(29)

minimize
H,Q

ou u=1...m
pi i=1...n

w(LFM )
u u=1...m

J (SBMF_Weight)

J (SBMF_Weight)

=
1
2
.
∑

(u,i)∈R

w(LFM )
u .


(
Ru,i − ou − pi
−µ−Hu,:.QT

i,:

)2

+

(
Cu,i − ou − pi
−µ−Hu,:.QT

i,:

)2




+
λ

2
.

(
H 2
+ Q 2

+

m∑
u=1

o2u +
n∑
i=1

p2i

)
subject to

∑m

i=1
w(LFM )β
u =1 and ∀u=1 . . .m :w(LFM )

u ≥0

(30)

minimize
D,Y

ou u=1...m
pi i=1...n

w(LFM )
u u=1...m

J (MultiBiasSVD_Weight)

J (MultiBiasSVD_Weight)

=
1
2
.
∑

(u,i)∈R

(
w(LFM )
u

.

(
Ru,i − ou − pi − µ

−

(
Du,: +H(0)u,:

)
.
(
Yi,: +Q(0)i,:

)T )2
+
λ

2

(
D 2
+ Y 2

+

m∑
u=1

o2u +
n∑
i=1

p2i

)
subject to

∑m

i=1
w(LFM )β
u =1 and ∀u=1 . . .m :w(LFM )

u ≥0

(31)

For Eq. (29-31), we optimize them according to
one variable while the other variables are treated as
constant values. This process is repeated until con-
vergence is reached. The details will be presented
below.
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a: THE OPTIMIZATION OF J(BiasSVD_Weight)

Keeping H, Q, ou u = 1 . . .m, and pi i = 1 . . . n
fixed, we perform the optimization of J (BiasSVD_Weight)

concerning the variables w(LFM )
u u = 1 . . .m. A Lagrangian

function is formed by pushing the equality constraint∑m
i=1 w

(LFM )β
u = 1 into J (BiasSVD_Weight) with the Lagrange

multiplier γ , as follows:

minimize
wu u=1...m

γ

J (BiasSVD_Weight_Lagrange)

J (BiasSVD_Weight_Lagrange)

=
1
2
.
∑

(u,i)∈R

(
w(LFM )
u .

(
Ru,i−ou−pi
−µ−Hu,:.QT

i,:

)2
)

+ γ.

(
m∑
u=1

w(LFM )β
u − 1

)

+
λ

2
.

(
H 2
+ Q 2

+

m∑
u=1

o2u + p
2
i

)
(32)

Therefore, the partial derivative of the Lagrangian func-
tion J (BiasSVD_Weight_Lagrange) with respect to variables
w(LFM )
u u = 1 . . .m and the Lagrange multiplier γ is 0,

as follows:
∀u = 1 . . .m :

∂J (BiasSVD_Weight_Lagrange)

∂w(LFM )
u

= 0

∂J (BiasSVD_Weight_Lagrange)

∂γ
= 0

⇔

∀u = 1 . . .m : w(LFM )
u

=

(∑
i∈Iu

(
Ru,i − ou − pi
−µ−Hu,:.QT

i,:

)2
)1/(β−1)

∑m
u′=1

(∑
i∈Iu′

(
Ru′,i − ou′ − pi
−µ−Hu′,:.QT

i,:

)2
)β/(β−1)1/β

See Appendix 1

(33)
where Iu are the item that user u has rated.
Keeping w(LFM )

u u = 1 . . .m, Q, ou u = 1 . . .m, and
pi i = 1 . . . n fixed, we perform the optimization of
J (BiasSVD_Weight) concerning the variable H. The following
equation: his is equivalent to solving t

∀u = 1 . . .m : ∇Hu,:J
(BiasSVD_Weight)

= 0

⇔

Hu,: = w(LFM)u .
∑

i∈Iu

(
Qi,:.

(
Ru,i − ou − pi − µ

))
.
(
λ.I+ w(LFM )

u .
∑

i∈Iu

(
QT
i,:.Qi,:

))−1
See Appendix 2

(34)

where I is the identity matrix; Iu are the items rated by
user u.

Keeping w(LFM )
u u = 1 . . .m, H, ou u = 1 . . .m, and pi i =

1 . . . n fixed, we perform the optimization of J (BiasSVD_Weight)

concerning the variable Q as follows:

∀i = 1 . . .m : ∇Qi,:J
(BiasSVD_Weight)

= 0

⇔

Qi,: =
∑

u∈Ui

(
w(LFM)u .Hu,:.

(
Ru,i − ou − pi − µ

))
.
(
λ.I+

∑
u∈Ui

(
w(LFM )
u .HT

u,:.Hu,:

))−1
See Appendix 3

(35)

where Ui are the users who have rated item i.
Keeping w(LFM )

u u = 1 . . .m, H, Q, and pi i = 1 . . . n fixed,
we perform the optimization of J (BiasSVD_Weight) concerning
the variables ou u = 1 . . .m as follows:

∀u = 1 . . .m :
J (BiasSVD_Weight)

∂ou
= 0

⇔

ou =
w(LFM )
u .

∑
i∈Iu

(
Ru,i − pi − µ−Hu,:.QT

i,:

)
w(LFM )
u .|Iu| + λ

See Appendix 4

(36)

Keeping w(LFM )
u u = 1 . . .m, H, Q, and ou u = 1 . . .m

fixed, we perform the optimization of J (BiasSVD_Weight)

concerning the variables pi i = 1 . . . n as follows:

∀i = 1 . . . n :
J (BiasSVD_Weight)

∂pi
= 0

⇔

pi =

∑
u∈Ui

(
w(LFM )
u .

(
Ru,i − ou − µ−Hu,:.QT

i,:

))
∑

u∈Ui w
(LFM )
u + λ

See Appendix 5

(37)

b: THE OPTIMIZATION OF J(SBMF_Weight)

KeepingH,Q, ou u = 1 . . .m, and pi i = 1 . . . n fixed, similar
to the optimization of J (BiasSVD_Weight) concerningw(LFM )

u u =
1 . . .m, that of J (SBMF_Weight) is as follows:

minimize
wu u=1...m

γ

J (SBMF_Weight_Lagrange)

J (SBMF_Weight_Lagrange)

=
1
2
.
∑

(u,i)∈R}

w(LFM )
u .


(
Ru,i − ou − pi
−µ−Hu,:.QT

i,:

)2

+

(
Cu,i − ou − pi
−µ−Hu,:.QT

i,:

)2




− γ.

(
m∑
u=1

w(LFM)
β

u − 1

)

+
λ

2
.

(
H 2
+ Q 2

+

m∑
u=1

o2u +
n∑
i=1

p2i

)
⇔

∀u = 1 . . .m : w(LFM )
u
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=

∑i∈Iu


(
Ru,i − ou − pi
−µ−Hu,:.QT

i,:

)2

+

(
Cu,i − ou − pi
−µ−Hu,:.QT

i,:

)2




1/(β−1)

∑m
u′=1

∑i∈Iu′


(
Ru′,i−ou′−pi
−µ−Hu′,:.QT

i,:

)2

+

(
Cu′,i−ou′−pi
−µ−Hu′,:.QT

i,:

)2



β/(β−1)


1/β

(38)

Keeping w(LFM )
u u = 1 . . .m, Q, ou u = 1 . . .m, and

pi i = 1 . . . n fixed, the optimization of J (SBMF_Weight)

concerning the variable H is as follows:

∀u = 1 . . .m : ∇Hu,:J
(SBMF_Weight)

= 0

⇔

Hu,: = w(LFM )
u .

∑
i∈Iu

(
Qi,:.

(
Ru,i + Cu,i − 2.ou
−2.pi − 2.µ

))
.
(
λ.I+ 2.w(LFM )

u .
∑

i∈Iu

(
QT
i,:.Qi,:

))−1
(39)

Keeping w(LFM )
u u= 1 . . .m, H, ou u = 1 . . .m, and

pi i = 1 . . . n fixed, the optimization of J (SBMF_Weight)

concerning the variable Q is as follows:

∀i = 1 . . .m:∇Qi,:J
(SBMF_Weight)

= 0

⇔

Qi,: =
∑

u∈Ui

(
w(LFM )
u .Hu,:.

(
Ru,i + Cu,i − 2.ou
−2.pi − 2.µ

))
.
(
λ.I+ 2.

∑
u∈Ui

(
w(LFM )
u .HT

u,:.Hu,:

))−1
(40)

Keeping w(LFM )
u u = 1 . . .m, H, Q, and pi i = 1 . . . n fixed,

the optimization of J (SBMF_Weight) concerning the variables
ou u = 1 . . .m is as follows:

∀u = 1 . . .m :
∂J (SBMF_Weight)

∂ou
= 0

⇔

ou =
w(LFM )
u .

∑
i∈Iu

(
Ru,i + Cu,i − 2.pi
−2.µ− 2.Hu,:.QT

i,:

)
2.w(LFM )

u .|Iu| + λ
(41)

Keeping w(LFM )
u u = 1 . . .m, H, Q, and ou u = 1 . . .m

fixed, the optimization of J (SBMF_Weight) concerning the
variable s pi i = 1 . . . n is as follows:

∀i = 1 . . . n :
∂J (SBMF_Weight)

∂pi
= 0

⇔

pi =

∑
u∈Ui

(
w(LFM )
u

(
Ru,i + Cu,i − 2.ou
−2.µ− 2.Hu,:.QT

i,:

))
2.
∑

u∈Ui w
(LFM )
u + λ

(42)

c: THE OPTIMIZATION OF J(MultiBiasSVD_Weight)

Keeping D, Y, ou u = 1 . . .m, and pi i = 1 . . . n
fixed, the optimization of J (MultiSVD_Weight) concerning
w(LFM )
u u = 1 . . .m is as follows:

minimize
wu u=1...m

γ

J (MultiBiasSVD_Weight_Lagrange)

J (MultiBiasSVD_Weight_Lagrange)

=
1
2
.
∑

(u,i)∈R

×

w(LFM )
u .

(
Ru,i − ou − pi − µ

−

(
Du,: +H(0)

u,:

)
.
(
Yi,: +Q(0)

i,:

)T )2
− γ.

(
m∑
u=1

wβu − 1

)

+
λ

2

(
D

2
+ Y 2

+

m∑
u=1

o2u +
n∑
i=1

p2i

)
⇔

∀u = 1 . . .m : w(LFM )
u

=

∑
i∈Iu

(
Ru,i − ou − pi − µ

−

(
Du,: +H(0)

u,:

)
.
(
Yi,: +Q(0)

i,:

)T )21/(β−1)

 m∑
u′=1

∑i∈Iu′

Ru′,i − ou′ − pi − µ
−

(
Du′,: +H(0)u′,:

)
.
(
Yi,: +Q(0)

i,:

)T


2
β/(β−1)


1/β

(43)
Keeping w(LFM )

u u = 1 . . .m, Y, ou u = 1 . . .m, and
pi i = 1 . . . n fixed, the optimization concerning the
variable D is as follows:

∀u = 1 . . .m : ∇Du,:J
(MultiBiasSVD__Weight)

= 0

⇔

Du,: = w(LFM)u .
∑

i∈Iu


(

Ru,i − ou − pi − µ

−H(0)u,: .
(
Yi,: +Q(0)i,:

)T )
.
(
Yi,:+Q

(0)
i,:

)


.

(
λ.I+w(LFM )

u .
∑

i∈Iu

((
Yi,:+Q

(0)
i,:

)T
.
(
Yi,:+Q

(0)
i,:

)))−1
(44)

Keeping w(LFM )
u u = 1 . . .m, D, ou u = 1 . . .m, and

pi i = 1 . . . n fixed, the optimization concerning the variable
Y is as follows:

∀i = 1 . . .m:∇Yi,:J
(MultiBiasSVD_Weight)

= 0

⇔

Yi,: =
∑

u∈Ui

w(LFM)u .

(
Ru,i − ou − pi − µ

−Q(0)u,: .
(
Du,: +H(0)u,:

)T )
.
(
Du,: +H(0)u,:

)


.

(
λ.I+

∑
u∈Ui

w(LFM )
u .

(
Du,:+H(0)

u,:

)T
.
(
Du,:+H(0)

u,:

))−1
(45)
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Keep w(LFM )
u u = 1 . . .m, D, Y, and pi i = 1 . . . n fixed,

the optimization concerning the variable ou u = 1 . . .m is as
follows:

∀u = 1 . . .m :
J (MultiBiasSVD_Weight)(ou)

∂ou
= 0

⇔

ou=

w(LFM )
u .

∑
i∈Iu

(
Ru,i − pi − µ

−

(
Du,:+H

(0)
u,:

)
.
(
Yi,:+Q

(0)
i,:

)T )
w(LFM )
u .|Iu|+λ

(46)

Keep w(LFM )
u u = 1 . . .m, H, Q, and ou u = 1 . . .m fixed,

the optimization with respect to the variable pi i = 1 . . . n is
as follows:

∀i = 1 . . . n :
J (MultiBiasSVD_Weight)(pi)

∂pi
= 0

⇔

pi=

∑
u∈Ui

(
w(LFM )
u .

(
Ru,i − ou − µ

−

(
Du,: +H(0)

u,:

)
.
(
Yi,: +Q(0)

i,:

)T))
∑

u∈Ui w
(LFM )
u + λ

(47)

The details of the optimizations of J (BiasSVD_Weight),
J (SBMF_Weight), and J (MultiBiasSVD_Weight) are presented in
Algorithms I, II, and III.

2) AGGREGATING GROUP MEMBERS’ DEEP PROFILES TO
THE GROUP’S DEEP PROFILE
After learning the user deep profiles, including user latent
factor vectors, user biases, and user weights, we perform a
weighted aggregation of group members’ deep profiles to
learn the group’s deep profile, as follows:

DP(LFM )
G = {HG,:; oG}

DP(LFM)G =

∑
u∈G

(
w(LFM )
u .DP(LFM)u

)
∑

u∈G w
(LFM )
u

(48)

⇔

HG,: =

∑
u∈G

(
w(LFM )
u .Hu,:

)
∑

u∈G w
(LFM )
u

oG =

∑
u∈G

(
w(LFM )
u .ou

)
∑

u∈G w
(LFM )
u

(49)

For example, with a group G consisting of two members,
u1 and u2, the deep profiles of these group members will
be extracted from the deep profiles of users built in the
offline phase shown in Fig. 9. Fig. 10 illustrates the weighted
aggregation of deep profiles of these two members using
Eq. (49).

3) RATING PREDICTION
Based on the latent factor vector and bias of the group G,
we can predict the rating of the group G for a target item i,
as follows:

Algorithm 1 The Optimization of J (BiasSVD_Weight)

Input. Rmxn: user-item rating matrix; λ : regularization weight; s : the
number of latent factors; β: constraint of user weights.

Output. Hmxs: user-factor matrix; Qnxs:item-factor matrix; ou u = 1 . . .m:
user biases; pi i = 1 . . . n: item biases; w(LFM )

u u = 1 . . .m: user weights.

Step 1: Initialize randomly all variables.
Step 2: Repeat until convergence:
Step 3:

∀u = 1 . . .m : w(LFM )
u

=

(∑
i∈Iu

(
Ru,i − ou − pi
−µ−Hu,:.QT

i,:

)2)1/(β−1)
∑m

u′=1

(∑
i∈Iu′

(
Ru′,i − ou′ − pi
−µ−Hu′,:.Q

T
i,:

)2)β/(β−1)1/β

Step 4:

∀u = 1 . . .m : Hu,: = w(LFM)u .
∑

i∈Iu

(
Qi,:.

(
Ru,i − ou − pi − µ

))
.
(
λ.I+ w(LFM )

u .
∑

i∈Iu

(
QT
i,:.Qi,:

))−1
Step 5:

∀i = 1 . . . n : Qi,: =
∑

u∈Ui

(
w(LFM)u .Hu,:.

(
Ru,i − ou − pi − µ

))
.

(
λ.I+

∑
u∈Ui

(
w(LFM )
u .HT

u,:.Hu,:

))−1
Step 6:

∀u = 1 . . .m : ou =
w(LFM )
u .

∑
i∈Iu

(
Ru,i − pi

−µ−Hu,:.QT
i,:

)
w(LFM )
u .|Iu| + λ

Step 7:

∀i = 1 . . . n : pi =

∑
u∈Ui

(
w(LFM )
u .

(
Ru,i − ou

−µ−Hu,:.QT
i,:

))
∑

u∈Ui w
(LFM )
u + λ

Step 8: End Repeat

R̂G,i = oG + pi + µ+HG,:.QT
i,: (50)

Fig. 11 shows the rating prediction of G for the target
item i3. Specifically, based on the deep profile of the group
shown in Fig. 10 and the latent factor vector of i3 shown
in Fig. 9, the predicted rating of G for i3 is calculated as
follows:

R̂G,i = 0, 01− 0, 56+ 2, 8+ 0, 76.0, 44+ 0, 80.0, 29

= 2, 7 (51)

V. EXPERIMENTS
A. EXPERIMENTAL SETUP
In this section, we compare our proposed methods with
related methods presented in section II. They are summarized
in Table 2.

We randomly generate groups of sizes 2, 3, 4, 5 respec-
tively. With 250 groups for each size, we get 1000 groups for
evaluating the group recommendation methods.

We establish the convergence of the optimizations of the
objective functions in the latent factor models according to

6232 VOLUME 10, 2022



L. N. H. Nam: Profile Aggregation-Based Group Recommender Systems

Algorithm 2 The Optimization of J (SBMF_Weight)

Input. Rmxn: user-item rating matrix; Cmxn: user-item sentiment matrix; λ :
regularization weight; s : the number of latent factors; β: constraint of user
weights.

Output. Hmxs: user-factor matrix; Qnxs:item-factor matrix; ou u = 1 . . .m:
user biases; pi i = 1 . . . n: item biases; w(LFM )

u u = 1 . . .m: user weights.

Step 1: Initialize randomly all variables.
Step 2: Repeat until convergence:
Step 3:

∀u = 1 . . .m : w(LFM )
u

=

∑i∈Iu


(
Ru,i − ou − pi
−µ−Hu,:.QT

i,:

)2
+

(
Cu,i − ou − pi
−µ−Hu,:.QT

i,:

)2


1/(β−1)

∑m
u′=1

∑i∈Iu′


(
Ru′,i − ou′ − pi
−µ−Hu′,:.Q

T
i,:

)2
+

(
Cu′,i − ou′ − pi
−µ−Hu′,:.Q

T
i,:

)2


β/(β−1)

1/β

Step 4:

∀u = 1 . . .m : Hu,:

= w(LFM )
u .

∑
i∈Iu

(
Qi,:.

(
Ru,i + Cu,i − 2.ou
−2.pi − 2.µ

))
.
(
λ.I+ 2.w(LFM )

u .
∑

i∈Iu

(
QT
i,:.Qi,:

))−1
Step 5:

∀i = 1 . . . n : Qi,:

=

∑
u∈Ui

(
w(LFM )
u .Hu,:.

(
Ru,i + Cu,i − 2.ou
−2.pi − 2.µ

))
.

(
λ.I+ 2.

∑
u∈Ui

(
w(LFM )
u .HT

u,:.Hu,:

))−1
Step 6:

∀u = 1 . . .m : ou =

w(LFM )
u .

∑
i∈Iu

(
Ru,i + Cu,i − 2.pi
−2.µ− 2.Hu,:.QT

i,:

)
2.w(LFM )

u .|Iu| + λ

Step 7:

∀i = 1 . . . n : pi

=

∑
u∈Ui

(
w(LFM )
u

(
Ru,i + Cu,i − 2.ou
−2.µ− 2.Hu,:.QT

i,:

))
2.
∑

u∈Ui w
(LFM )
u + λ

Step 8: End Repeat

the following two conditions: the change of the objective
function between two consecutive iterations is less than
10−6 or the maximum number of iterations is 800 [51]. The
parameters in the experimental methods are tuned on the
validation set selected from 20% of the training set. Thanks to
grid search, we find parameter sets that are optimal for each
experimental method on each experimental dataset. Details
of parameters after tuning are presented in Table 3.

For each experiment, we run five different times which
corresponds to five different random splits of training and
testing. The average of these five runs is used to conclude.

Algorithm 3 The Optimization of J (MultiBiasSVD_Weight)

Input. Rmxn: user-item rating matrix; λ : regularization weight; s : the
number of latent factors; β: constraint of user weights;
H(0)
mxs : initial user-factor matrix; Q(0)

nxs : initial item-factor matrix.
(see Eq. (10))

Output. Hmxs: user-factor matrix; Qnxs:item-factor matrix; ou u = 1 . . .m:
user biases; pi i = 1 . . . n: item biases; w(LFM )

u u = 1 . . .m: user weights.

Step 1: Initialize randomly all variables.
Step 2: Repeat until convergence:
Step 3:

∀u = 1 . . .m : w(LFM )
u

=

∑
i∈Iu

(
Ru,i − ou − pi − µ

−

(
Du,: +H(0)

u,:

)
.
(
Yi,: +Q(0)

i,:

)T )21/(β−1)

∑m
u′=1

∑i∈Iu′


Ru′,i − ou′ − pi − µ

−

(
Du′,: +H(0)u′,:

)
.
(
Yi,: +Q(0)

i,:

)T

2

β/(β−1)

1/β

Step 4:

∀u = 1 . . .m : Du,: = w(LFM)u .
∑

i∈Iu


(

Ru,i − ou − pi − µ

−H(0)u,: .
(
Yi,: +Q(0)i,:

)T )
.
(
Yi,: +Q(0)

i,:

)


.

(
λ.I+ w(LFM )

u .
∑

i∈Iu

((
Yi,: +Q(0)

i,:

)T
.
(
Yi,: +Q(0)

i,:

)))−1
Step 5:

∀i = 1 . . . n : Yi,: =
∑

u∈Ui

 w(LFM)u .

(
Ru,i − ou − pi − µ

−Q(0)u,: .
(
Du,: +H(0)u,:

)T )
.
(
Du,: +H(0)u,:

)


.

(
λ.I+

∑
u∈Ui

w(LFM )
u .

(
Du,: +H(0)

u,:

)T
.
(
Du,: +H(0)

u,:

))−1
Step 6:

∀u = 1 . . .m : ou

=

w(LFM )
u .

∑
i∈Iu

(
Ru,i − pi − µ

−

(
Du,: +H(0)

u,:

)
.
(
Yi,: +Q(0)

i,:

)T )
w(LFM )
u .|Iu| + λ

Step 7:

∀i =1 . . . n : pi

=

∑
u∈Ui

(
w(LFM )
u .

(
Ru,i − ou − µ

−

(
Du,:+H

(0)
u,:

)
.
(
Yi,: +Q(0)

i,:

)T ))
∑

u∈Ui w
(LFM )
u +λ

Step 8: End Repeat
Step 9: H = D+H(0)

Step 10: Q = Y+Q(0)

B. MEASURE
To evaluate the group recommendation methods, we use
two common measures, F1-score and nDCG. F1-score is
concerned with whether a recommended item set satisfies the
group while nDCG focuses on the accuracy of ranking items
in the recommended set.

For the F1-score, it is essential to simulate the item set
expected by the group. Specifically, from the test ratings,
an item that all group members like, i.e. their test ratings
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FIGURE 10. Aggregating group members’ deep profiles to the group’s deep profile in the latent factor models.

FIGURE 11. Predicting a rating of a group for an item in the latent factor models.

for the item are greater than the like threshold, is selected
for the group’s expected set [29], [45], [48], [52]. The
comparison between the expected setT and the recommended
set C is performed in two different aspects, recall and
precision. Precision is the ratio between the number of
correctly recommended items, i.e., |T ∩ C|, and the number
of recommended items, i.e., |C|. In contrast, with recall,
the number of correctly recommended items, i.e., |T ∩ C|,
is considered in relation to the number of expected items, i.e.,
|C|. The combination of precision and recall produces the F1-
score, as follows:

precision =
|T ∩ C|
|C|

; recall =
|T ∩ C|
|T|

f 1− score =
2.precision.recall
precision+ recall

(52)

For the nDCG, it would be appreciated if the items that were
ranked first in the recommended set are the items the group
liked the most. To calculate the nDCG, the perfect ranking of
the items in the recommended set is determined based on the
testing ratings. Then, the nDCG will be the ratio between the
ranking of items in the recommended set according to the
predicted ratings and that according to the testing ratings,
as follows:

DCGC =

|C|∑
i=1

2rG,i − 1
log2(i+ 1)

;

IDCGC =

|C_reorder|∑
i=1

2rG,i − 1
log2(i+ 1)

nDCG =
DCGC
IDCGC

(53)

C. DATASET
Since DP_SBMF uses textual review data for the rec-
ommendation, we have chosen experimental datasets that
contain both rating data and review data. Specifically,
we conducted experiments on 4 datasets with a 5-star
rating system corresponding to 4 types of items at Amazon
(http://jmcauley.ucsd.edu/data/amazon/), as follows:
• Baby
• Tools-Home Improvement
• Beauty
• Clothing-Accessories
Their details are shown in Table 4. For DP_SBMF,

to convert textual reviews into sentiment scores, we use a
sentiment dictionary proposed in [27]. Regarding the user-
item implicit feedback matrix R′ used in Eq. (10) of Multi
Bias-SVD, according to the authors in [26], [35], and [39],
it can be simulated from the user-item rating matrix R.
Specifically, if user u’s rating for an item i is observed, then
u’s implicit feedback for i will be 1. Otherwise, u’s implicit
feedback for i will be 0.

All experimental datasets are randomly split 70% for
training and 30% for testing.

D. EXPERIMENT RESULTS AND DISCUSSIONS
Tables 5-6 show the F1-score and nDCG results of the
experimental methods when the recommended sets are the
top 8 items with the highest predicted ratings. It can be
seen that deep profile-based methods give better performance
than item preference profile-based methods in terms of
both memory-based collaborative filtering and latent factor
models. In the deep profile-based methods, memory-based
collaborative filtering produces lower results than latent
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TABLE 2. The methods implemented for experiments.
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TABLE 3. The parameters in the experiments.

TABLE 4. Experimental datasets.

factor models. However, the strength of memory-based
filtering lies in the high interpretation of the recommended
item set.

Focusing on the experimental results of latent factor
models in Table 5, DP_BiasSVD gives F1-score and nDCG
a 11.01% and 12.18% increase compared to IP_BiasSVD
in the Baby dataset, which is the least sparse dataset.
These numbers are 14.79% and 16.60% in the Tools-Home
Improvement dataset, which is the sparsest dataset. The
sparser the dataset, the better are the group recommendation
based on the deep profiles than the one based on item
preference profiles. In addition, the experimental results
also show that the deep profiles that are learned from
side data-integrated latent factor models, i.e., SBMF using
textual review data and Multi BiasSVD using implicit
feedback data, supports better group recommendation than
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TABLE 5. Experimental results of group recommendation methods using latent factor models. The top 2 methods with highest results are highlighted in
blue.

TABLE 6. Experimental results of group recommendation methods using memory-based collaborative filtering. The top 2 methods with highest results
are highlighted in blue.

the traditional latent factor model based only on rating
data, i.e., BiasSVD. For example, in the Beauty dataset,
the F1-score results of DP_SBMF and DP_MultiBiasSVD
are 1.06 times and 1.08 times the F1-score result of
DP_BiasSVD, respectively. These results reinforce previous
statements about the effectiveness of side data sources like
text reviews and implicit feedback in modern recommender
systems.

Next, we analyze the experimental results according
to each group size in Fig. 12-13. The larger the group

size is, the more our proposed methods demonstrate
superiority over previous methods. The reason for this
phenomenon is explained: When the group has more
members, it is more difficult to find an item in which
all members provide interests. Therefore, the aggregation
of the item preferences obtained from the members will
be less representative of the interests of the whole group.
This difficulty does not exist when performing aggregation
of group members’ deep profiles, which are completely
specified.
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FIGURE 12. Experimental results of group recommendation methods
using latent factor models according to the group sizes.

The formation of a group is divided into active and
passive based on the group members’ perception of other
group members [53]. Users with similar interests tend to
actively form a group. The greater the similarity of interests
among group members, the higher the active in group
formation and vice versa [45], [49]. Therefore, now we
classify the experimental groups according to the average

FIGURE 13. Experimental results of group recommendation methods
using memory-based collaborative filtering according to the group sizes.

interest similarity among group members. Fig. 14-15 shows
the group recommendation performance in this aspect. It can
be remarked that the lower the average similarity of interest
in the group, i.e. passive groups, the larger the difference in
experimental results between ourmethods and othermethods.
Passive groups are more likely to have conflicts of interest
than active groups. Therefore, the group’s item preference
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FIGURE 14. Experimental results of group recommendation methods
using latent factor models according to average interest similarity among
group members.

profile obtained by aggregating members’ item preference
profiles is often less accurate. This means that the quality of
projecting the group’s item preference profile into the latent
factor space will be bad. Therefore, item preference profile
aggregation-based methods always faced many difficulties in
recommending passive groups. As discussed in section II, a

FIGURE 15. Experimental results of group recommendation methods
using memory-based collaborative filtering according to average interest
similarity among group members.

significant benefit of moving from item preference profile
aggregation to deep profile aggregation is the elimination
of the above projection operation in the recommendation
process. This is why our methods work so well for passive
groups.
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FIGURE 16. Experimental results of the DP_SBMF according to the
average size of the text reviews that the group members wrote.

The above experimental results have shown that the textual
reviews in DP_SBMF best support group recommendations.
This motivates us to further analyze the experimental results
of the DP_SBMF according to the average size of the text
reviews that the group members wrote. As shown in Fig. 16,
the more detailed the reviews the group members write, the
more accurate the DP_SBMF recommends the group. There-
fore, in addition to collecting ratings, group recommender
systems need to pay more attention to collecting reviews as
well as issuing policies to encourage users to write detailed
reviews.

The above experiments were conducted when the group’s
satisfaction for items is simulated at the strictest level.
Specifically, the group is satisfied with an item only
if all group members like the item. However, in some
contexts, the group becomes more lenient in rating items.
As long as 2/3, even 1/2, of the group members like
the item, it can be said that the group is satisfied with
the item. Fig. 17-18 show the results of the methods in
these such contexts. When the process of rating items

TABLE 7. The results of the t-test statistical comparison. a � b means
that a is statistically superior to B.

became less rigorous, all the experimental methods got
better results. However, our methods still maintain the
lead.

Fig. 19-20 shows the processing time for a group
recommendation method to predict a group’s rating for an
item. Because this time belongs to the online phase, it directly
affects the user experience in the system. As can be seen
from Fig. 19-20, the rating prediction time of the item
preference-based methods depends on the number of items
in the dataset. The reason is that both aggregating group
members’ item preferences and projecting the group’s item
preferences into the latent factor space require scanning all
items. Therefore, the larger the number of items in the dataset,
the longer the item preference-basedmethods take to predict a
rating. This is a major disadvantage when implementing item
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TABLE 8. The results of the t-test statistical comparison. a � b means
that a is statistically superior to B.

preference-based methods in large-scale settings. In contrast,
in deep profile-based methods, the processing time for
predicting a rating depends only on the number of latent
factors. Therefore, when the number of items increases with
each experimental dataset, the rating prediction time of
deep profile-based methods does not change. Experiments
of previous studies on latent factor models have shown
that the optimal number of latent factors is always much
smaller than the number of items. This provides a significant
competitive advantage in terms of rating prediction time

FIGURE 17. Experimental results of group recommendation methods
using latent factor models according to the group satisfaction.

of deep profile-based methods over that of item preference
profile-based methods. In addition, compared with the
original latent factor model, i.e., DP_BiasSVD, the latent
factor models that are integrated with side data such as
DP_SBMF and DP_MultiBiasSVD only incur additional
computational costs in the process of learning latent factors.
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FIGURE 18. Experimental results of group recommendation methods
using memory-based collaborative filtering according to the group
satisfaction.

The rating prediction functions of all of them are the
same. Therefore, the rating prediction time of DP_BiasSVD,
DP_SBMF, and DP_MultiBiasSD is equivalent. It can be
concluded that the deep profile-based approach is very suit-
able for deploying advanced latent factor models for group
recommendation.

Finally, we use the F1-score samples of all experimental
groups for statistical comparisons. Thereby, we aim to draw

FIGURE 19. The rating prediction time of group recommendation
methods using latent factor models.

the most accurate conclusions about the comparison between
methods. The statistical comparison includes parametric
and non-parametric. In this study, we used both t-test,
a parametric statistical comparison, and Wilcoxon signed-
ranks test, a non-parametric statistical comparison, as in [43],
[54], and [55]. T-test depends on t-value while Wilcoxon
signed-ranks test depends on z-value. T-value and z-value
are used to calculate the p-value. if the p-value is less
than 0.05 then the two methods involved in statistical
comparison will be significantly different. As shown in
Table 7-8, our proposed methods are statistically better
than other methods because the obtained p-values are all
less than 0.05. Among our proposed methods, DP_SBMF
and DP_MCF_LM are statistically the best in the case of
latent factor model andmemory-based collaborative filtering,
respectively. These give stronger support to our above
conclusions.

VI. CONCLUSION AND FUTURE WORKS
In this paper, we propose group recommendation methods
based on deep profile aggregation. Deep profiles refer
to the users’ profiles deep within the recommendation
algorithms. Compared with item preferences profiles, deep
profiles have the advantage of low dimensionality and
are fully specified. In addition, deep profile aggregation-
based group recommendation helps eliminate the projection
operation, which is a costly step in the online phase.
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FIGURE 20. The rating prediction time of group recommendation
methods using memory-based collaborative filtering.

This has facilitated the implementation of progressive latent
factor models for group recommendation. Experiments have
demonstrated a clear effect of deep profiles compared
with item preference profiles in group recommendations
when the recommendation algorithms are used respectively
as memory-based collaborative filtering and latent factor
model. Especially in the context of sparse data, group
recommendations based on the deep profiles show even
more outstanding performance. In addition, recent advanced
latent factor models such as SBMF and Multi Bias-SVD
have also proved very suitable for learning deep profiles.
The experimental results were analyzed in many different
aspects such as group size, review size, and group formation.
Finally, we used statistical comparisons to confirm our
conclusions.

The weakness of the methods proposed in this study is the
invariance in the user weights. Maybe for one entry, a user

has a high weight but for another entry his/her weight is not
so high anymore. Therefore, to estimate the user weights that
vary with each entry in the deep profile, the objective function
of the latent factor models needs to bemodified. However, the
challenge is that the more variables in the objective function
are, themore overfitting they present. Therefore, in the future,
we aim to combine user weights defined on item preference
profiles and user weights defined on deep profiles to achieve
more perfect user weights.

The process of learning users’ deep profiles is directly
related to the selected recommendation algorithm. In other
words, it is sensitive to the parameters used in the recom-
mendation algorithm. Therefore, the methods proposed in
this paper will fail if these parameters are not well defined.
As shown above, to achieve good experimental results,
we have performed parameter tuning very carefully. The
definition of deep profiles that are both less dependent on
the parameters of the recommendation algorithm and fully
represent the users needs to be discussed more in future
studies.

This study paves the way for the easy implementation
of a single-user recommendation algorithm for the group
recommendation. All we need to do is to define the
appropriate deep profiles in the selected recommendation
algorithm. Currently, hybrid recommendation algorithms
have been confirmed to be more efficient than traditional
recommendation algorithms. As a result, what will their
deep profiles be? And how to deploy them for group
recommendation? If their deep profiles are defined to be
too complex, of course, there will be more computational
costs for the online stage. In future works, we are supposed
to address these questions to further refine deep profile
aggregation-based group recommendations.

APPENDIX 1
∀u = 1 . . .m :

∂J (BiasSVD_Weight_Lagrange)

∂w(LFM )
u

= 0

∂J (BiasSVD_Weight_Lagrange)

∂γ
= 0

⇔
∑

(u,i)∈R

(
Ru,i − ou − pi
−µ−Hu,:.QT

i,:

)2

+ γ.β.w(LFM )β−1
u = 0(∗)

m∑
u=1

w(LFM )β
u −1 = 0(∗∗)

(∗)⇔ w(LFM )
u

=

(∑
(u,i)∈R

(
Ru,i−ou−pi−µ−Hu,:.QT

i,:

)2)1/(β−1)

(γ.β)1/(β−1)
(∗ ∗ ∗)

(54)

Putting (∗ ∗ ∗) into (∗∗) is obtained by the equation as shown
at the top of the next page.
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)2
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⇔
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⇔
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(
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u can be rewritten as follows:

w(LFM )
u

=

(∑
(u,i)∈R

(
Ru,i − ou − pi
−µ−Hu,:.QT
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APPENDIX 2
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