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ABSTRACT The current context of rising ecological awareness and high competitiveness, reveals a strong
necessity to integrate the sustainability paradigm into the design of production systems. The buffer allocation
problem is of particular interest since buffers absorb disruptions in the production line. However, despite
the rich literature addressing the BAP, there are no studies that use a multi-objective framework to deal
with energetic considerations. In this study, the energy-efficient buffer allocation problem (EE-BAP) is
studied through amulti-objective resolution approach. Themulti-objective problem is solved to optimize two
conflicting objectives: maximizing production throughput and minimizing its energy consumption, under
a total storage capacity available. The weighted sum and epsilon-constraint methods as well as the elitist
non-dominated sorting genetic algorithm (NSGA-II) are adapted and implemented to solve the EE-BAP. The
obtained solutions are analyzed and compared using different performance metrics. Numerical experiments
show that epsilon-constraint outperforms the NSGA-II when considering comparable computational time.
The Pareto solutions obtained are trade-offs between the two objectives, enabling decision making that
balances productivity maximization with energy economics in the design of production lines.

INDEX TERMS Buffer allocation problem, energy efficiency, multi-objective optimization, unreliable
production lines, non-linear programming.

I. INTRODUCTION
The buffer allocation problem (BAP) is a design problem in
production systems that aims to find the optimal allocation
of storage space to achieve system efficiency. Allocating
additional buffer sizes has a significant impact on system
efficiency through the absorption of disruptions due to break-
downs or variations in processing times. However, it also gen-
erates a higher work-in-process inventory level and greater
investment cost. Therefore, finding the optimal allocation of
buffer capacities is a crucial research issue.

The BAPwas firstly presented by [1]. It is anNP-hard com-
binatorial optimization problem [2] characterized by different
variants depending on the objective functions and constraints
of the model. The most studied versions are the dual BAP
and the primal BAP [3]. The dual BAP focuses on throughput
maximization with a total buffer capacity as a constraint
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(equation 1, whereK is the number of machines in the line,N
the buffer size vector, Ntotal the total buffer space available in
the system, andψ the throughput of the line). The primal BAP
minimizes the total buffer capacity with a minimum desired
throughputψd (equation 2). Both forms of the BAP have been
widely addressed in the literature. Many other variants of the
BAP exist, focusing on profit maximization [3], [4], average
work-in-process [5], system availability [6], etc. Literature
work also considered combining other design options within
the BAP, such as system configuration, equipment selection
or maintenance actions [7]–[9]. Comprehensive reviews on
the BAP can be found in the literature [3], [10].

Find N = (N1,N2, . . . ,NK−1) so as to:

max ψ
s.t.

K−1∑
j=1

Nj ≤ Ntotal j ∈ 1 . . .K − 1,

Nj ∈ N∗ j ∈ 1 . . .K − 1.

(1)
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Find N = (N1,N2, . . . ,NK−1) so as to:

min
K−1∑
j=1

Nj{
s.t. ψ ≥ ψd

Nj ∈ N∗ j ∈ 1 . . .K − 1.
(2)

However, the current context requires a special focus
on energy efficiency in the design of production lines
and storage spaces in particular. For energy conser-
vation, emission reduction, and sustainability, including
energy efficiency to design concerns is no more a choice.
Recently, [11] presented a novel variant of the BAP called
the energy-efficient buffer allocation problem (EE-BAP)
that studied both throughput and energy consumption
optimization under a total buffer capacity constraint.
The EE-BAP considered the trade-off between through-
put and energy efficiency performance and demonstrated a
great potential of energy economics with low throughput
deterioration.

Nevertheless, the throughput and energy consumption opti-
mization combination in the EE-BAP were studied through a
single objective framework. A multi-objective study of the
EE-BAP could potentially be more effective and highlight
more valuable findings and perspectives considering the com-
plex trade-off between throughput and energy consumption
optimization. The main aim remains reaching sustainability
and energy efficiency in production systems design with-
out having to sacrifice productivity in return. Converting
a multi-objective problem into a single-objective problem
when having conflicting objectives could be inconclusive.
In this case, a set of trade-off optimal solutions needs to
be studied (known as Pareto-optimal solutions), instead of a
single optimum solution. It is therefore more interesting to
search for Pareto-optimal solutions offering a panel of alter-
natives for decision making. Thus, in this paper, the focus is
made on the multi-objective study of the EE-BAP. We inves-
tigate optimal/near optimal buffer configurations that respect
the total buffer space allowed and provide maximum through-
put with minimum energy consumption simultaneously. Two
Classical methods, namely the weighted summethod (WSM)
and epsilon-constraint method (ECM), as well as the evo-
lutionary multi-objective algorithm non-dominated sorting
genetic algorithm NSGA-II, are adapted and implemented.
Results are compared using indicators to assess cardinality,
spread, distribution, and coverage of the obtained Pareto front
approximations.

The main contributions of this research could be summa-
rized as follows:

• The novel variant of the BAP focusing on both
energy efficiency and throughput optimization, intro-
duced by [11], is rigorously studied and analyzed
through a multi-objective framework. The goal is to
find buffer configurations that respect the total buffer
space allowed and provide maximum throughput with

minimum energy consumption simultaneously for pro-
duction systems.

• Two classical multi-objective optimization meth-
ods WS and ECM, as well as the evolutionary
algorithm NGSA-II are implemented to search for
Pareto-optimal solutions. Comparative studies high-
light the out-performance of the ECM. The efficiency of
the non-linear programmingmethod used for solving the
EE-BAP allows finding Pareto fronts with good spread
and coverage in reasonable computational times.

• The simultaneous optimization of the conflicting objec-
tives: throughput and energy consumption, offers a
panel of alternatives for decision making. The com-
plex trade-off between both performances is analyzed
allowing to reach sustainability and energy efficiency in
production systems design.

The article is presented as follows. Section 2 introduces
basic concepts of multi-objective optimization and some pop-
ular resolution approaches. A literature review related to
the multi-objective BAP is also presented in this section.
Section 3 introduces the EE-BAP and its Multi-objective
modeling based on Pareto optimization. In Section 4, numeri-
cal results from the multi-objective resolution of the EE-BAP
and a comparative study using performance indicators are
presented. Conclusions and future research directions are put
forward in Section 5.

II. RELATED LITERATURE
A. MULTI-OBJECTIVE OPTIMIZATION
Multi-objective optimization has been a growing interest in
the last two decades. Solving a problem with multiple con-
tradicting objectives to be optimized simultaneously requires
a set of optimal trade-offs between the conflicting objec-
tives [12]. In the following, we describe basic theoretical
concepts related to multi-objective optimization as well as
some of the most popular resolution approaches.

1) BASIC CONCEPTS
A general multi-objective optimization problem is given as
follows:

optimize F(x) = [F1(x),F2(x), . . . ,Fk (x)]T

s.t.
gj(x) ≤ 0, j = 1, 2, . . . ,m

(3)

k is the number of objective functions to be optimized and
m is the number of inequality constraints, with m ≥ 2. x is
a vector of design variables and F(x) is a vector of objective
functions. gj(x) ≤ 0 represents the constraints and� contains
all feasible x.

Given two vectors x, x ′ ∈ �, the vector x is said to
dominate x ′ (x > x ′) if x is not worse than x ′ in any objective
function (x weakly dominates x ′) and it is strictly better in at
least one objective function [13], [14]. If neither x dominates
x ′, nor x ′ dominates x, x and x ′ are said to be non-comparable.
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The vector x is a Pareto-optimal solution if there is no
other vector in� that dominates it. The set of Pareto-optimal
solutions is called the Pareto set. Its image is called the Pareto
front.

In single-objective optimization, the set of optimal solu-
tions is often composed of a singleton. In the multi-objective
case, the Pareto front usually contains many elements (an
infinity in continuous optimization and an exponential num-
ber in discrete optimization [15]). To solve a multi-objective
problem, the best discrete representation of the Pareto front
is searched as it is, in general, not possible to enumerate
all elements of the Pareto front. A set of decision vectors
in the feasible set is called a Pareto set approximation if no
element of this set is weakly dominated by any other. The
image of this set in the objective space is called a Pareto front
approximation [16].

2) RESOLUTION APPROACHES
One of the most popular methods used for solving
multi-objective problems is to reduce it to a scalar problem.
TheWSMallows themulti-objective optimization problem to
be cast as a single-objective mathematical optimization prob-
lem. The objective function therefore becomes an aggregated
weighted sum of the normalized objectives. The weights
ωk , k = 1, ..,m are chosen such that

∑m
k=1 ωk = 1 and

ωk ≥ 1. A convex combination of objectives is hence
obtained. The well-known limitation of this method is its
inability to generate non-convex portions of the Pareto front
regardless of the weight combination used. Another tradi-
tional method from the field of multi-objective optimization
is the ECM introduced in [17]. In this method, one of the
objective functions is selected to be optimized while the
other(s) are converted into additional constraints. By a sys-
tematic variation of the constraint bounds, different elements
of the Pareto front can be obtained. One of the difficulties of
this method is that the solution to the problem largely depends
on the chosen epsilon vector requiring therefore problem
knowledge. The WSM and ECM rely on the availability of
a procedure to solve constrained single-objective problems.
Multiple executions are required which may result in expen-
sive computational time.

In addition to these classical methods, evolutionary algo-
rithms are also used in multi-objective optimization. The
first implementation of a multi-objective evolutionary algo-
rithm dates back to the 1980’s with the Vector Evalua-
tion Genetic Algorithm (VEGA) [18]. Considerable research
effort has been devoted to the study of evolutionary multi-
objective optimization. This is mainly due to their capacity
to deal simultaneously with a set of possible solutions. Con-
sequently, in a single run of the algorithm several members
of the Pareto-optimal set are found, instead of having to
perform multiple runs as in the case of the classical meth-
ods. Furthermore, these algorithms are less susceptible to the
shape or continuity of the Pareto front and require very little
knowledge about the problem.

TheNon-dominated SortingGenetic Algorithm (NSGA-II)
[19] is one of the popularly used evolutionary multi-objective
algorithms. It is widely used for its diversity and faster
convergence in solutions. At each generation, the offspring
population is created from the parent population of size Npop.
The two populations are combined to form a new population
of size 2Npop, which is then classified into different non-
domination classes (fronts) to form a new population of size
Npop according to the non-domination ranking. The resting
fronts are deleted. The crowding distance is used to keep
members from the last front according to the remaining slots
for more diversity.

Besides the NSGA-II method, other methods are also
commonly used such as the Strength Pareto Evolutionary
Algorithm (SPEA2) [20], the Pareto envelope-based selec-
tion algorithm PESA [21], etc. Additionally, there are other
evolutionary algorithm-basedmethodologies, such as particle
swarm or ant-based. For comprehensive literature reviews
on multi-objective evolutionary algorithms, several survey
papers are available [22], [23]. Lately, great progress has
been made in the field of multi-objective optimization with
many algorithms based on hybrid approaches. For instance,
an effective modified multi-objective evolutionary algorithm
with decomposition (MMOEA/D) is proposed in [24] for
the energy-efficient distributed job shop scheduling problem,
minimizing makespan and energy consumption. A multi-
objective Evolutionary Swarm Hybridization (MESH) algo-
rithm is proposed in [25] and applied to hydro-power
plant modeling. In [26], a novel algorithm called MOMPA
multi-objective marine predator algorithm is introduced. This
algorithm incorporates the non-dominated sorting approach
and the reference point strategy to outperform the NSGA-
II. Moreover, a novel hybrid swarm intelligence optimization
algorithm, named PSO-Lévy-DFOA is developed in [27] that
integrates PSO search strategy and Lévy flight applied to
WLAN planning.

B. THE MULTI-OBJECTIVE BAP
Although extensive efforts were devoted to the study of the
BAP since decades as stated in the introduction, most of
the research efforts in the literature only consider the sin-
gle objective version of the BAP. Studies on multi-objective
BAP mainly focus on productivity and buffer space
optimization.

Reference [28] studied the BAP for throughput maximiza-
tion and total buffer size as well as costumer average waiting
delay minimization for closed queueing networks. A multi-
objective approach for the buffer allocation and throughput
trade-off problem for single server general queueing net-
works was developed in [29]. The generalized expansion
method was used as a performance evaluation tool along
with a multi-objective genetic algorithm to minimize the
total number of buffer sizes and maximize the throughput
rate. [30] proposed a multi-objective resolution approach
based on an ant colony algorithm using the Lorenz dom-
inance, for throughput and total buffer size optimization.
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Cross-entropy method was used in [31] to solve the BAP
for throughput and buffer size optimization in unreliable
serial lines. Reference [32] studied buffer and preventive
maintenance periods allocation problems. An integrated sim-
ulation and meta-heuristic algorithm method (genetic and
particle swarm) was used to solve the problem for throughput
maximization and total buffer size as well as total number
of defective units minimization. In [33], a genetic algo-
rithm combined to line search method was used to solve
the multi-objective model for throughput and buffer size
optimization. Later, [34] proposed a multi-objective mathe-
matical formulation and a hybrid genetic algorithm to solve
buffer sizing and machine allocation problems simultane-
ously for throughput maximization and total cost minimiza-
tion. A hybrid multi-objective optimization algorithm based
on an adaptation of the Pareto hill climbing and NSGA-II
was proposed in [35]. Authors studied the line balancing,
equipment selection, and buffer sizing problem for idle
time and total unit costs minimization as well as through-
put maximization. Reference [36] developed a novel tabu-
search NSGA-II hybrid method for throughput maximization
and work in process (WIP) minimization. In [37], the BAP
is studied for throughput, capital buffer installation costs,
and inventory cost optimization in a series-parallel pro-
duction line. This problem is solved using two evolution-
ary algorithms SIBEA (Simple Indicator-Based Evolutionary
Algorithm) and SEMO (Simple Evolutionary Multiobjective
Optimizer).

Recently, [38] focused on the multi-objective BAP for
throughput and buffer size optimization. Discrete event sim-
ulation modeling was used as an evaluative tool for perfor-
mance measure and the Pareto optimal set was derived using
a hybrid approach combining NSGA-II and multi-objective
simulated annealing. Moreover, in [39] the transfer line bal-
ancing problem and the BAP were studied simultaneously
for throughput and total cost optimization. Simulation was
used for evaluation, and the problem was solved using the
NSGA-II and Multi-Objective Particle Swarm Optimization
(MOPSO).

Although the literature related to multi-objective optimiza-
tion algorithms is very rich with various evolutionary-based
algorithms having interesting search and convergence per-
formances, most recent multi-objective studies of the BAP
use either the NSGA-II [39] or hybrid approaches com-
bining NSGA-II with other evolutionary algorithms such
as [35], [36], [38]. Although the developed hybrid algorithm
TS-NSGA-II in [36] demonstrated good performance, the
NSGA-II still shows equivalent overall performance with a
better breadth of search and less computational time than
the developed hybrid approach. Furthermore, in [39], authors
compare the NSGA-II with PSO algorithm, and demonstrate
the over performance of the NSGA-II when compared to PSO
for themulti-objective BAP. Therefore, based on the literature
relative to the BAP, using the NSGA-II as an evolutionary
multi-objective algorithm could be a proper choice for solv-
ing this problem.

III. PROBLEM STATEMENT
The BAP is an NP-hard combinatorial optimization prob-
lem [2] that aims to find the optimal allocation of storage
space among buffer areas in a production line. As stated in
the literature review section, the objectives to optimize are
in most cases the equivalent throughput of the system (to be
maximized) and the total buffer space allocated (to be min-
imized), either in a single or a multi-objective optimization
procedure. In this study, based on the EE-BAP [11], a multi-
objective procedure is conducted to optimize two conflicting
objectives: the throughput of the line and its energy consump-
tion. The total buffer space is considered here as a constraint.

The system studied in this paper is a serial production line
composed of K machines separated by K − 1 buffer areas
(see figure 1). Each machine Mi ∀i ∈ {1..K } is characterized
by a failure rate λi, a repair rate µi, and a processing rate ωi.
Machines are also characterized by a failure state energy con-
sumptionEdown,i, an idle state energy consumptionEno−load,i,
and an operating energy consumption composed of a constant
part Eload,i and a variable part eop,i per part processed. ρi
and Ei are respectively the production rate and the energy
consumption of each machineMi. Finally,ψ is the equivalent
throughput of the line and E its total energy consumption.

FIGURE 1. Serial production line.

In addition, we consider commonly used assumptions in
the literature. Unlimited supply before the first machine and
unlimited storage capacity after the last machine are assumed.
Therefore, the first machine cannot be starved and the last
machine cannot be blocked. Operation dependent failures
are considered. The failure and repair rates of the machines
(respectively denoted λi and µi, ∀i ∈ {1..K }) are assumed to
be exponentially distributed. Furthermore, each buffer Bj j ∈
{1 . . .K − 1} has a finite capacity to be determined denoted
Nj and cannot be down. Energy consumption of buffers is
considered negligible in this study.

A. THE EE-BAP
The EE-BAP is a variant of the BAP that integrates energetic
considerations. The objective is to find the optimal allocation
of buffer spaces to maximize the equivalent throughput and
minimize the energy consumption of the line, under a maxi-
mum total buffer space allowed. To solve the EE-BAP in [11],
a standardized linear combination of the objectives is used to
eventually implement the problem on a mathematical solver.
Numerical results from conducted tests on literature instances
illustrate a great potential of energy savingswith low through-
put deterioration when compared to the classic dual BAP for
throughput maximization. A different buffer profile from that
of the dual BAP is suggested by the EE-BAP, that respects the
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same constraints, but allows a lower energy consumptionwith
low or, in certain cases, no throughput deterioration.

The evaluation approach of the two crucial performances
considered in the problem, i.e. throughput and energy con-
sumption of the line, was developed in [40]. The through-
put is evaluated using the Equivalent Machine Method [41].
In this analytical formulation, the different states of each
buffer Bj j ∈ {1 . . .K − 1} are analyzed using birth-death
Markov processes. Each stochastic process is defined by its
processing rates ratio αj. Based on the analysis of the simple
system composed of two machines and one buffer, the prob-
abilities of empty and full states p0j and p

Nj
j of each buffer Bj

are formulated. Thereafter, each original machine is replaced
by an equivalent machine considering the probabilities of
blockage and starvation. The effective production rates ρi for
each machine Mi i ∈ {1 . . .K } are obtained. The throughput
of the production line ψ is defined as the bottleneck between
the effective production rates of the equivalent machines. Due
to its main approach that considers only full and empty buffer
states, instead of all buffer states as in other methods from
the literature, the state space cardinality of the Markov chain
representation of the system is reduced drastically. Results
from numerical experiments demonstrate a high accuracy
with extensively reduced computational time when compared
to other methods from the literature, such as the decomposi-
tion and aggregation methods [41], [42].

Corresponding formulations for: probabilities of empty
and full buffer state p0j and p

Nj
j for each buffer

Bj j ∈ {1 . . .K − 1}, processing rates ratio αj for each buffer
Bj j ∈ {1 . . .K − 1}, production rates ρi for each machine
Mi i ∈ {1 . . .K }, and equivalent throughput of the line ψ are
given in equations 4 - 8 respectively.

p0j =


1− αj

1− α
Nj+1
j

if αj 6= 1

1
Nj + 1

if αj = 1
(4)

p
Nj
j =


α
Nj
j (1− αj)

1− α
Nj+1
j

if αj 6= 1

1
Nj + 1

if αj = 1

(5)

αj =
mini=1...jρi
mini=j+1...Kρi

∀j = {1 . . .K − 1} (6)

ρi = ωi ×
µi × ξi

µi + ξi × λi
∀i = {1 . . .K } (7)

where: 
ξ1 = 1− pN1

1

ξK = 1− p0K−1
ξi = (1− p0j−1)× (1− p

Nj
j ),

j = i, ∀i = {2 . . .K − 1}.

ψ = mini=1...K {ρi} (8)

The second part of the method evaluates the energy con-
sumption of the production line. The approach consists of an
evaluation based on machine states. Each machine Mi i ∈
{1 . . .K } consumes a specific amount of energy according
to the state in which it could be. Five states are considered
for each machine: operating, down, starved, blocked, and
starved&blocked at the same time. These states are indicated
by 1, 2, 3, 4, and 5 respectively. The first and the last machine
are only characterized by three different states since the first
machine cannot be starved and the last machine cannot be
blocked. A Markov chain formulation is used to obtain tran-
sition and steady state probabilities Pl,i l ∈= {1 . . . 5} i ∈
{1..K }. These probabilities are obtained as a function of
machine parameters as well as probabilities of empty and full
buffer states (p0j and p

Nj
j ) derived from the throughput evalua-

tion part. The transition probabilities matrix is given for each
machine: the general caseMi ∀i = {2 . . .K −1} (equation 9),
as shown at the bottom of the next page, the first machine
(equation 10), as shown at the bottom of the next page, and
the last machine (equation 11), as shown at the bottom of the
next page.

Thereafter, energy consumption Ei is formulated for each
machine Mi i ∈ {1 . . .K } and consequently for the pro-
duction line, using steady state probabilities and specific
state energy consumption. Edown,i is the energy consumed
in the failure state, Eno−load,i the energy consumed while
working without load (starved, blocked or both), Ecload,i the
constant part of energy consumed in the operating state,
and eop,i the variable part of energy consumed per part pro-
cessed. Eventually, the energy consumption E of a serial
production line is defined as the sum of energy consumption
of its K machines. Corresponding formulations for steady
state probabilities Pl,i l ∈= {1 . . . 5} i ∈ {1 . . .K } and
energy consumption Ei for each machine Mi i ∈ {1 . . .K }
as well as the total energy consumption of the line E are
given by equations 12, as shown at the bottom of
the next page-20 respectively. Further details can be
found in [40].

P2,i =
λi

µi
P1,i∀i = {1 . . .K } (13)

P3,i =



µi

λi + µi

p0i−1(1− p
Ni
i )

(1− p0i−1p
Ni
i )(1− p0i−1)

P1,i

∀i = {2 . . .K − 1}
µi

λi + µi

p0i−1
1− p0i−1

P1,i

i = K

(14)

P4,i =



µi

λi + µi

pNii (1− p0i−1)

(1− p0i−1p
Ni
i )(1− pNii )

P1,i

∀i = {2 . . .K − 1}

µi

λi + µi

pNii
1− pNii

P1,i

i = 1

(15)
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P5,i =
µi

λi + µi

pNii p
0
i−1

(1− p0i−1p
Ni
i )

P1,i ∀i = {2 . . .K − 1}

(16)

General case i = {2 . . .K − 1}:

Ei = P2,iEdown,i + (P3,i + P4,i + P5,i)Eno−load,i
+P1,iEcload,i + eop,i ∗ ρi (17)

Case i = 1:

Ei = P2,iEdown,i + P4,iEno−load,i
+P1,iEcload,i + eop,i ∗ ρi (18)

Case i = K :

Ei = P2,iEdown,i + P3,iEno−load,i
+P1,iEcload,i + eop,i ∗ ρi (19)

E =
K∑
i=1

Ei (20)

The problem formulated as a mixed integer non-linear
program is presented in algorithm 1.

B. THE MULTI-OBJECTIVE EE-BAP
The multi-objective EE-BAP is formulated as follows:

Find Pareto optimal set of N

= (N1,N2, . . . ,NK−1) so as to:

maximize f1(N ) = ψ
minimize f2(N ) = E
s.t.
K−1∑
j=1

Nj ≤ Ntotal j ∈ 1 . . .K − 1,

Nj ∈ N∗ j ∈ 1 . . .K − 1.

(21)

K is the number of machines in the production system,
ψ the throughout of the line, and E the total energy con-
sumption. Moreover, N is the buffer size vector and Ntotal

Ai =

1 2 3 4 5

1

2

3

4

5



µi
λi+µi

(1− p0i−1)(1− p
Ni
i ) λi

λi+µi

µi
λi+µi

p0i−1(1− p
Ni
i ) µi

λi+µi
pNii (1− p0i−1)

µi
λi+µi

pNii p
0
i−1

µi
λi+µi

λi
λi+µi

0 0 0

1− p0i−1 0 p0i−1 0 0

1− pNii 0 0 pNii 0

(1− p0i−1)(1− p
Ni
i ) 0 p0i−1(1− p

Ni
i ) (1− p0i−1)p

Ni
i p0i−1p

Ni
i


(9)

A1 =

1 2 4

1
2
4
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Algorithm 1 Energy-Efficient BAP [11]
Input: K ,K − 1,Ntotal, ωi, λi, µi,Edown,i,Eno−load,i,Ecload,i, eop,i.
Output: (N1,N2, . . . ,NK−1), ψ,E .
for each buffer Bj do

for each machine Mi do

Max
(

ψ
ψmax
−

E
Emax

)
Nj ∈ N Nj 6= 0∑K−1

j=1 Nj ≤ Ntotal
ψ = mini=1...K {ρi}
E =

∑K
i=1 Ei

Ei = P2,iEdown,i + (P3,i + P4,i + P5,i)Eno−load,i + P1,iEcload,i + eop,i ∗ ρi
αj =

mini=1...jρi
mini=j+1...Kρi

if αj = 1 then
p0j = p

Nj
j =

1
Nj+1

else
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j

p
Nj
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α
Nj
j (1−αj)

1−α
Nj+1
j
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P1,i
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j )
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j )
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+
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p
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i
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i
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p
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else
if i = K then
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the total buffer space available to be allocated among the
K − 1 buffer areas. Nj,∀j = {1 . . .K − 1} are non-negative
integers denoting the capacity allocated for each buffer Bj.

To solve this multi-objective problem, we adapt and imple-
ment two classical multi-objective methods namely theWSM
and ECM, as well as the evolutionary multi-objective algo-
rithm NSGA-II.

As stated in section II-B, the literature relative to the BAP
shows a high interest in using the NSGA-II as an evolu-
tionary multi-objective algorithm. Many studies demonstrate
its good performance and suitability to the problem. There-
fore, we will use this algorithm next to classical methods.
The use of classical methods is motivated, from one hand,
by the increasing trend for mathematical programming use
to solve the BAP [5]. From the other hand, usually, the
main criticism addressed to these methods is there com-
putational expensiveness due to multiple executions of the
single objective optimization algorithm. However, our mixed
integer nonlinear programming (MINLP) method used for
solving the single objective EE-BAP in [11] allows solving
efficiently the problem in much reduced computational times
when compared to the literature. Therefore, since an exe-
cution of our MINLP using the mathematical solver is not
computationally expensive, classicalmulti-objectivemethods
are interesting to use. The WS and ECM are the most used
classical methods in multi-objective optimization [22] able
to find Pareto optimal solutions. In fact, our problem is
bi-objective. Therefore, a pertinent choice of weights in the
WS is simple to obtain. However, theWS being unable to find
Pareto-optimal solutions that lie on the non-convex portion
of the Pareto-optimal front, the ECM comes to alleviate this
issue. For this method, the principal challenge of choosing
a relevant epsilon vector is overcome. Again, the problem
is bi-objective; therefore, we only have two forms with one
constraint and epsilon value to choose for each.Moreover, the
feasible space for εψ and εE is easy to determine by solving
the single objective MINLP.

Numerical tests and results are presented and compared in
the following sections.

IV. COMPUTATIONAL STUDY
A. DEFINITION OF THE TEST PROTOCOL
For the numerical tests, a largely reported literature bench-
mark is used [3], [11], [43]–[46]. This benchmark is com-
posed of 10 different instances of non homogeneous lines,
with 4, 5, 6, 8, 9, and 10 machines with total buffer capacity
varying from 10 to 315. The corresponding parameters of
these instances are reported in table 1.

The energy parameters used are described in table 2 under
the following assumptions:

• The energy consumption during the idle states (starved,
blocked or both) is considered identical to the constant
part of energy consumed while operating (Eno−load,i =
Ecload,i, ∀i ∈ {1 . . .K }). This assumption is in fact
common in the literature [47], [48].

• The energy consumed in the failure state (Edown,i), being
usually neglected in the literature, is considered in our
study equal to 10% of the idle states energy.

• The fraction of the idle states energy and the operating
energy is approximately equal to 50% for an isolated
system. These energetic parameters are inspired from
the literature [49] and considered without any loss of
generality.

The multi-objective EE-BAP described in equation 21 is
then solved using WSM, ECM, and NSGA-II. The classical
methods WSM and ECM rely on the resolution of single
objective EE-BAP using the MINLP in [11], whereas the
NSGA-II requires the performance evaluation method devel-
oped in [40].

It is worth to mention that the buffer allocation problem
belongs to the class of NP-hard combinatorial optimization
problems [2]. As stated in [50], [51], this problem is difficult
due to the lack of an algebraic relation between the through-
put of the line (and also the energy consumption) and buffer
sizes. Hence, an evaluative algorithm is necessary to calculate
the throughput (and energy consumption) of the line, next to
an optimization algorithm to search for the best buffer con-
figuration. In addition, the BAP has a stochastic nature due
to different processing times and/or random machine failures
in the line. Furthermore, the problem is characterized by an
inherent combinatorial optimization, as it is well established
in the literature that the number of feasible solutions increases
with the number of machines as well as with the storage
capacity to be allocated. Indeed, for a production line with K
machines and a total buffer capacityNtotal , a full enumeration
solving approach is forced to consider K − 2 combinations
among Ntotal + K − 2 possible configurations. The total
number of possible buffer configurations can be calculated
as follows:

Nbsolutions =
(
Ntotal + K − 2
K − 2

)
=

(Ntotal + 1)(Ntotal + 2) · · · (Ntotal + K − 2)
(K − 2)!

(22)

As it can be observed above, the total number of feasible
solutions increases exponentially whenNtotal andK are large.
For instance, there are 10626 possible ways to allocate a total
storage capacity of 20 units to 5 buffers (a production line
with 6 machines). If the production line involves 10 machines
with a total buffer capacity of 100, then the total number
of feasible buffer allocations becomes 3.52 × 1011. This
indicates the computational difficulty to search through the
whole solution space by complete enumeration even for small
sized problems. Therefore, finding optimal solutions by exact
methods may require exponential computational time.

Using the NSGA-II, the algorithm has a computational
complexity of O(MN 2), with M representing the number of
objectives and N the size of the population. The fitness func-
tion uses the performance evaluation method in [40]. This
method reduces drastically the computational complexity for
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TABLE 1. Parameters of production lines reported in [3], [11], [43]–[46].

TABLE 2. Energy parameters [11].

evaluating throughput when compared to other evaluation
methods from the literature such as decomposition or aggre-
gation. This is due to the state space cardinality reduction
when considering only full and empty buffer spates instead
of all buffer states as in the other methods. Considering
a production line of K machines and K − 1 buffers, the
performance evaluation method requires solving a system of
only 10K−1 equations including 9K−2 non-linear equations.

For solving the single objective BAP in WSM and ECM,
we use an integrated optimization method formalizing the
problem into a mathematical programming model, in which
the performance evaluation method [40] is included. The
obtained MINLP is solved using a mathematical solver,
as in [11] where it demonstrated high accuracy with low
computational time.

B. TEST RESULTS
For WSM, the weights ω1 and ω2 are varied with a constant
step size of 0.05 considering

∑2
i=1 ωi = 1. Hence, we obtain

20 Mixed Integer Non Linear Programming (MINLP) prob-
lems to solve on Lingo solver 18.0. For estimating the
Pareto front with ECM, the two versions of the problem
are solved: ECM(v1) maximizing the throughput with the
energy consumption as a constraint, and ECM(v2) mini-
mizing the energy consumption with the throughput as a
constraint. We used a varying number of εψ and εE val-
ues. These parameters were chosen equally spaced within
an interval formed from the minimum and maximum values
of the corresponding single-objective optimization problems.
The step is calculated as a function of the feasible domain
limits in order to maintain a number of 20 Mixed Integer
Non Linear Programming (MINLP) problems to solve for fair
comparison of all methods.

The NSGA-II described in section II-A is also imple-
mented on Python to solve the EE-BAP. It is integrated with

Lingo solver 18.0 for the evaluation of the objective func-
tions. Several tests have been first performed in order to set
efficiently the different parameters of the algorithm. Final
values are determined as a compromise between the quality
of the final solutions and the convergence time needed for
fair comparison of the resolution approaches. The following
parameters are considered:

• Initial population: the initial population is generated at
random according to the number of defined chromo-
somes Npop = 20.

• Population sorting: this sorting follows the method used
by [19] using also the crowding distance.

• Selection: the selection is made by the tournament
method, where the confrontation of two individuals of
the initial population is made to keep the individuals
with the best Pareto front. If the two confrontedmembers
are of the same front, the decision is made according to
the crowding distance criteria.

• Crossover: simulated binary crossover (SBX) is adopted
with the self-adapted procedure developed in [52]. This
procedure allows updating the parameter responsible
for the spread of offspring solution regarding that of
the parent solutions. The crossover is performed with a
probability pc = 0.7.

• Mutation: polynomial mutation is performed with a
probability pm = 1/n (where n is the number of decision
variables).

• Stopping criteria: A maximum number of iterations
ngen = 50 is fixed.

Figures 2-11 show the Pareto fronts obtained by WSM,
ECM, and NSGA-II for the test instances given in table 1.

C. PERFORMANCE COMPARATIVE STUDY
In the following, results of the implemented methods are
compared using performance indicators.

1) PERFORMANCE INDICATORS
A literature review on performance indicators used
in multi-objective optimization can be found in [16].
Multi-objective performance indicators can be classified
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FIGURE 2. Instance 1.

FIGURE 3. Instance 2.

into: cardinality indicators that quantify the number of
non-dominated points generated by an algorithm, conver-
gence indicators that capture the degree of proximity between
a Pareto front and its approximation, as well as distribution
and spread indicators. In our comparative study we focus
on cardinality, distribution, and spread indicators. In the
following, a brief presentation of the used metrics.

a: OVERALL NON-DOMINATED VECTOR GENERATION
(ONVG) [53]
It represents the number of elements in the Pareto front
approximation. Although this indicator is to be maximized,
it is not always a pertinent measure.

FIGURE 4. Instance 3.

FIGURE 5. Instance 4.

b: C-METRIC [54]
We consider two Pareto Front approximations Y 1

N and Y 2
N .

This metric captures the proportion of points in a Pareto
front approximation Y 2

N weakly dominated by the Pareto front
approximation Y 1

N .

c: SPACING (SP) [55]
The SP indicator captures the variation of the dis-
tance between elements of a Pareto front approximation
(equation 23).

SP(YN ) =

√√√√√ 1
|YN | − 1

|YN |∑
j=1

(d̄ − d1(yj,YN \{yj}))2 (23)
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FIGURE 6. Instance 5.

FIGURE 7. Instance 6.

where d1(yj,YN \{yj}) = miny∈YN \{yj}||y − yj||1 is the l1
distance of yj ∈ YN to the set YN \{yj} and d̄ is the mean of
all d1(yj,YN \{yj}) for j = 1 . . . |YN |.
Since this indicator cannot account for holes in the Pareto

front approximation, we complete the study with the Hole
relative size (HRS) indicator.

d: HOLE RELATIVE SIZE (HRS) [56]
This indicator identifies the largest hole in a Pareto front
approximation for a bi-objective problem (equation 24).

HRS(YN ) = (1/d̄) maxj=1,..,|YN |−1d
j (24)

where YN is a Pareto front approximation. The elements of
YN have to be sorted in ascendant order according to the first

FIGURE 8. Instance 7.

FIGURE 9. Instance 8.

objective, dj = ||yj − yj+1||2 is the l2 distance between the
two adjacent objective vectors yj ∈ YN and yj+1 ∈ YN , and d̄
the mean of all dj for j = 1 . . . |YN | − 1..

e: HYPER-VOLUME METRIC (HV)
The hyper-volume indicator is described as the volume of the
space in the objective space dominated by the Pareto front
approximation YN and delimited from above by a reference
objective vector r ∈ Rm such that for all y ∈ YN , y ≤ r .
A higher value of the HV metric is desirable.

2) ANALYSIS
Using the performance indicators, we conduct a compara-
tive study on Pareto fronts generated by WSM, ECM and
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FIGURE 10. Instance 9.

FIGURE 11. Instance 10.

NSGA-II. Table 3 gives the ONVG, SP, HRS, and HVmetrics
of the generated Pareto fronts for each instance as well as the
average values and standard deviation. Computational time is
also given in table 3. Table 4 gives c-metric results and table 5
a summary of worst, average, and best c-metric values for
each compared couple combination.

In addition, figures 12-14 present a comparison between
the used methods using boxplots of SP, HRS, and HVmetrics
respectively, while figure 15 illustrates the average coverage
performance of the methods.

For cardinality, although the ONVG is not a pertinent
measure on its own, it can be noticed from figures 2-11 and
table 3 that ECM and NSGA-II generate more solutions in

FIGURE 12. The boxplots of SP metric.

FIGURE 13. The boxplots of HRS metric.

the Pareto front approximation. In contrast, the Pareto fronts
generated by WSM appear to have only few solutions.

As of the distribution and spread, table 3 and figures 12-13
show that, in average, ECM outperformsWSM and NSGA-II
in SP and HRS metrics. The NSGA-II obtains good values
for these indicators as well. At the opposite, SP and HRS
values for WSM are relatively high. From figures 2-11, it is
easy to notice the existence of noticeable holes and the non
uniformity of the solutions spread for WSM Pareto fronts.
As of the HVmetric, all methods obtain close average values,
with ECM outperforming here as well with the higher values
(see table 3 and figure 14).
For the sets coverage comparison, using tables 4-5 and

figure 15, we can see that ECM outperformsWSM in average
(10% to 17% of ECM solutions are dominated by WSM,
against 27% to 33% of WSM solutions dominated by ECM).
The NSGA-II also covers up to 22% of solutions generated by
the classical methods. However, the Pareto fronts generated
with the NSGA-II are always composed of solutions weakly

VOLUME 10, 2022 3331



Y. Alaouchiche et al.: Multi-Objective Optimization of EE-BAP for Non-Homogeneous Unreliable Production Lines

TABLE 3. Performance metrics results.

FIGURE 14. The boxplots of HV metric.

dominated by the classical methods. In average, 40% up to
60% of the solutions obtained by NSGA-II are dominated
by at least one solution of the classical methods. Addition-
ally, all Pareto front solutions generated by the NSGA-II are

FIGURE 15. Average coverage c-metric.

dominated by those obtained with WSM and ECM(v1) for
instance 7 and instance 10. In fact, the NSGA-II performs
well for small sized instances. However, when the problem
complexity increases, it requires greater computational time
to generate a Pareto front at least as good as the classical
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TABLE 4. C-metric results.

TABLE 5. C-metric results summary.

methods. This can be noticed from instance 7 to instance 10.
In addition to the quality of the solution, the computational
time of the NSGA-II is important when compared to the
classical methods. This is mainly due to the efficiency of
the non-linear programming method used to solve the sin-
gle objective EE-BAP. Indeed, solving the single objective
EE-BAP for each execution (20 predefined executions) of the
classical methods takes at most few minutes each, whereas
the NSGA-II requires various evaluations (population size ×
number of generations) using the mathematical solver which
results in greater computational time. Although the evalua-
tion method used demonstrates extensively reduced calcu-
lation time when compared to other popular methods such
as decomposition or aggregation, running several execution
of the evaluation function results in important computational
time.

V. CONCLUSION
This paper presented a study on the multi-objective EE-BAP.
The goal was to find the optimal allocation of storage capac-
ities in order to simultaneously optimize two conflicting
objectives: the throughput of the production line and its

energy consumption, under a total buffer space constraint.
Two classical methods, namely WSM and ECM, as well
as the well known evolutionary algorithm NSGA-II, were
adapted and implemented to solve the problem. Performance
indicators were used to compare and evaluate the perfor-
mance of the adopted methods.

The computational results show the advantage of ECM
over WSM based on the adopted indicators. Indeed, ECM
generates rich Pareto fronts with good spread, distribution,
and coverage. On another hand, NSGA-II requires large
computational time to generate solutions at least as good
as the classical methods. Although it performs well when
it comes to cardinality, spread, and distribution, coverage
performance is weak when considering comparable compu-
tational time next to the classical methods. A considerable
proportion of solutions in Pareto fronts generated by the
NSGA-II are dominated by the solutions from the classical
methods, particularly for large sized instances. This is mainly
due to the necessity for the NSGA-II to perform a consid-
erable amount of evaluations using the mathematical solver,
whereas the classical methods only need to run a specific
number of executions. Usually, solving a single run of the
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BAP requires high computational time. However, the adopted
non-linear programming method for solving the single objec-
tive EE-BAP reduces drastically the computational time. As a
result, running the classical methods requires a reasonable
time, which is not sufficient for the NSGA-II to generate an
efficient Pareto front.

In conclusion, the Pareto solutions obtained are trade-offs
between the two objectives, enabling decision making that
balances productivity maximization with energy economics
in the design of production lines. Moreover, ECM is found
to be a very performing method to solve the multi-objective
EE-BAP. By virtue of the non-linear programming method
used to solve the EE-BAP, running the classical methods
requires extensively reduced calculation time.

As a future perspective, we suggest investigating the
potential of hybrid approaches in multi-objective optimiza-
tion combining classical methods for their convergence
properties, and evolutionary algorithms for their search
properties that enable finding good spread solutions. In addi-
tion, the generalization of the approach to other production
systems configurations could provide interesting insights.
Further multi-objective resolution methods and evaluation
approaches could be used to solve the EE-BAP as well.

REFERENCES
[1] E. Koenigsberg, ‘‘Production lines and internal storage—A review,’’Man-

age. Sci., vol. 5, no. 4, pp. 410–433, Jul. 1959.
[2] J. M. Smith and F. R. B. Cruz, ‘‘The buffer allocation problem for general

finite buffer queueing networks,’’ IIE Trans., vol. 37, no. 4, pp. 343–365,
Feb. 2005.

[3] S. B. Gershwin and J. E. Schor, ‘‘Efficient algorithms for buffer space
allocation,’’ Ann. Oper. Res., vol. 93, nos. 1–4, pp. 117–144, 2000.

[4] Y. Massim, F. Yalaoui, L. Amodeo, E. Chatelet, and A. Zeblah, ‘‘Efficient
combined immune-decomposition algorithm for optimal buffer allocation
in production lines for throughput and profit maximization,’’ Comput.
Oper. Res., vol. 37, no. 4, pp. 611–620, Apr. 2010.

[5] S. Xi, Q. Chen, J. M. Smith, N. Mao, A. Yu, and H. Zhang, ‘‘A new
method for solving buffer allocation problem in large unbalanced produc-
tion lines,’’ Int. J. Prod. Res., vol. 58, no. 22, pp. 6846–6867, 2019.

[6] B.-H. Zhou, Y.-W. Liu, J.-D. Yu, and D. Tao, ‘‘Optimization of buffer
allocation in unreliable production lines based on availability evaluation,’’
Optim. Control Appl. Methods, vol. 39, no. 1, pp. 204–219, Jan. 2018.

[7] H. Pierreval and J. L. Paris, ‘‘From ‘simulation optimization’ to ‘simulation
configuration’ of systems,’’ Simul. Model. Pract. Theory, vol. 11, no. 1,
pp. 5–19, Mar. 2003.

[8] G. Levitin and L. Meizin, ‘‘Structure optimization for continuous produc-
tion systems with buffers under reliability constraints,’’ Int. J. Prod. Econ.,
vol. 70, no. 1, pp. 77–87, Mar. 2001.

[9] N. Nahas, ‘‘Buffer allocation, equipment selection and line balancing
optimisation in unreliable production lines,’’ Eur. J. Ind. Eng., vol. 14,
no. 2, pp. 217–246, 2020.

[10] S. Weiss, J. A. Schwarz, and R. Stolletz, ‘‘The buffer allocation problem
in production lines: Formulations, solution methods, and instances,’’ IISE
Trans., vol. 51, no. 5, pp. 456–485, May 2019.

[11] Y. Alaouchiche, Y. Ouazene, and F. Yalaoui, ‘‘Energy-efficient buffer
allocation problem in unreliable production lines,’’ Int. J. Adv. Manuf.
Technol., vol. 114, no. 9, pp. 2871–2885, 2021.

[12] A. Abraham and L. Jain, ‘‘Evolutionary multiobjective optimization,’’
in Evolutionary Multiobjective Optimization (Advanced Information and
Knowledge Processing), A. Abraham, L. Jain, and R. Goldberg, Eds.
London, U.K.: Springer, 2005, doi: 10.1007/1-84628-137-7_1.

[13] K. Deb, ‘‘Multi-objective optimisation using evolutionary algorithms: An
introduction,’’ in Multi-objective Evolutionary Optimisation for Product
Design and Manufacturing, L. Wang, A. Ng, and K. Deb, Eds. London,
U.K.: Springer, 2011, doi: 10.1007/978-0-85729-652-8_1.

[14] N. Riquelme, C. Von Lucken, and B. Baran, ‘‘Performance metrics in
multi-objective optimization,’’ in Proc. Latin Amer. Comput. Conf. (CLEI),
Oct. 2015, pp. 1–11.

[15] M. Ehrgott, Multicriteria Optimization (Lecture Notes in Economics and
Mathematical Systems), vol. 491, 2nd ed. Berlin, Germany: Springer,
2005.

[16] C. Audet, J. Bigeon, D. Cartier, S. Le Digabel, and L. Salomon, ‘‘Per-
formance indicators in multiobjective optimization,’’ Eur. J. Oper. Res.,
vol. 292, no. 2, pp. 397–422, Jul. 2021.

[17] Y. Haimes, ‘‘On a bicriterion formulation of the problems of integrated
system identification and system optimization,’’ IEEE Trans. Syst., Man,
Cybern., vol. SMC-1, no. 3, pp. 296–297, Jul. 1971.

[18] J. D. Schaffer, ‘‘Multiple objective optimization with vector evaluated
genetic algorithms,’’ inProc. 1st Int. Conf. Genetic Algorithms Their Appl.,
Mahwah, NJ, USA: Lawrence ErlbaumAssociates. Inc., 1985, pp. 93–100.

[19] K. Deb, A. Pratap, S. Agarwal, and T. Meyarivan, ‘‘A fast and elitist
multiobjective genetic algorithm: NSGA-II,’’ IEEE Trans. Evol. Comput.,
vol. 6, no. 2, pp. 182–197, Apr. 2002.

[20] E. Zitzler, M. Laumanns, and L. Thiele, ‘‘Spea2: Improving the
strength Pareto evolutionary algorithm,’’ TIK, Culver City, CA, USA,
Tech. Rep., 103, 2001.

[21] D. W. Corne, J. D. Knowles, and M. J. Oates, ‘‘The Pareto envelope-based
selection algorithm for multiobjective optimization,’’ in Parallel Problem
Solving from Nature PPSN VI (Lecture Notes in Computer Science),
vol. 1917, M. Schoenauer et al., Eds. Berlin, Germany: Springer, 2000,
doi: 10.1007/3-540-45356-3_82.

[22] K. Deb and K. Deb, ‘‘Multi-objective optimization,’’ in Search Method-
ologies, E. Burke and G. Kendall, Eds. Boston, MA, USA: Springer, 2014,
doi: 10.1007/978-1-4614-6940-7_15.

[23] M. T. M. Emmerich and A. H. Deutz, ‘‘A tutorial on multiobjective
optimization: Fundamentals and evolutionary methods,’’Natural Comput.,
vol. 17, no. 3, pp. 585–609, Sep. 2018.

[24] E.-D. Jiang, L. Wang, and Z.-P. Peng, ‘‘Solving energy-efficient dis-
tributed job shop scheduling via multi-objective evolutionary algo-
rithm with decomposition,’’ Swarm Evol. Comput., vol. 58, Nov. 2020,
Art. no. 100745.

[25] C. G. Marcelino, G. M. C. Leite, C. A. D. M. Delgado, L. B. de Oliveira,
E. F. Wanner, S. Jiménez-Fernández, and S. Salcedo-Sanz, ‘‘An efficient
multi-objective evolutionary approach for solving the operation of multi-
reservoir system scheduling in hydro-power plants,’’ Expert Syst. Appl.,
vol. 185, Dec. 2021, Art. no. 115638.

[26] L. Chen, X. Cai, K. Jin, and Z. Tang, ‘‘MOMPA:A high performancemulti-
objective optimizer based on marine predator algorithm,’’ in Proc. Genetic
Evol. Comput. Conf. Companion, Jul. 2021, pp. 177–178.

[27] P. Liu, Q. Hu, K. Jin, G. Yu, and Z. Tang, ‘‘Toward the energy-saving
optimization of WLAN deployment in real 3-D environment: A hybrid
swarm intelligent method,’’ IEEE Syst. J., early access, Apr. 5, 2021, doi:
10.1109/JSYST.2021.3065434.

[28] M. Yuzukirmizi and J. M. Smith, ‘‘Optimal buffer allocation in finite
closed networks with multiple servers,’’ Comput. Oper. Res., vol. 35, no. 8,
pp. 2579–2598, Aug. 2008.

[29] F. R. B. Cruz, T. Van Woensel, and J. M. Smith, ‘‘Buffer and throughput
trade-offs in M/G/1/K queueing networks: A bi-criteria approach,’’ Int. J.
Prod. Econ., vol. 125, no. 2, pp. 224–234, Jun. 2010.

[30] H. Chehade, F. Yalaoui, L. Amodeo, and F. Dugardin, ‘‘Buffers sizing
in assembly lines using a Lorenz multiobjective ant colony optimization
algorithm,’’ in Proc. Int. Conf. Mach. Web Intell., Oct. 2010, pp. 283–287.

[31] J. Bekker, ‘‘Multi-objective buffer space allocation with the cross-entropy
method,’’ Int. J. Simul. Model., vol. 12, no. 1, pp. 50–61, Mar. 2013.

[32] M. Zandieh, M. N. Joreir-Ahmadi, and A. Fadaei-Rafsanjani, ‘‘Buffer allo-
cation problem and preventive maintenance planning in non-homogenous
unreliable production lines,’’ Int. J. Adv. Manuf. Technol., vol. 91, nos. 5–8,
pp. 2581–2593, Jul. 2017.

[33] M. Amiri and A. Mohtashami, ‘‘Buffer allocation in unreliable production
lines based on design of experiments, simulation, and genetic algorithm,’’
Int. J. Adv. Manuf. Technol., vol. 62, nos. 1–4, pp. 371–383, Sep. 2012.

[34] A. Mohtashami, ‘‘A new hybrid method for buffer sizing and machine
allocation in unreliable production and assembly lines with general distri-
bution time-dependent parameters,’’ Int. J. Adv. Manuf. Technol., vol. 74,
nos. 9–12, pp. 1577–1593, Oct. 2014.

[35] J. Oesterle, T. Bauernhansl, and L. Amodeo, ‘‘Hybrid multi-objective opti-
mization method for solving simultaneously the line balancing, equipment
and buffer sizing problems for hybrid assembly systems,’’ Proc. CIRP,
vol. 57, pp. 416–421, Jan. 2016.

[36] C. Su, Y. Shi, and J. Dou, ‘‘Multi-objective optimization of buffer alloca-
tion for remanufacturing system based on TS-NSGAII hybrid algorithm,’’
J. Clean. Prod., vol. 166, pp. 756–770, Nov. 2017.

3334 VOLUME 10, 2022

http://dx.doi.org/10.1007/1-84628-137-7_1
http://dx.doi.org/10.1007/978-0-85729-652-8_1
http://dx.doi.org/10.1007/3-540-45356-3_82
http://dx.doi.org/10.1007/978-1-4614-6940-7_15
http://dx.doi.org/10.1109/JSYST.2021.3065434


Y. Alaouchiche et al.: Multi-Objective Optimization of EE-BAP for Non-Homogeneous Unreliable Production Lines

[37] A. B. Dolgui, A. V. Eremeev, and V. S. Sigaev, ‘‘Analysis of a multicri-
terial buffer capacity optimization problem for a production line,’’ Autom.
Remote Control, vol. 78, no. 7, pp. 1276–1289, Jul. 2017.

[38] S. Yelkenci Kose and O. Kilincci, ‘‘A multi-objective hybrid evolutionary
approach for buffer allocation in open serial production lines,’’ J. Intell.
Manuf., vol. 31, no. 1, pp. 33–51, Jan. 2020.

[39] H. Shao, G. Moroni, A. Li, X. Liu, and L. Xu, ‘‘Simultaneously solving
the transfer line balancing and buffer allocation problems with a multi-
objective approach,’’ J. Manuf. Syst., vol. 57, pp. 254–273, Oct. 2020.

[40] Y. Alaouchiche, Y. Ouazene, and F. Yalaoui, ‘‘Economic and energetic
performance evaluation of unreliable production lines: An integrated ana-
lytical approach,’’ IEEE Access, vol. 8, pp. 185330–185345, 2020.

[41] Y. Ouazene, H. Chehade, A. Yalaoui, and F. Yalaoui, ‘‘Equivalent machine
method for approximate evaluation of buffered unreliable production
lines,’’ in Proc. IEEE Symp. Comput. Intell. Prod. Logistics Syst. (CIPLS),
Apr. 2013, pp. 33–39.

[42] Y. Bai, J. Tu, M. Yang, L. Zhang, and P. Denno, ‘‘A new aggregation
algorithm for performance metric calculation in serial production lines
with exponential machines: Design, accuracy and robustness,’’ Int. J. Prod.
Res., vol. 59, no. 3, pp. 4072–4089, 2020.

[43] D. Seong, S. Y. Chang, and Y. Hong, ‘‘Heuristic algorithms for buffer
allocation in a production line with unreliable machines,’’ Int. J. Prod. Res.,
vol. 33, no. 7, pp. 1989–2005, Jul. 1995.

[44] H. T. Papadopoulos and M. I. Vidalis, ‘‘A heuristic algorithm for the buffer
allocation in unreliable unbalanced production lines,’’ Comput. Ind. Eng.,
vol. 41, no. 3, pp. 261–277, Dec. 2001.

[45] I. Sabuncuoglu, E. Erel, and Y. Gocgun, ‘‘Analysis of serial production
lines: Characterisation study and a new heuristic procedure for optimal
buffer allocation,’’ Int. J. Prod. Res., vol. 44, no. 13, pp. 2499–2523,
Jul. 2006.

[46] Y. Ouazene, A. Yalaoui, F. Yalaoui, and H. Chehade, ‘‘Non-linear pro-
gramming method for buffer allocation in unreliable production lines,’’
in Analytical and Stochastic Modeling Techniques and Applications (Lec-
ture Notes in Computer Science), vol. 8499, B. Sericola, M. Telek, and
G. Horváth, Eds. Cham, Switzerland: Springer, 2014, doi: 10.1007/978-3-
319-08219-6_6.

[47] W. Su, X. Xie, J. Li, and L. Zheng, ‘‘Improving energy efficiency in
Bernoulli serial lines: An integrated model,’’ Int. J. Prod. Res., vol. 54,
no. 11, pp. 3414–3428, Jun. 2016.

[48] W. Su, X. Xie, J. Li, L. Zheng, and S. C. Feng, ‘‘Reducing energy con-
sumption in serial production lines with Bernoulli reliability machines,’’
Int. J. Prod. Res., vol. 55, no. 24, pp. 7356–7379, 2017.

[49] A. Bajpai, K. J. Fernandes, and M. K. Tiwari, ‘‘Modeling, analysis, and
improvement of integrated productivity and energy consumption in a
serial manufacturing system,’’ J. Cleaner Prod., vol. 199, pp. 296–304,
Oct. 2018.

[50] W.-M. Chow, ‘‘Buffer capacity analysis for sequential production lines
with variable process times,’’ Int. J. Prod. Res., vol. 25, no. 8,
pp. 1183–1196, 1987.

[51] L. Demir, S. Tunali, and D. T. Eliiyi, ‘‘The state of the art on buffer
allocation problem: A comprehensive survey,’’ J. Intell. Manuf., vol. 25,
no. 3, pp. 371–392, Jun. 2014.

[52] K. Deb, K. Sindhya, and T. Okabe, ‘‘Self-adaptive simulated binary
crossover for real-parameter optimization,’’ in Proc. 9th Annu. Conf.
Genetic Evol. Comput. (GECCO), 2007, pp. 1187–1194.

[53] D. Van Veldhuizen, ‘‘Multiobjective evolutionary algorithms: Classifica-
tions, analyzes, and new innovations,’’ Air Force Inst. Technol., Dayton,
OH, USA, Tech. Rep. AFIT/DS/ENG/99-01, 1999.

[54] E. Zitzler, ‘‘Evolutionary algorithms for multiobjective optimization:
Methods and applications. Zürich: Swiss federal institute of technology
(ETH),’’ Ph.D. dissertation, Institut für Technische Informatik und Kom-
munikationsnetze, Comput. Eng. Netw. Lab., ETH, Zürich, Switzerland,
1999.

[55] J. R. Schott, ‘‘Fault tolerant design using single and multicriteria genetic
algorithm optimization,’’ Ph.D. dissertation, Dept. Aernautics Astronaut.,
Massachusetts Inst. Technol., Cambridge, MA, USA, 1995.

[56] Y. Collette and P. Siarry, ‘‘Three new metrics to measure the convergence
of metaheuristics towards the Pareto frontier and the aesthetic of a set of
solutions in biobjective optimization,’’ Comput. Oper. Res., vol. 32, no. 4,
pp. 773–792, Apr. 2005.

YASMINE ALAOUCHICHE received the Engi-
neer degree in industrial engineering from the
National Polytechnic School of Algiers, Alge-
ria, in 2019. She is currently pursuing the Ph.D.
degree in optimization and safety of industrial sys-
tems with the University of Technology of Troyes,
France. Her research interests include the mod-
eling, analysis, and optimization of production
systems as well as energy-efficient manufacturing
systems design and optimization.

YASSINE OUAZENE received the Engineering
degree in industrial engineering from the National
Polytechnic School of Algiers, Algeria, in 2009,
and the master’s and Ph.D. degrees in systems
optimization and safety from the University of
Technology of Troyes, in 2010 and 2013, respec-
tively. He is currently an Associate Professor at
the Computer Science and Digital Society Labo-
ratory, University of Technology of Troyes. He is
an author or coauthor of more than 50 scientific

publications, including 15 articles from international journals. His research
interests include production systems planning and scheduling, manufactur-
ing systems design, energy management issues in production systems, and
optimization methods and algorithms applied for smart pricing.

FAROUK YALAOUI received the Engineering
degree in industrial engineering from the National
Polytechnic School of Algiers, Algeria, in 1995,
the master’s degree in industrial systems engi-
neering from the National Polytechnic Institute of
Lorraine, Nancy, France, in 1997, and the Ph.D.
degree in production management from the Uni-
versity of Technology of Troyes (UTT), France,
in 2000. He has been the Scientific Director of the
Industrial Chair Connected Innovation, UTT, since

2016, where he is currently a Full Professor, and the Senior Vice President
of Research. He is an author or coauthor of more than 440 contributions,
publications, or communications with one patent, three books (Ellipses,
Hermes-Lavoisier, and John Wiley & Sons), three edited books (Springer),
12 book chapters, and 80 articles in journals, such as IIE Transactions, Euro-
pean Journal of Operational Research, International Journal of Production
Economics, IEEE TRANSACTIONS ON RELIABILITY, Reliability Engineering &
System Safety, Computers & Operations Research, and Journal of Intelligent
Manufacturing. He also published more than 270 articles in conference
proceedings and presented 42 invited speeches (seminaries or conferences
plenary sessions). His research interests include scheduling problems, sys-
tems design, operations research, modeling, analysis, and optimization of
logistic and production systems, reliability and maintenance optimization,
and optimization problems in general.

VOLUME 10, 2022 3335

http://dx.doi.org/10.1007/978-3-319-08219-6_6
http://dx.doi.org/10.1007/978-3-319-08219-6_6

