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ABSTRACT The GEO-Mobile Radio Interface-1 (GMR-1) is a satellite communication standard used
in Thuraya, a United Arab Emirates-based regional mobile satellite service provider. The specification of
the encryption algorithm used in GMR-1 was not disclosed until it was uncovered by Driessen et al. in
2012 through reverse engineering. Given that A5-GMR-1, a stream cipher used in GMR-1, is primarily
based on A5/2, Driessen et al. presented a ciphertext-only attack from the attacks on A5/2. Their ciphertext-
only attack recovers the session key from multiple sets of 24 ciphertexts in an average of 32.1 min and
requires 400 GB of pre-computed data. This study enhances Driessen et al.’s ciphertext-only attack on
A5-GMR-1 in all aspects of time, memory, and data. Our contributions are fourfold. First, we optimize
the inefficient part of the previous attack. As a result, our ciphertext-only attack recovers the session key
from multiple sets of 13 ciphertexts in less than 1 second and requires 400 MB of pre-computed data.
Second, we propose novel memory-saving techniques. These techniques reduce the memory complexity
to 216 ∼ 289 MB without increasing the time and data complexity. Third, we present several time-memory-
data tradeoff techniques. Using these techniques, we can present an attack that meets the desired conditions,
such as memory minimization or data minimization. Furthermore, while the complexity of the previous
attack is presented vaguely as ‘‘multiple sets’’ of 24 ciphertexts, these techniques allow us to accurately
calculate the time, memory, and data complexity of the attack. Finally, we demonstrate that A5-GMR-1
can be attacked without frame numbers. To find out the frame number of each ciphertext, it is necessary
to analyze and synchronize multiple channels. We present a plaintext recovery attack that does not require
these processes.

INDEX TERMS A5-GMR-1, ciphertext-only attack, cryptography, stream cipher.

I. INTRODUCTION
Nowadays, mobile communication systems allow people to
communicate with each other and transmit data in most parts
of the world. However, some areas, such as deserts, oceans
and mountains, are not covered by mobile communication
systems. A satellite communication system overcomes these
regional limitations and allows people from a wider area
to communicate with each other. The GEO-Mobile Radio
Interface (GMR), a standard of European Telecommunication
Standards Institute (ETSI), is now commonly used for satel-
lite communications. There is the GMR-1 standard adopted
by the Thuraya phone and the GMR-2 standard adopted by
the Inmarsat phone.
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Telecommunication systems such as mobile communica-
tion systems and satellite communication systems are always
exposed to the risk of eavesdropping. Therefore, robust
encryption algorithms are essential to protect data. Encryp-
tion algorithms adopted for mobile communication sys-
tems include A5, ZUC, and SNOW. These algorithms have
been sufficiently analyzed and evaluated over the past years
[1]–[6]. On the other hand, the encryption algorithms adopted
for GMR are not included in the officially published
standards.

In 2012, Driessen et al. revealed the algorithm used in
GMR through reverse engineering and named the encryption
algorithm adopted by GMR-1 as A5-GMR-1, and the encryp-
tion algorithm adopted by GMR-2 as A5-GMR-2 [7], [8].
They also presented a known plaintext attack on A5-GMR-2.
This attack was enhanced in 2018 by Jiao et al. [9].
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A5-GMR-1 has a structure quite similar to that of A5/2
used in the global system for mobile communications (GSM).
Both ciphers are composed of four linear feedback shift
registers (LFSRs) and have a similar process of generating
a keystream. The differences between them are the feedback
polynomials of the LFSRs, keystream generation formula,
and number of iterations. Owing to their similarities, existing
attacks on A5/2 can be applied also to A5-GMR-1 with some
modifications.

Briceno et al. revealed the specifications of A5/2 (and
A5/1) through reverse engineering of GSM phones in
1999 [10]. After disclosing the specification, Goldberg et al.
first conducted a cryptanalysis of A5/2 [11]. The main dis-
advantage of the attack is the requirement that two known
plaintexts whose frame numbers have exactly 1326 differ-
ences are given. Barkan et al. proposed a ciphertext-only
attack by exploiting that encryption is applied after encod-
ing in GSM encrypted communication [12]. Furthermore,
they optimized the attack by pre-computing some of the
attack steps. Even in GMR-1 satellite communication, data
is encoded and then encrypted. Based on this similarity,
Driessen et al. revealed the specification of A5-GMR-1
through reverse engineering and then mounted a ciphertext-
only attack against A5-GMR-1 by adjusting ciphertext-only
attacks on A5/2.

In Driessen et al.’s attack on A5-GMR-1, a session key
can be recovered from multiple sets of 24 ciphertexts in an
average of 32.1 min, and 400 GB of pre-computed data,
compressed using the LZ algorithm, is required. However,
Barkan et al.’s attack on A5/2 recovers the session key in less
than 1 second with 8 ciphertexts, and requires 4GB of mem-
ory complexity. The two attacks have different levels of com-
plexity. This does not result from distinct target algorithms.
It is because Driessen et al.missed several optimizations and
allowed some parts of their attack to be inefficient.

Another problem is that the complexity of Driessen et al.’s
attack is presented somewhat vaguely. In order to accurately
calculate the memory complexity, it is necessary to consider
the XOR-differences between the frame numbers of given
ciphertexts. They neither take this into account nor present
the memory complexity before and after applying the LZ
compression algorithm. Moreover, the number of ciphertexts
required is suggested as multiple sets of 24 ciphertexts, not
the exact number.

In this paper, we present an improved ciphertext-only
attack on A5-GMR-1. We address the problems of the pre-
vious work we pointed out and propose new methods to
further improve the attack. The contributions of this study
are fourfold. First, we enhance the attack proposed by
Driessen et al. by optimizing inefficient processes.We exploit
the ideas from Barkan et al.’s attack on A5/2. As a result,
the time, memory, and data complexity of the ciphertext-
only attack on A5-GMR-1 are significantly reduced. The
time complexity is reduced from 32.1 minutes to less than
1 second. The memory complexity is reduced from 400 GB

to 400MB. The data complexity is reduced frommultiple sets
of 24 ciphertexts to multiple sets of 13 ciphertexts.

Second, we present novel methods to reduce memory
complexity without increasing the time and data complexity.
Specifically, optimizing the attack parameters can reduce
the memory complexity. In the attack process, we express
every bit of the keystream as a quadratic combination of ses-
sion key related variables. Collecting quadratic combinations,
we linearize the quadratic terms and generate a linearized
system of equations. We pre-compute possible systems and
store the matrices associated with them in the offline stage.
Our memory-saving techniques minimize the size of the lin-
earized system of equations and the size of system-related
matrices to be stored.

Third, we present two complexity-tradeoff techniques.
The first technique considers the tradeoff between memory
and data complexity. We analyze the effect of the XOR-
differences between the frame numbers of given ciphertexts
on the memory complexity. Through this technique, it is
possible to determine how the number of given ciphertexts
affects memory complexity. Furthermore, it provides us with
the exact time, memory, and data complexity of the attack.
Another complexity-tradeoff technique addresses the rela-
tion between memory complexity and the probability of
success. When the number of ciphertexts increases to more
than 28, the first technique cannot further reduce the memory
complexity. In this case, our second technique provides an
efficient way to reduce memory complexity. The most bal-
anced attack considering both tradeoff techniques requires
28 ciphertexts, recovers the session key in less than 1 second,
and requires 289 MB for pre-computed data. This setting
provides an attack for the least data × time × memory.

Finally, we present a plaintext recovery attack on
A5-GMR-1 which does not require a frame number. Frame
numbers are transmitted without encryption. However, the
frame number and the voice data are transmitted through
different channels. Therefore, in order to determine the frame
number of each ciphertext, we need to collect, analyze, and
synchronize multiple channels. If the goal is to analyze the set
of ciphertexts associated with just a few phone calls, these
processes may not be a burden. However, if the goal is to
analyze multiple phone calls in real time, our variant attack is
very advantageous.Moreover, the data andmemory complex-
ity are the same as them of the attack using frame numbers,
and only the time complexity increases several times. Under
the same conditions as our most balanced attack (28 cipher-
texts and 289 MB of pre-computed data are given), the time
complexity of the plaintext recovery attack is 16 times that of
the previous one, which is still less than 1 second.

The results are summarized in Table 1. The attack group
A1 presents the results of previous studies.A2 represents the
main results of applying the proposed optimization methods
and tradeoff techniques. The first in A2 represents the most
balanced attack. The second and third inA2 represent attacks
for the least memory and data, respectively. A3 represents

1980 VOLUME 10, 2022



D. Lee et al.: Improved Ciphertext-Only Attack on GMR-1

TABLE 1. Summary of cryptanalysis on A5-GMR-1.

the results of applying the memory/probability of the success
tradeoff technique. A4 represents the results of applying the
memory/probability of the success tradeoff technique when
more ciphertexts are available compared to that in a previous
setting. We chose number 56 because a 10 second call has a
ciphertext streak of up to 56 lengths according to [8].

The remainder of this paper is organized as follows.
Section II defines the notations used in this paper with brief
explanations of the technical background of the GMR-1 and
the stream cipher A5-GMR-1 which are necessary to under-
stand this study. Section III presents an improved ciphertext-
only attack on A5-GMR-1. Section IV presents the methods
used to reduce memory complexity. Section V presents sev-
eral complexity tradeoff techniques that enable the selection
of appropriate attacks under resource constraints. Section VI
presents a plaintext recovery attack that does not require
knowledge of the frame numbers. Finally, Section VII con-
cludes the paper.

II. PRELIMINARY
A. NOTATIONS
In this paper, among the various channels of GMR-1,
we are interested in Traffic Channel-3 (TCH3) through which
encrypted voice data are transmitted. Therefore, notations
defined in this subsection are focused on the TCH3 channel.
The bitstream is considered as a column vector. The following
notations are used throughout the paper.

• d : The data transmitted through one frame
(160-bit). It is encoded, encrypted, multiplexed,
modulated and then transmitted.

• G : The generating matrix (160×208). It represents
part of encoding.

• N : The frame number (19-bit). Each frame is num-
bered by a frame number. The frame number of
the i-th given ciphertext is denoted by Ni.

• s : The fixed scrambling bits (208-bit). Scrambling
is the process of adding a binary-noise sequence
to the input bit stream.

• z : The keystream (208-bit). It is the output of the
stream cipher A5-GMR-1, with the session key
and frame number as inputs.

• c : The ciphertext (208-bit). It is the bitstream after
the data has been encoded and encrypted.
c = (G> × d)⊕ s⊕ z

• r : The syndrome (48-bit). It is defined as
r = H × (c⊕ s).

• 0m×n : m× n matrix, where all elements are zero.

A more detailed description of each notation is covered in
the rest of paper. Each bitstream is indexed by writing the
frame number as a superscript. For example, ciphertext, data,
and syndrome having N0 as a frame number are denoted by
cN0 , dN0 , and rN0 , respectively. Each bit of the column vector
is separated by a subscript (starting from 0). For example, the
i-th bit of cN0 is denoted by cN0

i . The transpose of a matrix
(or a vector) M is denoted by M>.

B. DESCRIPTION OF TCH3 IN GMR-1 STANDARD
We briefly introduce the process of signal generation in
this subsection. According to the ETSI technical specifica-
tion [13], a user unit delivers a bitstream comprising several
blocks of 80 information bits to the encoder. Channel coding,
interleaving, scrambling, encryption, and multiplexing are
applied to the block in this order. They are mapped and
transmitted in an NT3 burst. In summary, two blocks of
80 information bits are encoded into a 212-bit block. The
multiplexing process can be reversed simply by removing
4 bits from specific positions in the 212-bit block. Therefore,
we assume that the 208-bit ciphertexts are given after con-
volutional coding, puncturing, interleaving, scrambling, and
encryption without multiplexing (the detailed procedure of
these encodings can be found in [13]).

Convolutional coding, puncturing, and interleaving are
considered as matrix multiplications. Therefore, a generating
matrix G with the size of 160 × 208 can be obtained, which
represents the entire encoding process as the matrix multipli-
cation G>× d , except for scrambling. Given that scrambling
and encryption are executed by XORing the corresponding
bitstreams s, zwith the encoded data, the following condition
is satisfied.

c = (G> × d)⊕ s⊕ z.

In the encoding process, the multiplication G> × d includes
48-bit redundancy. Therefore, a parity-check matrix H with
the size of 48× 208 such that

H × G> × d = 0 ∀d ∈ {0, 1}160.

can be found. Thus, the syndrome r = H × (c⊕ s) satisfies
the following:

r = H × ((G> × d)⊕ z) = H × z. (1)

Therefore, we can simply remove the effect of d from cipher-
texts and mount a ciphertext-only attack on A5-GMR-1 with
r = H × z without the knowledge of d .

C. DESCRIPTION OF A5-GMR-1
The stream cipher A5-GMR-1 is used in the GMR-1 stan-
dard. Although its specification is not available in public,
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TABLE 2. Parameters of the A5-GMR-1 registers.

Driessen et al. in 2012 [7] uncovered A5-GMR-1 through
reverse engineering.

A5-GMR-1 is a stream cipher that accepts a 64-bit session
key K and a 19-bit frame number N . It uses four LFSRs,
namely, R1, R2, R3, and R4 of 19-, 22-, 23-, and 17-bit
lengths, respectively, as the main building blocks (Figure 1).
We denote each bit of the LFSR using a subscript. For exam-
ple, R10 represents the least significant bit (LSB) of R1
(the 0-th bit of R1), and R46 represents the 6-th bit of R4.
Table 2 lists the feedback polynomial of each LFSR. The
nonlinear majority function M used for irregular clocking
and keystream generation is defined as follows:

M : {0, 1}3 → {0, 1}
(x, y, z)2 7→ xy⊕ yz⊕ zx. (2)

In a cryptanalysis, we exploit the fact that the outputs of the
majority function can be expressed by the quadratic monomi-
als of the input bits.

A5-GMR-1 comprises initialization and keystream gener-
ation phases, wherein the former is as expressed follows:
• Initialization Phase of A5-GMR-1
(1) All bits of four LFSRs are initialized to 0.
(2) A 64-bit initialization vector α is derived from the

frame number N and the session key K as follows:

α = K0,1,2||K3 ⊕ N6||K4 ⊕ N7||K5 ⊕ N8||K6 ⊕ N9||

K7 ⊕ N10||K8 ⊕ N11||K9 ⊕ N12||K10 ⊕ N13||

K11 ⊕ N14||K12 ⊕ N15||K13 ⊕ N16||K14 ⊕ N17||

K15 ⊕ N18||K16...21||K22 ⊕ N4||K23 ⊕ N5||

K24...59||K60 ⊕ N0||K61 ⊕ N1||K62 ⊕ N2||

K63 ⊕ N3.

(3) The bits of α are re-ordered to α′ such that

α′16i+j = α16(i+1)−(j+1)

for all i = 0, 1, . . . , 3, j = 0, 1, . . . , 15.
(4) For each LFSR Rj (j = 1, .., 4), execute the following:

For i = 0, 1, . . . , 63,

a) Clock Rj
b) Rj0← Rj0 ⊕ α′i .

(5) Each LSB of all four registers is set to 1; that is,

Rj0← 1 for j = 1, . . . , 4.

We denote the 81-bit initial state after the initialization
phase for each frame number by β, and the initial states of

Rj by Rjinit; that is,

β = β0, . . . , β18,︸ ︷︷ ︸
R1init

β19, . . . , β40,︸ ︷︷ ︸
R2init

β41, . . . , β63,︸ ︷︷ ︸
R3init

β64, . . . , β80︸ ︷︷ ︸
R4init

.

Upon completion of the initialization phase, the keystream
generation phase works as follows:
• Keystream Generation Phase of A5-GMR-1
(1) R1, R2, and R3 are clocked according to the following

conditions. (a)
a) If M(R41,R46,R415) = R415, R1 is clocked.
b) If M(R41,R46,R415) = R46, R2 is clocked.
c) If M(R41,R46,R415) = R41, R3 is clocked.

(2) Each bit zl of the keystream is created as follows.

zl ←M(R11,R16,R115)⊕M(R23,R28,R214)

⊕M(R34,R315,R319)⊕ R111 ⊕ R21 ⊕ R30.

(3) R4 is clocked.
These processes are repeated 458 times, the first 250 bits
generated are discarded, and the next 208 bits are used as a
keystream. In a real environment, another 208-bit keystream
is generated, and two 208-bit keystreams are used for encryp-
tion and decryption. The first 208-bit keystream is used on
the side of the handset for decryption and on the side of the
network provider for encryption. Therefore, we conduct a
cryptanalysis in this study while considering only the first
208-bit keystream.

III. IMPROVED CIPHERTEXT-ONLY ATTACK
ON A5-GMR-1
In this section, we present an improved ciphertext-only
attack on A5-GMR-1. We optimize inefficient steps of
Driessen et al.’s attack on A5-GMR-1 by exploiting opti-
mization ideas from Barkan et al.’s attack on A5/2. Let cN0 ,
cN1 , . . . be the given ciphertexts, where N0, N1, . . . are the
corresponding frame numbers. We assume that Ni = N0 + i.
According to the standard [14], the frame number increases
by 1 every 40ms. Therefore, if given ciphertexts are collected
for a continuous period of time, this assumption is natural.1

Our attack recovers βN0 , the initial state of the first frame
number N0, and then finds the session key by reversing the
initialization phase. Our attack exploits that, given R4init,
each bit of the keystream can be expressed as a quadratic
combination of bits in R1init, R2init, and R3init. This fact is
independent of the frame number. Therefore, in the process of
explaining how each bit of the keystream can be expressed as
a quadratic combination, the indication of the frame number
is omitted.

In keystream generation phase, a series of processes are
repeated 458 times (c.f., (1) of Keystream Generation
Phase). R4 is always clocked, and whether R1, R2, or R3
is clocked is determined by R4. Since, R4 does not depend

1It is natural to assume that a given ciphertext has been collected over a
continuous period of time. This is because the target of our attack is phone
calls.
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FIGURE 1. A5-GMR-1 structure.

on the other registers, if R4init is given, one can obtain all
the values of R4 during the keystream generation phase.
This derives the timings when R1, R2 and R3 are clocked,
respectively. It implies that for every iteration, we can express
all the bits in R1, R2, and R3 as a linear combination of bits
in R1init, R2init, and R3init.
Example 1: After R1 is clocked once from its initial state,

each bit of R1 can be expressed as linear combinations of
R1init = β0, . . . , β18;

R10 = β18 ⊕ β17 ⊕ β16 ⊕ β13,

R11 = β0(= 1),

R12 = β1,

· · ·

R118 = β17.

The output of the majority function can be represented as
a quadratic form of the 3 input bits (c.f., Equation (2)).
Therefore, each keystream bit can be expressed as a quadratic
combination of bits in R1init, R2init, and R3init.
Example 2: After R1 is clocked once from its initial state,

M(R11,R16,R115) can be expressed as a quadratic combi-
nation of β;

M(R11,R16,R115) = β0β5 ⊕ β5β14 ⊕ β14β0
= β5 ⊕ β5β14 ⊕ β14.

Since β0 is fixed to 1, some quadratic terms can be evaluated
as linear terms.Moreover,R1 is clocked further, the quadratic
combinationmay also contain a constant 1. The other terms of
the keystream generation formula can be similarly expressed
as quadratic combinations.

In the keystream generation formula, the input of the
majority function always comes from the same LFSR

(c.f., (2) of Keystream Generation Phase). This indicates
that quadratic terms derived from distinct LFSRs do not
exist. For example, the term β1β43 never appears in quadratic
combinations. Because the LSBs of R1init, R2init, and R3init
(β0, β19, and β41) are set to 1, the maximum number of terms
used to represent the keystream bits is

18+
(
18
2

)
+ 21+

(
21
2

)
+ 22+

(
22
2

)
= 655.

We define a column vector x comprising these
655 linear/quadratic terms and a constant term 1. In addition,
we define x consisting of the linear terms of x; that is,

x = (1, β1β2, β1β3, . . . , β17β18,

β20β21, β20β22, . . . , β39β40,

β42β43, β42β44, . . . , β62β63,

β1, . . . , β18, β20, . . . , β40, β42, . . . , β63)

x = (β1, . . . , β18, β20, . . . , β40, β42, . . . , β63)

Now, we consider the frame numbers Ni and indicate
them on each notation. We can express each keystream
bit zNil as a linear combination of terms in xNi . Therefore,
a 208× 656 matrix ANi such that

ANi × xNi = zNi (3)

can be found. The inputs in the initialization phase are the ses-
sion key and frame number (i.e., the 64-bit α′), and all steps
are linear operations, except the last step of setting the LSB
of each LFSR to 1. Therefore, we can find a 81×19 matrix B
such that

βNi = βN0 ⊕ (B×1Ni), (4)
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where1Ni = Ni⊕N0. By Equation (4) and the definition of x,
each terms of xNi can be expressed as a linear combination of
terms in xN0 . Therefore, we can find a 208× 656 matrixMNi

and rewrite Equation (3) as

MNi × xN0 = zNi .

Remind Equation (1) and multiply both sides by the parity-
check matrix.

H ×MNi × xN0 = H × zNi = rNi .

Concatenate all these equations for i = 0, 1, . . .

M × xN0 = r∗, (5)

where

M = ((HMN0 )>||(HMN1 )>|| . . .)>,

r∗ = ((rN0 )>||(rN1 )>|| . . .)>.

It is noted that, in this linearized system of equations,
we only need to find 61 terms representing the initial
state (β1, . . . , β18, β20, . . . , β40, β42, . . . , β63). We define
the reduced row echelon form of M as Mrref and the matrix
that represents the Gaussian elimination as MGE .

MGE ×M = Mrref . (6)

We experimentally found that an average of 12.25 and a
maximum of 13 ciphertexts are sufficient to determine the
61 terms via Gaussian elimination i.e., if 13 ciphertexts are
given, Mrref must be of the form as follows:

∗ The upper part M(563−n)×656 can be any form while the
other parts must be the above forms.

Therefore, we assume that 13 ciphertexts are given
hereafter. We further consider the sub-matrices of Mrref
and MGE .2 We denote by Mlinear the 61 × 656 matrix that
consists of 61 rows from MGE ’s (563 − n + 1)-th row. With
Equation (5), it is satisfied that

Mlinear ×M × xN0 = xN0 = Mlinear × r∗.

Therefore, the corresponding entire initial state can be calcu-
lated by determining R4init; that is, the possible values of βN0

are only 216 for the given 13 ciphertexts cN0 , cN1 , . . . , cN12 .
Among the 216 candidates of initial state, we filter the

impossible cases using MGE . Suppose that Mrref has at least
n rows of all zeros in the lower part. We denote by Mzero the
n × 656 matrix that consists of n rows in the lowest part of
MGE . Equation (5) and (6) give

Mzero ×M = 0n×656, and

Mzero × r∗ = 0n×1.

2The sizes ofMrref andMGE are 624× 656 and 624× 624, respectively.
We reduce their size in Section IV

Therefore, one can filter impossible candidates of R4init
by finding the corresponding matrix Mzero and comparing
Mzero × r∗ with 0n×1.

Barkan et al.’s attack used n = 16. Thus, two of the 216

possibilities survived on average, after filtering. We reduce
memory complexity by optimizing n in Section IV. From
R4init that has passed the filtering, the entire initial state can
be found using Mlinear , as described previously. We generate
keystreams k1, k2, . . . from the initial states and compare
H × (cN0 ⊕ ki ⊕ s) with 048×1. When the recovered initial
state is correct, the results will match. However, with an
incorrect initial state, the probability of matching is 2−48;
therefore, this probability can be ignored. The session key
can be recovered by reversing the initialization phase with
the recovered initial state.

We divide the session key recovery into an offline phase
and an online phase to significantly reduce the time com-
plexity. Because the matrix MNi depends only on the initial
state of R4 and 1Ni, we can pre-compute the matrix MNi

in the offline phase. In this phase, we first determine which
(1N0, . . . ,1N12) to consider. This decision is covered in
Section V. For each (1N0, . . . ,1N12), we construct 216 M
corresponding to all the values of R4init. We calculateMlinear
and Mzero from M and store them. Figure 2 presents the
summary of the entire attack process.

When n = 16, 216 possibilities ofMlinear andMzero should
be stored in the off-line phase for each (1N0, . . . ,1N12).
Therefore, we need 216 × (61× 656+ 16× 656) ≈ 400MB
for each (1N0, . . . ,1N12).

IV. MINIMIZING MEMORY COMPLEXITY
In Section III, we present an efficient ciphertext-only attack
on A5-GMR-1. In this section, we present novel methods
to further reduce memory complexity by optimizing sev-
eral parameters. These methods reduce memory complex-
ity required for each (1N0, . . . ,1N12). Compared with the
attack presented in Section III, the memory complexity can
be further reduced by 28% to 46%.

A. REDUCING THE COLUMN SIZE OF MGE
The first method optimizes the column size of MGE . Since
Mlinear andMzero both consist of some rows ofMGE , memory
complexity can be reduced by minimizing the column size
of MGE . The column size of MGE is equal to the number of
equations included in the linearized system of equations (row
size of M ). Therefore, minimizing the number of equations
in systemM can reduce the memory space for pre-computed
Mlinear and Mzero.

Provided that the system M × xN0 = r∗ satisfies the
following two conditions, our attack can work.

1) It should be possible to calculate 61 linear terms of xN0

using Gaussian elimination (row operation).
2) The reduced row echelon form ofM must have at least

n all zero rows.
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FIGURE 2. Ciphertext-only attack on A5-GMR-1.

This implies that one can only consider the reduced version
of M , rather than the entire column size. Thus, storing dis-
tinct column sizes depending on R4init and (1N0, . . . ,1N12)
becomes more efficient. We apply Gaussian elimination each
time we add an equation to the system. Consequently, it was
experimentally shown that the average number of equations
required for M to satisfy these two conditions is 588 (<624)
when n = 16.

B. REDUCING THE ROW SIZE OF Mlinear
The second method optimizes the row size of Mlinear to
reduce memory complexity. α′63 (= α48) does not influence
the cipher owing to the last step in the initialization phase,
which sets LSBs of LFSRs to 1 [15]. We define α as a
63 × 1 column vector by excluding α48 from α and β as a
77 × 1 column vector by excluding the LSBs of Rj from β;

that is,

α = α0, . . . , α47, α49, . . . , α63,

β = β1, . . . , β18, β20, . . . , β40, β42, . . . , β63, β65, . . . , β80.

Then, each bit of β can be expressed as a linear combination
of bits in α. Therefore, we can find the 77× 63 matrix Minit
that satisfies

β = Minit × α.

We define the upper 63 × 63 of Minit as Minit,up, and the
upper 63×1 of β as βup. BecauseMinit,up has full rank, we can
find the inverse matrix of Minit,up that satisfies

β = Minit × α = Minit × (Minit,up)−1 × βup.

Therefore, from 63-bit of the initial state βup, we can
find the entire 81-bit initial state β. Moreover, because the
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initial state of R4 is guessed during the attack, the entire
initial state can be calculated after only the remaining 47-bit
is additionally found. Thus, the row size of Mlinear can be
reduced from 61 to 47.

C. REDUCING THE ROW SIZE OF Mzero
The third method minimizes the parameter n. This method
trades the time spent in two steps in the online phase. The
two steps are (a) and (b) of (2) of Online Phase presented in
Figure 2. In step (a), an n×588 matrix and a 588×1 column
vector are multiplied 216 times. In step (b), keystreams that
correspond to the surviving values for R4init are generated,
and the correct initial state can be identified using the parity
check matrix.

As n decreases, the memory complexity also decreases
owing to the deduction in the row size of Mzero. Meanwhile,
the time taken for step (a) is shortened, but the time taken for
step (b) is increased. In our implementation, the time com-
plexity (Time) and memory complexity (Memory) according
to n are shown in Figure 3. Compared with the case of n = 16,
Time×Memory is smaller when n = 8 ∼ 15. Time×Memory
is minimized when n = 10. For n ≥ 3, the average time
required for an attack is less than 1 s. When n = 0, the
attack takes approximately 5 seconds on average to find the
session key.

D. GET THEM ALL TOGETHER
When using all three optimizations, the required memory
complexity for each frame number XOR-differences is 216×
(47 × 588 + n × 588) ≈ 216 ∼ 289MB for 0 ≤ n ≤ 16,
which amounts to 54%∼72% of the previous result. In the
case of the third optimization, the complexity analysis could
only be performed experimentally because the optimal value
of nmay vary depending on the implementation (specifically
depending on the elapsed times in steps (a) and (b) of (2) of
Online Phase in Figure 2). Therefore, we do not consider the
third optimization in the rest of the paper because it can be
used after the application of the tradeoff techniques.

V. TRADEOFF TECHNIQUES
In this section, we present several complexity tradeoff tech-
niques. Based on these techniques, we can determine the
number (1N0, . . . ,1N12) that should be considered in the
offline phase. We can then evaluate the exact complexity of
our attack. These tradeoff techniques are analyzed under two
assumptions. First, the obtained ciphertexts have consecu-
tive frame numbers. We call such ciphertexts a ciphertext
streak. Second, the frame numbers are uniformly distributed.
According to the standard, the frame number has a value
between 0 and 313343. Thus, under the second assumption,
the probability that the first frame number is i is deduced as

P[N0 = i] = 1/313344 ∀i ∈ {0, 1, . . . , 313343}.

A. MEMORY/DATA TRADE-OFF
Our attack in Section III requires 13 ciphertexts with con-
secutive frame numbers. Therefore, the 184 XOR-differences

FIGURE 3. Time and Memory complexities depending on n.

of frame number are possible; that is, |D| = 184, where
D = {(1N1, . . . ,1N12) | 1Ni = N0 ⊕ (N0 + i) for
N0 = 0, .., 313343, i = 1, . . . , 12}. Assume that we consider
D′ ⊂ D for the offline phase. The total memory com-
plexity is |D′| × 289MB, according to subsection IV-D.
Let l be the length of the given ciphertext streak. Our attack
can succeed as long as any 13 XOR-differences derived
from the l consecutive frame numbers are included in the
prepared set D′. Given D′ and l, the probability of attack
success can be calculated by Algorithm 1. For example, let
D′ = {(1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12)} and, l = 27. The
probability of success is 90%.

We also consider the target probability of success, denoted
by p. We aim to find D′ that, given l and p, makes
ProbSucc(D′, l) ≥ p. We present a method to find D′

based on the greedy algorithm, as provided in Algorithm 2.
Our method does not guarantee that the output D′ is the
smallest set that satisfies the conditions. For example, let
l = 20 and p = 90%. Algorithm 2 outputs D′ with the
size of |D′| = 15. This indicates that, if a ciphertext streak
of 20 length is given, the attack can be successful with 90%
with the output D′. However, this does not imply that it is
impossible with a smaller setD′ such that |D′| < 15. To verify
if the size of the output is minimal, we must calculate the
probability of success of approximately

(184
14

)
cases, which is

computationally infeasible. The results of Algorithm 2 based
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Algorithm 1 Obtaining the Probability of Attack Success,
ProbSucc(D′, l)
1: INPUT: D′ = {1N1,1N2, . . .}, length of ciphertext

streak l
2: OUTPUT: Probability of attack success for given D′, l
3: S← {}
4: for N0 = 0, 1, . . . , 313343 do
5: for i = 0, 1, . . . , l − 13 do
6: for j = 1, 2, . . . , |D′| do
7: if ((N0 + i)⊕ (N0 + i+ 1), . . . , (N0 + i)⊕ (N0 +

i+ 12)) = 1Nj then
8: S← S ∪ {1Nj}

9: end if
10: end for
11: end for
12: end for
13: RETURN |S|/313344

on the length of the ciphertext streak and the target probability
of success are shown in Figure 4. Memory × Data × (1/p),
which is |D′| × l/p, is minimized when l = 28, p = 100%
and |D′| = 1. We use these values as the default settings for
our attack parameters.

Algorithm 2 Set of Frame Number XOR-Differences to
Pre-Computate
1: INPUT: length of ciphertext streak l, target probability

of success p, set of all possible frame number XOR-
differences D = {1N1, . . . ,1N184}

2: OUTPUT: D′

3: D′← {}
4: while ProbSucc(D′, l) < p do
5: i = argmaxi ProbSucc(D

′
∪ {1Ni}, l)

6: D′← D′ ∪ {1Ni}

7: end while
8: return D′

B. MEMORY/PROBABILITY OF SUCCESS TRADEOFF
According to Driessens et al., a call during 10 seconds pro-
vides a ciphertext streak of up to 56 length. Assuming that we
obtain a ciphertext streak of length 56, an additional mem-
ory/probability of success tradeoff is possible. Let the frame
numbers of 56 ciphertexts be N0,N1, . . . ,N55 and D′ =
{(1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12)} = {1N}. Then, there
are 44 13-length ciphertext streaks. Among them, the number
of streaks whose frame number XOR-difference matches1N
is 2 with a 25% probability and 3 with a 75% probability i.e.,

#{i|(Ni ⊕ Ni+1, . . . ,Ni ⊕ Ni+12) = 1N, i = 0, 1, . . . , 43}

= 2 or 3.

Therefore, even if only 50% of the result of the pre-
computation is stored, the probability of success is

FIGURE 4. Memory/Data complexity for a given probability of success p.

FIGURE 5. Probability of success based on M.

25% × 3/4 + 75% × 7/8 = 84% (much more than 50%).
Figure 5 shows the probability of success according to the
memory complexity.

VI. PLAINTEXT RECOVERY ATTACK NOT USING
FRAME NUMBERS
The frame number is not encrypted between satellite com-
munications. However, it is transmitted through a different
channel from the encrypted voice data. In the GMR-1 stan-
dard, different channels encode data differently. In addition,
obtaining the frame numbers of given ciphertexts requires
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analyzing multiple channels followed by frame synchroniza-
tion. The detailed process of obtaining frame number can be
found in [14], [16], and [17]. Therefore, a variant attack that
does not use frame numbers allows the attacker to concentrate
on TCH3 only. It is advantageouswhen cryptanalyzing a large
number of phone calls in real time, and can be an alternative
if the frame number is not obtained.

This attack only uses the fact that the obtained ciphertexts
have consecutive frame numbers. The original attack selects
a 13-length ciphertext streak whose frame number XOR-
differences match one element of D′ = {1N1,1N2, . . .}.
However, this step cannot be performed if the frame numbers
of the given ciphertexts are unknown. We repeat the original
attack for every 13-length ciphertext streak and element inD′.
If the frame number XOR-differences of the ciphertext streak
do not match 1Ni, none of the initial states of R4 survive
after the online phase. Otherwise, the initial state of the first
ciphertext in a 13-length streak is recovered.

However, because the frame numbers are unknown, the
initialization phase cannot be reversed. Therefore, we cannot
find the session key. Instead, using the matrix B defined
in Equation (4), the initial state of all ciphertexts can be
calculated when the XOR-differences of the frame num-
bers are known. Keystream can then be easily generated
from its initial state. We can find the XOR-differences
between frame numbers because the frame numbers of the
obtained ciphertexts are consecutive. The frame number is
an integer between 0 and 313343. Therefore, 19 XOR-
differences are possible between two consecutive frame
numbers.

Therefore, if we identify the initial state βNi , we can cal-
culate 19 possible values for βNi+1 (and βNi−1 ). Among the
19 values, we can use a parity-check matrix to find the correct
one, as in the original attack. Similarly, βNi+2 (and βNi−2 ) can
be found. By repeating this process, we can recover all the
plaintexts.

VII. CONCLUSION
In this paper, we proposed an improved ciphertext-only
attack on A5-GMR-1. We successfully adjusted the attack
on A5/2 in [12] to A5-GMR-1. Moreover, we presented
novel techniques for optimizing attack complexities. To the
best of our knowledge, these optimizations allow the best
attacks on A5-GMR-1. We also showed that plaintexts can
be recovered without frame numbers. However, in this study,
we only focused on encrypted voice data transmitted through
TCH3. We expect that our novel techniques can also be
applied to other channels of the GMR-1 standard, such
as FACCH.
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