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ABSTRACT Information sharing is one of the huge topics in social media platform regarding the daily news
related to events or disasters happens in nature or its human-made. The automatic urgent need identification
and sharing posts and information delivery with a short response are essential tasks in this area. The key goal
of this research is developing a solution for management of disasters and emergency response using social
media platforms as a core component. This process focuses on text analysis techniques to improve the process
of authorities in terms of emergency response and filter the information using the automatically gathered
information to support the relief efforts. Specifically, we used state-of-art Machine Learning (ML), Deep
Learning (DL), and Natural Language Processing (NLP) based on supervised and unsupervised learning
using social media datasets to extract real-time content related to the emergency events to comfort the fast
response in a critical situation. Similarly, the blockchain framework used in this process for trust verification
of the detected events and eliminating the single authority on the system. The main reason of using the
integrated system is to improve the system security and transparency to avoid sharing the wrong information
related to an event in social media.

INDEX TERMS Event detection, machine learning, blockchain, natural language processing, deep learning.

I. INTRODUCTION
Disasters are part of the daily news in social media during
the past few years. There is various type of disasters such
as earthquake, flood, typhoon, pandemics of diseases and
similarly, human-made disasters, e.g., incidents of terrorism
and industrial accidents [1]-[3]. The number of social media
networks and their activity increasing with a high-speed day
by day and daily information sharing and user-generated
contents is passing hand by hand between millions of internet
users [4]. The user-generated content mainly focuses on the
daily events and news, which are the current discussed topics
in the real world. Internet platforms consider a powerful
communication environment between people for information
exchanging in a large variety of daily events.

The use of social networking and information sharing
in an emergency type of events and dangerous disasters is
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the research challenge for event detection and tracking it
in the early stage. Recently, the extensive connection and
increase of social media platforms give the opportunity for
the management of crises based on crowd-sourcing. One
of the famous tools of crowd-sourcing is Ushahidi [5],
which visualize the reports of crowd-sourced it’s a per-
fect example for improving the awareness of various social
networks. There are various ways to share information in
recent developments, e.g., national security agencies, media
outlets, civil defense, etc. The social media potentiality
caught the attention through the crisis for higher management
quality.

The capability of the limited generalization reason is the
level of micro-blogging, which is a changeable topic in terms
of abbreviations, informal language, limitation of characters,
etc. The recent novel approach proposed by Kruspe et al. [6]
regarding the Twitter detection based on clustering method
and event detection proposed by Fedoryszak et al. [7] based
on full Twitter firehose demonstrating the contextual
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information value by aggregating and sentiment the micro-
blog messages.

In terms of security and information privacy in event detec-
tion system, there are some requirements that are necessary
to follow as authentication, correctness and integrity, privacy,
efficiency and non-repudiation. The authentication, verifies
the identity of messages through network. The correctness
and integrity, checks the data transmission and modification.
The privacy, checks the right identity linking process to
source of data. Efficiency presents the real-time processing
follow the above conditions and non-repudiation clears that
during the process the sender can’t reject any request. The
advantages of this system comparing with the other existing
studies is finding the real-news based on the shared informa-
tion in the social media. This process contains the extrac-
tion of the user information regarding the shared post, user
location and the geotag. More specifically, the blockchain
framework designed to improve the security and transparency
of system to avoid sharing wrong information.

Figure 1 presents the overview architecture of crisis event
detection in term of supervised and unsupervised learning
based on collected data source. The process considering three
factors of location, time and content of the shared information
in social media and blockchain environment. The data source
is related to shared information, posts and comments in social
media which is analysed based on twitter features, Geo-tags,
NLP features, explicit the time of posts, bag-of-words and
custom features.

A. HIGHLIGHTS AND PROBLEM STATEMENT

In this research, we develop the blockchain-based framework
using cloud computing and big data techniques for event
detection during crisis. To enable data sources, we applied
machine learning techniques, gathering and process the infor-
mation to provide useful insights and decisions in Disaster
Risk Management (DRM). The proposed system contains the
prediction of hazards, risk assessments, risk mitigation, and
clearance. The performed task in this system are:

o First: capturing multilingual and multi-modal data
dynamically from real-time social media frameworks.

o Second: Translating the contents based on the language
specific model into unified ontology.

o Third: Applying the Artificial Intelligence (AI) and
Machine Learning (ML) techniques for language-based
intelligent inference.

o Fourth: Applying blockchain framework the reliable
and secure platform for event detection.

o Last: Clarifying results and information of the related
stakeholders in an interactive dashboard.

The main concept of this research is to extract the right
information which is sharing in social media during crisis by
using the recent technologies which gives us the trustworthy
and secure information to avoid fake contents and fake users.

The rest of the process is arranged as follows:
Section 2 presents the brief literature review of the recent
techniques and supports the activities related to crisis and
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TABLE 1. Social media usage in cycle of crisis preparation and response.

Social Media Crisis Usage | Phase of Crisis
Disaster warning .
X 2 Preparation
receive and provide
Event detection Preparation
Learning the shared Preparation-
news information Response
. Preparation-
News consuming R
esponse
Actionable information Preparation-
and response to news Response
Expressing the
P & . Response
concern of emotions
Spread of awareness Response

their short-comes and benefits. Section 3 presents the
detailed methodology and data collection process and the
solutions for end-to-end crisis management and response.
Section 4 presents the implementation of the developed
framework based on the machine learning techniques and
social media post mapping, and we conclude this research
in the conclusion section.

Il. RELATED WORK

Recently, IoT and blockchain using machine leaning has
brought an immense revolution in various walks of life by
converging the physical and digital world together, espe-
cially in the area of healthcare [8]-[13], navigation [14]-[16],
security [17]-[21], cloud computing [22], and smart grid
systems [23]. In this section, various social media plat-
forms discussed which extract the information related to
crisis for supporting the activities related to disasters.
Hui-Jia Li et al. [24] proposed the optimization algorithm
based on dynamical clustering to get more accurate and
fast configuration for the system of electronic commerce.
In another approach of this author [25], based on applying
the optimization algorithm, they tried to solve the prob-
lem of efficient community detection identification. In [26],
Hui-Jia Li et al. proposed the solution for the problem of epi-
demic spreading by applying the dynamic approach on signed
network.

A. MANAGEMENT CYCLE OF DISASTERS

Disaster events are normally divided into four main parts of
preparation, mitigation, response, and recovery. The prepara-
tion and mitigation transpire before the effects of disaster and
the other two phases after the disaster. The preparation used
for reducing the action which is taken the impact of an event.
Those events about to happen are taken as a signal from social
media and start the preparation process. The taken response
from the emergency action through the disaster causes the
direct aftermath based on the event of a disaster. Social media
is used for the proportionality of active emergency during
the response phase, which is conspicuous in ML systems
to extract the posts with useful contents related to disasters.
Table 1 presents the social media functions for the crisis
cycle.
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FIGURE 1. Overview of supervised and unsupervised analysis in crisis event detection based on blockchain.

B. SOCIAL MEDIA ACTIONABLE INFORMATION RELATED
TO DISASTERS

Social media shared information contains actionable infor-
mation in terms of sharing the available contents for coordina-
tion and decision making [27]. During disasters or some seri-
ous topics, the information exchange is a lot between users,
but not all the information is right and useful. There are some
messages, €.g., advice and caution, utilities, affected people,
donations, and needs which are appropriate for support and
coordination [28].

« Advises and caution: This type of content and posts
are giving warning information of the upcoming disaster
and some tips for a serious situation

« Utilities: The information and contents related to infras-
tructure damage is also part of the event detection cate-
gory, which covers the shared news in this area.

o Donations and needs: Sharing the contents regarding
people and society which are in need in terms of food
or medicine, etc., to aware the other people about this
problem which this type of posts are the most famous
for content sharing between users in social media.

o Affected people: Sharing the contents related to those
people who are in a trap.

Most of the discussed contents are related to a visual dis-
play of crisis-related information in social media based on the
thematic, temporal, and spatial aspects for awareness of the
situation. The main elements show the various computations
between capabilities e.g content extraction regarding special
criteria and using Natural Language Processing (NLP) tech-
niques, applying Named Entity Recognition (NER) and other
concepts. Some of the social media platforms point to making
actionable reports for the relief activity and supporting dis-
aster response. To do this, creating a report requires tagging
the pre-defined categories in cloud-source. Similarly, there
is a lack of related documents to extract the information for
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creating a report for a possible response. Table 7 presents the
comparison of the recent event detection approaches based on
social media contents.

C. BLOCKCHAIN CONSENSUS MECHANISM IN EVENT
DETECTION

Generating the values of the information detected from events
contains the need of blockchain framework. This system
gives the secure and distributed records for further process.
In addition, the blockchain decentralized nature, gives the
management trust and consensus mechanism and avoid the
authentication problem [35]-[38]. The PoW approach of
blockchain depends on the power of computing and evaluat-
ing the value of hash comparing with current target. The PoS
approach needs to make the block for holding the stake. The
one who has the higher number of records has more chance
to find the next block. Finally, the PoA approach, depends
on the stake identity and the procedure of block depends
on trusted nodes which join to the network. This process is
also fixed in permissioned blockchain. Ashutosh ef al. [39]
proposed a challenges and opportunities of the 5G-enabled
based on integration of blockchain and artificial intelligence.
In this process they focus on solving the problem of net-
work scalability based on distributed network of blockchain.
Dionysis et al. [40] proposed the 5G based assets trading in
blockchain network. In this process they used mobile data
for the blockchain framework and gave the ability to users
for trading, sharing and consume the assets of mobile edge
network.

Ill. PROPOSED EVENT DETECTION SYSTEM BASED ON
CRISIS MANAGEMENT AND SOCIAL MEDIA ANALYTICS
The main focus of this system is creating a cloud-based
environment for the management of the crisis in social media
using social media analytics. The key point of the developed
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TABLE 2. Comparison of related researches to event detection.

Proposed
Author Approach Advantages
Novel knowledge ExtracFmg
. reserving incremental Fhe unseen
Yuwei et al. Eet;ero eneous information
(2021) [29] geneous from shared
graph neural .
network con_t ents m
social media
Novel dynamic Improving the
Habib et al. crowd video S;;fg;lmt?;si%
(2021) [30] modeling for on limited

ven ion .
event detectio multi-frame data

Improve the
performance of

Sound event

Heinrich et al. detection based

. segmented

(2021) [31] on triple lofalized event

threshold

level

Social media

emergency Clustering the textual
Lida et al. event detection contents
(2021) [32] based on regarding the 3w

similarity attributes.

between contents

Blockchain-based Effecting on the
Akash et al. [33] gvent—driven specifications
(2021) for the ' of event

decentralized based on the

market place

Blockchain-based
event detection

flexible requirement.
Extracting the
validate events
without need

Ebtesam et al. [34]

(2021) g;)gilcrzggial of prior knowledge
sensin from twitter
¢ media.
Improving the
Blockchain-based performance of
event detection system in term of
Proposed Approach | for the shared security and
i ; transparency
information related ne.
to crisis and predictive
analysis

of textual dataset.

environment is the augmentation of available sensor-based
Disaster Risk Management (DRM) with the capability of
social media to keep the human sensor in public. This pro-
cess activates the authority of the related disaster manage-
ment for integrating and internet-based data access based on
applying semantic analysis for action generating and con-
tent responses. The collected results can be used to mon-
itor the related emergency and management of disasters,
early warning, risk mitigation, and assessments. Figure 2
presents the main architecture of event detection from social
media contents. This architecture has four main components:
event identification, automatic reasoning, incident monitor-
ing and blockchain. The event identification uses real-time
data from social networks. Automatic reasoning extracts
the information and knowledge from accessible data using
intelligent techniques. Incident monitoring, processes the
knowledge-based professional emergency using the sensory
interfaces and blockchain framework analyse the security and
transparency of system and similarly the proof-of-authority
for having the secure and stable system based on trust. Each
component presented in detail below.

VOLUME 10, 2022

A. EVENT DETECTION USING NATURAL LANGUAGE
PROCESSING

This section presents the main components of the NLP tech-
nique used in this process in detail. NLP is one of the famous
approaches in terms of knowledge discovery from textual
information. Social media information mostly is in terms of
posts and tweets that share contents that are happening in the
real world about the events happening worldwide. The three
main components that are used in this system are defined as
below.

1) REPRESENTATION AND IDENTIFICATION OF EVENTS
Event detection can be triggered automatically and manually
based on the operator. Data crawling suppose to have some
parameters. The requirements of a location-based crawler
are social media configuration of the network, window size,
and pre-defined area. The location coordinate provides the
information related to a location using Google API. There is
a need to define specific search terms or pre-defined terms in
the database to search the keywords. Based on this process,
the crawler searches for the match contents and shared posts
with the goal of multi-language contents detection. The lan-
guage translation service used Google and Microsoft API to
translate the contents based on the target language and save
them into a knowledge-based special keywords database to
reach the defined goal. After setting all the requirements, the
system starts to crawl the contents from social media plat-
forms. Every source contains news, posts, images, text, video,
location, etc. The crawled information transformed into an
appropriate format for further pre-processing and applying
semantic analysis. Equation 1, 2 present the number of events
that appear in shared content [41]. w is the representation
of terms that appear in document ¢ and a is representing the
unobserved variable class.

X(w, 1) =1+logio )
X(@t,w) = X(t)ZX(Wla)X(all‘) 2

2) AUTOMATIC REASONING

Transforming data in a suitable format and saving it into
a database to apply sentiment analysis is the first step of
the automatic reasoning process. The automatic reasoning
module goes through topic extraction, classification, senti-
ment analysis, video, and image analysis and finally extracts
similar contacts in terms of posts, topics, etc. Content clas-
sification cause mapping the information into pre-defined
categories. Social media content is changing continuously,
and this aspect is not a practical process to explain a disaster.
The ontology of disaster will be ready to explain mapping the
extracted metadata from social media.

3) VISUALIZATION AND INCIDENT MONITORING

The incident monitoring based on the automatic process
and visualizing the crisis from social media shared infor-
mation required the web-based interface. This interface is
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FIGURE 2. Social media analysis architecture for event detection and management of crisis.

divided into information selection and dissemination, inter-
active visualization and navigation, and the query interface.

« Information Selection and Dissemination: Sharing the
true information with the real people in social media.
Identifying the true contents based on defining sufficient
filters in the system.

« Interactive Visualization: Developing a general dash-
board related to extraction of incidents. Visualizing map,
time plot, graphs to show the differences and relation-
ship between events and various incidents.

« Navigation and Query Interface: Information filtering
based on the detail of event and incident. Able to provide
the extra details regarding the disaster and type of dam-
age and location.

B. EVENT DETECTION USING BLOCKCHAIN

In order to achieve to the consensus mechanism, the dis-
tributed operation in term of high resilience and tamper-
proof, blockchain platform has the power of identification of
public keys. The government service in real world needs the
identification of government issues which web applications
regarding to social media and private email addresses can
step forward it. In blockchain platform, the identities and
public addresses extracted by using the identification pur-
poses. Smart contracts, using the decentralized manners for
running applications based on DLT Virtual Machine using the
DTL platform that the user can send message to the network.
Figure 3 shows the relationship between the persistent stor-
age and smart contract regarding the event detection in the
proposed system. The system designed based on definite and
modular aspects to be effective on separating the event detec-
tion and event aggregation together. The reports in system can
be occasionally and as it is anticipated, regarding the human
mobility and observation differences and responding time,
the reports of aggregated events only send for the module of
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detection that brings the required time for the phase of event
detection. The blockchain framework contains two phase of
event detection and event aggregation in the proposed system
to provide the strong detection process and similarly, identify
users and protecting the system. The highest straightforward
records regarding the user reports save into blockchain and
process later and requires to discarded and disclose the user
data.

C. EVENT DETECTION USING DEEP LEARNING

Users of social media are interested in posting their sit-
uational information which can be related to the disaster
happening around them and the effects of responses for
making the better options for decision making. During this
process there is importance of posts classification into var-
ious categories related to humanitarian for having the effi-
cient processing. After data classification, the dataset become
more instructive for applying the specific responses. Various
works done by applying the deep learning models such as
Convolutional Neural Network (CNN) [42], Gated Recurrent
Unit [43] and Long Short Term Memory [44] in term of
classification of important contents in critical time period.
The main element which make the performance of this sys-
tems weak is the input embedding. Most of the existing
studies tried to encode the textual data using the package
of pre-trained embedding but lots of packages of pre-trained
embedding have the fixed parameter and are unidirectional
so it will not work for various categories of disasters without
doing the process of tuning.

IV. PREDICTIVE ANALYSIS BASED ON EVENT DETECTION
In this section, the predictive analysis on the event detection
process is applied to improve the system’s performance and
check the feed-backs of the process. Similarly, the available
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FIGURE 3. Relationship between persistent storage and smart contract in event detection.

dataset for this process was analyzed from every possible
aspect.

A. PREDICTION MODEL LEARNING
The predictive model applied in this process is classified into
different modules: learning module and prediction algorithm.
Normally, the historical data in the prediction model is used
for the training set and finding the relationship between words
and hidden patterns among the input and output parameters.
In the next step, the output of the user input data for the
training model is predicted. The prediction model perfor-
mance depends on some conditions. The training data and
input data application scenarios are the same, but non of the
prognosis algorithms are not enough for dynamic training of
input states. Therefore, we presented the prediction model
learning in Figure 4. In this process, to improve the predic-
tion model accuracy, we use the learning module for tuning
the prediction algorithm. The presented system monitors the
prediction algorithm performance and similarly it depends
on the external parameters that are part of learning module.
After exploring the external factors and outputs of the predic-
tion model, the learning module has the ability of updating
prediction algorithm tunable parameters and to improve the
performance it replace the train model to prediction algorithm
when it observe the environmental tiggers.

The applied algorithm improves the performance and accu-
racy of the system based on tuning using a learning module.
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The learning module checks the performance of the system
continuously based on getting feed-back as output.

V. RESULTS AND IMPLEMENTATION OF THE PROPOSED
EVENT DETECTION

This section presents the results of the applied deep learning
algorithm of the contents collected from Twitter shared infor-
mation and platform and analyzed the proposed approach
compared with other existing works in this area.

A. DEVELOPMENT ENVIRONMENT AND EXPERIMENTAL
EVALUATION

The development environment of implementing the proposed
event detection system summarized in Table 3. In total, there
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TABLE 3. Development environment.

Module Component Description
Predictive
Analysis Operating System Microsoft Windows 10
Model
Intel(R) Core(TM)
cPU 17-8700@3 20GHz
Main Memory 16GB RAM
Core Programming Language | Python
PyCharm Professional
IDE 2020
ML Algorithm Deep Learning
ygslication Operating System Windows 10
Browser Chrome, Firefox, IE
Programming Language HTML, JavaScript
Library/Framework Notify.js
Erl;);kec\:iﬁ Operating System Ubuntu Linux 18.04 LTS
Docker Engine Version 18.06.1-ce
Docker Composer Version 1.13.0
IDE Composer Playground
Programming Language Node.js

are six main component during processing this system as an
operating system, which is Microsoft Windows 10, CPU that
is Intel(R) Core(TM) 17-8700 @3.20GHz. Used memory in
this system is 16GB RAM. The core programming language
is python with the IDE of PyCharm Professional 2020 and
deep learning model.

B. AVAILABLE EVENT DETECTION DATASET AND ANALYSIS
Social media data collection during a crisis is one of the
important aspects of knowledge-based systems for develop-
ing a system based on user’s needs. Based on the collected
records, Twitter contents are the most focused and available
information. Table 4 contains the list of available datasets
from Twitter contents during crisis and disasters event. There
are three definitions for this dataset: type of data, number of
tweets, and events.

Figure 5 shows the process of data model for event detec-
tion in term of reporting the event, sources and reputation.

Figure 6 represents the comparison of the three dataset cat-
egories based on applying seven machine learning algorithms
and comparing them with the used deep learning model
in this system. The algorithms are Naive Bayes, K-Nearest
Neighbour, Support Vector Machine, Logistic Regression,
XGBoost, and Deep Learning. Dataset categories are related
to COVID19 dataset. As it shown the presented approach is
performing good in every data category comparing with other
algorithms.

1) CLASSIFICATION OF TWEETS

Social media posts and contents classification into humani-
tarian categories is important to capture the events and areas.
During this process, nine categories were defined for labeling
almost 2000 tweets as summarized in Table 5. The defined
model train the 90% of the collected shared posts and 10%
for testing set. Table 5 shows the number of uneven humani-
tarian categories of the labeled tweets. The irrelevant category
presents the contents which are not related to the mentioned
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TABLE 4. Crisis-related dataset records.

Data No. Tweets Events

GeoCov19 524.000.000

[45] From May 2020 | COVIP19

covid19_twitter 400.000.000

[46] Mid June 2020 | COVID19

Kaggle covid19 1.500.000

[47] IstMay 2020 | COVIDI9

Appen Disaster Earthquake,

Response Messages 30.000 Flood,

[48] Hurricane
Bombing,
Earthquake,

TREC-IS 2019A Flood,

[49] 30.000 Typhoon,
Wildfire,
Shooting
Earthquake,
Flood,

Disaster Tweet Corpus Biological,

2020 [50] 150.000 Hurricane,
Wildfires,

Florence [51] 600.000 Hurricane

Epic [52] 25.000 Hurricane
Hurricane,
Hurricane,

Crisis MMD [53] 16.000 Flood,
Typhoone,
Earthquake,
Flood,

CrisisLexT26 [54] 26.000 Wildfire,
Meteor, Typhoon,

Events 2012 [55] 150.000 Disasters and accidents

Data
Source

Generator of Reports Reported Events

Events Report_ID

Event_ID Source_ID

Timestamp EventJD

Event type Event_timestamp

Observation numbers Location o
Event_description
Source_type

Sources

ROLICs Event Detection

" Reporting_ratio =

Reporting_event_type

et petetin Detected Events

Type_of_event_detected

Evaluation———p»| Timestamp_of_events
Location_of_events
Certainty

Evaluation

Reputation of Source
p Applying Source
Reputation

Source_ID
D L

Apparent_accuracy_ratio Calculating Source

Reputation

FIGURE 5. Event detection reports and reputation source assessment in
the data model.

topic. The authorities category contains the contents related
to the government rules. The impact contents are related to
the reports which people are getting affected by this disease.
The reports present the information of the number of death
records and the number of affected cases. The prevention
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TABLE 5. Train and test labeled dataset detail information.

# Labeled Tweets | Tested Tweets
Irrelevant 60 3544
Authorities 71 258
Impact 440 744
Reports 250 3350
Prevention 167 2525
Sign\Symptoms 186 1640
Treatment 139 1458
Transmission 83 253
Other information | 160 3544
Total 1556 17316

TABLE 6. Confusion matrix for the evaluated event detection.

# Actual Positive | Actual Negative | Actual Positive | Actual Negative
Predicted | 1 positive | False Posiive | 096 0.04
Positive
[;Iredlgted False Negative | True Negative 0.02 0.98
egative

records show the strategies regarding this problem, sugges-
tions, and questions related to self-isolation, etc. The sign and
symptoms category present all the symptoms: fever, cough,
breath problem, etc. The treatment category gives informa-
tion regarding the treatments of this disease. The transmission
category presents the details of disease transmission, and
finally, the other information category shows the records of
helpful comments and information regarding this problem.

C. PERFORMANCE EVALUATION
F1-Score in this process evaluates based on Equation 3, and
Table 6 presents the confusion matrix of the evaluated process
based on actual positive and negative values.
iy X
Precision = —— 3)
X+Y
Figure 7 presents the F1-Score of various values regarding
the presented event and related shared contents. In total, three
groups of shared events were created with five, ten, and
twenty shared posts based on geotagging. F1-Score grows
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TABLE 7. Simulation parameters of the proposed event detection.

Parameters Description Value
. Percentage of
Geotagged Posts geotagged posts [10,15,20] %

Percentage of

generic posts 10,20,301 %

Generic Posts

Distribution of

(Pol, district, street,city) | [0.1,0.1,0.2,0.6],...

geotagged posts

Number of : 5.10.20

events

Number of posts Posts based on topics [10,501....

Events radius Event area radius [50,100],...

Event distribution | (Ob d1Strict, [0.6.0.2,0.1,0.1],...

street, level of city)

based on increasing the number of posts related to the event.
If the set event is ten, the number of captured F1-Score is
0.59 based n using the min and max number of configured
posts which shows as [10,50]. Ten is min, and 50 is max. The
other side presents the same process based on the posts with
the related tags to the event.

Figure 8 shows the records of shared generic posts and
tagged posts. This process presents the behavior of multiple
events in the same area.

Figure 9 shows the captured results from the changes
of geotagged contents in four levels of Pol, district, street,
city. The attentiveness of the Pol level contains the higher
F1-Score and can create more related categories. The figure
shows the distribution of textual information percentage on
the right side that evaluates the post coordination among the
mentioned four levels. The total process shows that higher
accuracy means more estimated Pol levels and a higher pos-
sibility of extracting and discovering accurate events.

The applied values in the Figure 7, 8, 9 summarized in
Table 7 for further detail.

Acceptable results are created during the data enrichment
process, the allows for topic identification with higher accu-
racy results. Figure 10 shows the process of enrichment data
using a few geotagged datasets.
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FIGURE 7. Different values F1-score for the number of shared posts related to event.
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FIGURE 9. Different values of the distribution of posts in four levels.

D. BLOCKCHAIN RESULTS

The phase of transaction in blockchain framework, con-
firms the events and make the procedure more impres-
sive. The transactions in this system are divided into two
stages regarding the geographical regions. In the first step,
the local blockchain synchronizing is required and in the
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next step the global blockchain synchronizing which helps
to the maintenance of message delivery. Figure 11 shows
the successful events rate regarding the impact of thre-
hold value and Figure 12 shows the false event detec-
tion rate based on percentage of attackers in blockchain
framework.
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VI. CONCLUSION

The presented system is designed based on the blockchain
and machine learning pipeline to automatically map the
crises and disasters with various humanitarian organizations
supporting the relief efforts. The defined pipeline is cat-
egorized into event detection, classification, mapping the
contents using various humanitarian categories, clustering
and trust verification. The presented pipelines represent the
case study of the shared information on social media and
Twitter dataset. The final results are summarized as detecting
suitable topics, comparing traditional techniques and recently
applied techniques, and predicting and learning modules to
improve system performance and avoid sharing the wrong
information.
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VII. DISCUSSION AND FUTURE WORK

The presented blockchain and machine learning pipeline in
this system gives a significant direction for the future research
work. We can extend this process to apply for different type
of disasters in future in various pipelines. The deficiency in
the category of broad humanitarian might weaken the process
across the other disasters. Integration of various intelligent
techniques detects the awareness of many situations e.g. the
areas which are effected from disaster, the shared posts and
information and further extra contents can support the system.
Data integration from different sources is also the option for
increasing the awareness of system.
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