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ABSTRACT Glaucoma is an irreversible neurodegenerative disease, where intraocular hypertension is
developed due to the increased aqueous humor and blockage of the drainage system between the iris
and cornea. As a result, the optic nerve head, which sends visual stimulus from our eyes to the brain,
is damaged, causing visual field loss and ultimately blindness. Glaucoma is considered as the sneak thief
of vision because it is difficult to diagnose early, and its regular screening is highly recommended to
distinguish the neurological disorder. The detection of glaucoma is costly and time-consuming and not only
there always remains a good possibility of human error but also this detection method is dependent upon
the availability of the resources (experienced ophthalmologists and expensive instruments). In this work,
an automatic glaucoma classification technique has been developed by utilizing multiple deep learning
approaches. First, a new private dataset of 634 color fundus images has been collected and annotated by
two eye specialists, a pediatric ophthalmologist and a glaucoma and refractive surgeon, from Bangladesh
Eye Hospital, Bangladesh. Next, various deep learning models (EfficientNet, MobileNet, DenseNet, and
GoogLeNet) have been used to detect glaucoma from fundus images. The model with EfficientNet-b3
architecture achieved the best results with test accuracy, F1-score, and ROC AUC of 0.9652, 0.9512, and
0.9574, respectively, for the cropped optic cup and disc fundus photographs. We also constructed a new
dataset by segmenting the blood vessels from retinal fundus images employing a U-net model trained
on High-Resolution Fundus Image Database. The MobileNet v3 model trained on this dataset achieved a
satisfactory test accuracy of 0.8348 and an F1-score of 0.7957. This impressive result suggests that blood
vessel segmentation of fundus images can be utilized as an alternative to detect glaucoma automatically.

INDEX TERMS EfficientNet, fundus image, glaucoma, image classification, image segmentation,
MobileNet, U-net.

I. INTRODUCTION
Glaucoma is one of the most well-known causes of irre-
versible blindness across the globe. Glaucoma is an optic
neuropathy in which damage to the retinal ganglion cells
causes permanent vision loss [1]. Structural changes of the
retina, especially in the optic nerve head (ONH) region,
cause this eye disease [2]. Open-angle glaucoma (OAG) is
perhaps the most frequently observed glaucoma type. It is
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initiated by gradual congestion of the drainage system (angle
between iris and cornea), leading to enlargement of the optic
cup region and higher ocular pressure [3]. Angle-closure
glaucoma (ACG) is another class of glaucoma generated by
clogged drainage canals and an abrupt, rapid build-up of
ocular pressure inside the eyes [4]. World Health Organiza-
tion (WHO) announced that glaucoma is the second main
reason for affecting vision and blindness globally. It might
affect anyone at any age, but in aged people, it is more
common. For people above the age of 60, glaucoma is one
of the leading sources of blindness. Glaucoma affects more
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than three million Americans, 2.7 million of whom are aged
40 and older [5]. There are no warning signs for certain cases
of glaucoma. The effect is so progressive that people cannot
detect a loss in vision until the disease is at an advanced
stage, and hence it is considered the sneak thief of sight.
Around 80 million people worldwide have glaucoma in 2020,
and this figure is projected to grow to over 111 million by
2040 [5].

Glaucoma has no cure, but an early diagnosis can prevent
significant loss of vision [6]. There are several methods to
detect and identify glaucoma because of the various eye
features of each individual [7]. The conventional techniques
for detecting glaucoma are developed on the validation of
six main factors: Tonometry, Ophthalmoscopy, Visual Field
Testing, Gonioscopy, Nerve Fiber Analysis, and Pachymetry,
which have been described briefly in the following
paragraphs.

Tonometry: Tonometry, also known as intraocular pres-
sure (IOP), is a standard test for measuring the pressure
inside the eye [2]. Typical ocular pressure ranges between
12 and 22 mmHg. Glaucoma is more likely in people who
have higher than average eye pressure. But having a higher
pressure than average does not always indicate glaucoma.
Conversely, glaucoma may develop in a person with lower
eye pressure rather than in higher pressures.

Ophthalmoscopy: It aids in detecting glaucoma damage by
examining the form and color of the optic nerve [8]. More
tests are needed if the intraocular pressure (IOP) does not
lie within the standard range or if the ocular nerve, which
sends visual stimulus from our eyes to the brain, appears
abnormal.

Visual Field Testing: Visual field testing is also called
perimetry. It generates a diagram of the entire range of
vision [9]. This inspection will assist in deciding whether the
eyesight has been impaired by glaucoma or not.

Gonioscopy: Gonioscopy is a procedure that involves
softly touching the layer of the eye with a unique reflective
instrument to check the angle where the cornea touches the
iris [10]. The doctor will decide what form of glaucoma is
occurring and how serious the glaucoma is based on whether
this angle is open or closed.

Pachymetry: Pachymetry is a technique for determining
the cornea’s thickness [11]. When tonometry is done, the
thickness of the cornea appears to estimate the swelling of
the cornea.

Nerve Fiber Analysis: Nerve fiber analysis is a recent glau-
coma screening technique that assesses the width of the nerve
fiber surface [12]. Narrower areas could indicate glaucoma-
related damage.

Glaucoma diagnostic methods focused on medical image
processing are currently gaining traction over more tradi-
tional studies [13], [14]. Several characteristics of the ocular
retinal structure must be noted in these instances, includ-
ing the optic nerve head (ONH), cup, retinal nerve fiber
surface, peripapillary atrophy, and so on. Figure 1 shows a
fundus image of a normal or healthy eye with its various

FIGURE 1. Labelled fundus image of a healthy eye.

elements, e.g., retina, blood vessel, optic cup, disc, and
macula.

This paper implements automatic glaucoma detection tech-
niques and brings forth the following contributions:
• A novel dataset of retinal fundus images referred to as
BEH, labeled glaucomatous and/or healthy (nonglau-
comatous) fundus pictures has been introduced. The
dataset contains 634 color fundus images (463 nor-
mal/nonglaucoma and 171 glaucomatous), which have
been obtained from Bangladesh Eye Hospital, Dhaka,
and carefully annotated by two ophthalmologists.
We have used four different deep learning algorithms,
EfficientNet, MobileNet, DenseNet, and GoogLeNet,
to diagnose glaucoma from the cropped ocular cup and
disc fundus images.

• Another significant contribution of this work is to
develop a new dataset by segmenting the blood vessels
from retinal fundus images applying the U-net model.
The experiment results indicate that it is possible to
identify glaucoma from blood vessel segmented fundus
images.

• In this paper, we also measured the training timing for
these two separate models and found the training time to
be significantly lower for blood vessel segmented fundus
images and the accuracy of the model to be slightly
compromised.

To the best of our knowledge, this is the first time a compre-
hensive study of automatic glaucoma detection has been per-
formed in this work by applyingmultiple deep learning-based
techniques on both ocular cup and disc segmented and blood
vessel separated retinal fundus images.

II. RELATED WORKS
Conventional diagnosis of glaucoma by manual inspection
of fundus images needs extensive qualified and skilled
persons, and it depends hugely on their subjective judg-
ments [15]. Consequently, this diagnosis process is costly and
time-consuming and depends on human error and resource
availability [16]. That’s why medical images and artificial
intelligence-based automated investigation of glaucoma have
been extensively studied in recent years [17]. Some con-
temporary and significant automatic and qualitative glau-
coma screening works from retinal image analysis have been
described briefly in the following paragraphs.
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Automated retinal image processing for glaucoma detec-
tion has been studied extensively in recent times, with mixed
results. The techniques differ from conventional machine
learning to advanced and sophisticated deep learning tech-
niques. Glaucoma has been detected using both public and
hybrid databases. The majority of the researchers tried
to diagnose glaucoma by combining various public reti-
nal image datasets. For instance, in order to detect glau-
coma from the feature extraction of the optic cup and
disc, J, Civit-Masot et al. used a combination of the two
open-source fundus image datasets, RIM-ONE V3 and
DRISHTI [18]. First, the authors performed data preprocess-
ing, offline and online augmentations by trimming, resiz-
ing, adjusting brightness, zooming, and rotating the images.
Next, they implemented the convolutional neural network
U-net architecture to segment the optic cup and disc from
the fundus images and extracted its features. Finally, the
convolutional neural network, MobileNet V2, has been used
to classify the fundus images into healthy and glaucoma ones.
The authors obtained 0.84-0.93 Dice coefficient scores for
the cup and disc segmentation system. This work reported
an area under the curve (AUC) of 0.93 for the classifica-
tion scheme, which involves trivial computational resources
compared to other existing classification methods. Manually
segmenting the optic cup and disc to estimate the cup-to-
disc ratio (CDR) is a complex and time-consuming pro-
cess. Thereupon, M. Alghamdi and M. Abdel-Mottaleb [19]
developed an automated glaucoma diagnostic framework
based on three different learning methods of convolutional
neural network (CNN) models and evaluated these models’
results with ophthalmologists. Based on both labeled and
unlabeled input, they utilized transfer convolutional neu-
ral network model (TCNN), semi-supervised convolutional
neural network technique (SSCNN) with self-learning, and
semi-supervised convolutional neural network model with
autoencoder (SSCNN-DAE). Their models implemented on
open-source datasets, RIM-ONE and RIGA, demonstrated
convincing results and confirmed the effectiveness of deep
learning models on glaucoma detection. According to the
authors, the TCNN, SSCNN, and SSCNN-DAE achieved
91.5 percent, 92.4 percent, and 93.8 percent overall accu-
racy, respectively. In the paper [20], J. Gómez-Valverde et al.
experimented and developed a transfer learning-based CNN
model for automatic glaucoma classification. They have
used color fundus images from DRISHTI-GS and RIM-ONE
datasets. They also collected some additional images from
different campaigns in Barcelona, Spain, and combined all
three datasets. Then they preprocessed the images and fined
tuned five different CNN models with transfer learning tech-
nique. Among these, the VGG-19 model showed the best
result with an AUC of 94% with a sensitivity and speci-
ficity score of 87.01% and 89.01%, respectively. In [21],
A. Diaz-Pinto et al. utilized five distinct ImageNet-trained
architectures, e.g., VGG16, VGG19, ResNet50, InceptionV3,
and Xception, for detecting glaucoma, where any fea-
ture extraction or estimations of geometric optic nerve

head (ONH) structures like CDR are not required. The
authors used a combination of five open-source datasets
containing 1,707 fundus images from which the ACRIMA
dataset was introduced and made accessible to the public
through the authors. ACRIMA database consists of 396 and
309 glaucoma and healthy (nonglaucoma) images, respec-
tively, and achieved an AUC of 0.7678 with a 70.21% accu-
racy in the test set. Finally, the authors obtained varying AUC
scores of 0.8354, 0.8041, 0.8575, and 0.7739 for the remain-
ing open-source datasets utilized in this work, i.e., HRF,
DRISHTI-GS1, RIM-ONE, sjchoi86-HRF, respectively. The
authors of the paper [22] proposed an automated two-fold
glaucoma detection scheme to ease the burden of eye doc-
tors. The implemented deep learning model, DeepLabv3+
distinguished and obtained the optic disc (OD) from the
entire image in the first step. Next, three approaches of
deep CNNs have been used in the second phase to rec-
ognize normal and glaucoma cases in the fragmented OD
region. Finally, the authors tested their algorithms on five
public datasets containing 2,787 fundus images and sug-
gested that a mixture of MobileNet and DeepLabv3+ mod-
els is the best option for optic disc segmentation. They
gained an accuracy of 97.37%, 90.00%, 86.84%, 99.53%, and
95.59% for RIM-ONE, ORIGA, DRISHTI-GS1, ACRIMA,
and REFUGE datasets, respectively.

Only individual public or private fundus image datasets
have been utilized in some literature to detect glaucoma
automatically. In [23], N. A. Mohamed and his team devel-
oped a superpixel classification-based glaucoma detection
system and tested it on the RIM-ONE database. To train
their classifier, they first preprocessed the images to improve
the contrast and removed noise. Next, they applied differ-
ent filters and went through some illumination corrections.
Then, on these images, they applied the SLIC algorithm and
segmented the images to differentiate the optical disc and
optical cup. Finally, they used SVM and tried with linear
and RBF kernels with 5-fold cross-validation for superpixel
classification. Lastly, their proposed system has achieved
98.6% accuracy with 97.6% sensitivity and 92.3% specificity.
Salam et al. [24] employ a local private dataset of 100 retinal
fundus images. They propose an algorithm that provides a
computer-aided framework for automatic glaucoma detection
that helps ophthalmologists diagnose glaucoma patients with
high precision. The algorithm combines structural (cup-to-
disc ratio) and non-structural (texture and intensity) features
that enhance accuracy. Using CDR calculation, the proposed
model takes preprocessed images of the fundus and extracts
the optic cup and optic disc. The classifier is trained and tested
by extracting non-structural intensity and textural features.
Then CDR and features were incorporated to identify the
image as glaucoma. Finally, the proposed system is able to
get an average sensitivity of 100% and specificity of 87%.

Some authors have utilized a combination of public
and private datasets for automatic glaucoma screening.
The authors proposed a unique automatic glaucoma testing
method in [25], where clinically computed and image-based
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attributes have been extracted and compared to detect
glaucoma consecutively. As the number of glaucomatous
fundus images is almost three times higher than the nor-
mal class, the Adaptive Synthetic (ADASYN) algorithm has
been utilized to reduce the imbalance in the ORIGA dataset.
An improved U-Net neural network titled CP-FD-UNet++ is
used to extract the optic cup and disc segmentation features.
The algorithm implemented on the open-source ORIGA
dataset gave a better performance than other existingmethods
with accuracy and AUC of 0.843 and 0.901, respectively.
H. Fu et al. implemented a new deep learning technique
called novel disc-aware ensemble network (DENet) for auto-
matic glaucoma imaging in [26]. The DENet architecture
includes four deep channels corresponding to the different
levels and components of the color fundus photographs.
This work used three distinct datasets (ORIGA, SCES and
SINDI) for glaucoma classification. The ORIGA dataset was
used for training the network and the authors used the pri-
vate SCES and SINDI datasets for testing. They performed
seven different glaucoma inspection approaches on SCES
and SINDI datasets, i.e., Airpuff IOP, Wavelet, Gabor, GRI,
Superpixel, DeepCDR, and DENet. The proposed glaucoma
screening method, DENet achieved the highest accuracy on
both datasets with 0.91 and 0.81 AUC scores on the SCES
and SINDI datasets, respectively. Recently R. Zhao et al.
have designed two methods to estimate the CDR values as
the parameter works as a vital indicator in glaucoma screen-
ing from fundus images. The authors have demonstrated the
efficiency of their proposed system on the private Direct-CSU
(collected from a public hospital of Hunan, China) and public
ORIGA datasets to train their model. The first method that the
authors have used is a segmentation-based technique. In this
technique, they first separated the VCD and the VDD and
then took the geometry measurement to estimate the ratio.
The second approach is a semi-supervised approach where
they have used MFPPNet CNN architecture and combined a
random forest model by applying a regression approach to
separate the VCD and the VDD. Both the models showed
excellent results, and their proposed architecture achieved an
AUC score of 0.90 on theDirect-CSU and 0.80 on theORIGA
datasets.

A small number of works investigate the automatic identi-
fication of glaucoma by employing unconventional datasets
and detection techniques. In a recent work [27], the authors
established a completely new large-scale glaucoma (LAG)
dataset consisting of 11,760 images of the fundus corre-
sponding to 4,878 samples of glaucoma and 6,882 nonglau-
coma/healthy classes utilizing human attention levels. The
paper is mentioned as unconventional because it utilizes an
attention-based glaucoma database rather than using fun-
dus images. This paper proposed a unique attention-based
convolutional neural network named AG-CNN to automat-
ically recognize glaucoma and localize pathological areas
on the fundus images. The experiment established accu-
racy of 96.2% and AUC of 0.983 over the validation
set.

III. MATERIALS AND METHODS
A. DATASET
A significant contribution of this work is to present unique
retinal images from a specialized hospital of all the ocular
diseases located in Dhaka, Bangladesh, Bangladesh Eye Hos-
pital (BEH). The color fundus images were taken by a Topcon
Retinal Camera TRC-50DX, which is considered the gold
standard for retinal imaging [28]. The retinal images were
obtained over a timespan of two years, i.e., from 2019 to 2020,
and from various Bangladeshi patients aged between 35 to 80.
The diagnosis of glaucoma in the optic nerve head (ONH)
was performed by two ocular disease professionals, a pedi-
atric ophthalmologist and a glaucoma and refractive surgeon.
Finally, the obtained dataset contains 463 normal (nonglau-
coma) and 171 glaucoma color fundus images. Figure 2
illustrates some examples of retinal fundus images from the
collected BEH dataset.

FIGURE 2. Samples of BEH dataset fundus images.

Two different models were prepared for this work by incor-
porating color fundus samples from Bangladesh Eye Hos-
pital (BEH) dataset and the open-source ACRIMA dataset,
which consists of 705 ocular fundus photographs [21]. The
information of these constructed combined datasets used in
this work has been described in the subsequent paragraphs.

1) DATASET-1
Dataset-1 comprises cropped fundus images from the BEH
dataset and ACRIMA dataset. The fundus images are cropped
to contain the cup and disc portion of the entire color fundus
photographs. We used an online tool, ‘‘BIRME’’ to crop the
fundus images in large batches. This online tool facilitates
us to crop and resize bulk fundus images efficiently. Images
were cropped 300× 300 pixels in terms of height and width.
The cup and disc are placed in the middle, and the CDR ratio
is set to 1:1. Dataset-1 consists of 210 glaucoma samples
(69 samples from the BEH dataset and 141 samples from the
ACRIMA dataset) and 369 normal samples (319 and 50 sam-
ples from the BEH and ACRIMA dataset, respectively).
Figure 3 illustrates samples of Dataset-1 fundus images.

FIGURE 3. Samples of Dataset-1 fundus images.

2) DATASET-2
Dataset-2 is an updated version of Dataset-1, constituting
cropped and blood vessel segmented fundus images from the
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FIGURE 4. Samples of Dataset-2 blood vessel segmented fundus images.

BEH dataset and ACRIMA dataset. The fundus images are
cropped to contain the cup and disc portion of the fundus
image. Dataset-2 comprises 210 glaucoma samples (69 sam-
ples from the BEH dataset and 141 samples from ACRIMA
dataset) and 369 normal samples (319 samples fromBEH and
50 samples fromACRIMAdataset). The samples inDataset-2
were blood vessel segmented fundus images using a U-net
model that was trained on a dataset of High-Resolution Fun-
dus (HRF) Image Database [29], which has been demon-
strated in Figure 4.

B. DATA PREPROCESSING
In this research, the datasets were preprocessed with different
conventional augmentation techniques. Dataset-1 was pre-
processed with various augmentation techniques to increase
the dataset size and gain balance and variability in the dataset.
Brightness and contrast augmentation is essential as there
was a deviation in the saturation, contrast, and color temper-
ature among the fundus images. The dataset contains fundus
images from both the left and right eye, which differentiates
the orientation of the blood vessel. Random horizontal flip
was used to reduce the influence of left/right distinction.
Additionally, random rotation was applied to augment the
fundus images, so it is less susceptible to the orientation of
the cup, disc, and blood vessels. The augmentation techniques
used in this research with the values of its various parameters
are illustrated in Table 1.

TABLE 1. Augmentation techniques and its parameters.

FIGURE 5. Samples of augmented fundus images from Datasets 1 and 2.

Dataset-1 contained 424, 40, and 115 fundus image sam-
ples in the training, validation, and test set, respectively.
Dataset-1 was augmented by a factor of 15 for the glaucoma

FIGURE 6. Architecture of model for Dataset-1.

class and by a factor of 11 for the normal class. Finally, the
augmented Dataset-1 contains 5236 fundus image samples
(glaucoma class: 2200 and normal class: 3036) in the train
set. The models were trained on 424 samples per epoch. The
entire working sequences for the training, validation, and test
fundus images for Dataset-1 has been illustrated in Figure 6.

Next, Dataset-2 was preprocessed with the same augmen-
tation techniques and parameters as Dataset-1. Dataset-2
contains 424, 40, and 115 fundus image samples in the train-
ing, validation, and test set, respectively. The images were
augmented by a factor of 15 for the glaucoma class and
11 for the normal class. Lastly, the augmented Dataset-2 con-
tains 5236 fundus image samples (glaucoma class: 2200 and
normal class: 3036) in the training set. The models were
trained on 424 samples per epoch. The working flowchart for
Dataset-2 has been portrayed in Figure 7.

It is worth mentioning that, only the glaucoma sam-
ples were augmented by varying different factors to bal-
ance glaucoma and normal classes for various datasets used
in this work. Samples of augmented fundus images from
Datasets - 1 and 2 have been shown in Figure 5.

2832 VOLUME 10, 2022



M. T. Islam et al.: Deep Learning-Based Glaucoma Detection With Cropped Optic Cup and Disc and Blood Vessel Segmentation

FIGURE 7. Architecture of model for Dataset-2.

Finally, Table 2 illustrates the number of normal/healthy
and glaucoma images of Datasets - 1 and 2 before and after
the applied augmentation techniques.

C. SEGMENTATION SYSTEM
Segmentation of retinal blood vessels is considered an
effective technique for diagnosing ocular diseases, espe-
cially diabetic retinopathy detection [30], [31]. In this paper,
segmentation of blood vessels was attempted by two convo-
lutional network architectures, semantic pixel-wise segmen-
tation (SegNet) and U-net. SegNet consists of subsequent
encoding and decoding networks, which is widely used for
semantic segmentation [32]. Unfortunately, the SegNet net-
work overfitted the segmentation process and did not achieve
satisfactory results. The U-net technique obtained convincing
results with better classification accuracy. That’s why the

TABLE 2. Number of normal and glaucoma images of
Datasets 1 and 2 before and after augmentation.

results for the U-net blood vessel segmentation method have
been reported in this paper.

1) U-NET
U-net [33] is a powerful CNN technique that is widely
used for semantic segmentation. It consists of a sequence
of convolutional layers followed by nonlinear activation
function (ReLU) and max pooling layers, and finally, the
architecture follows an encoder-decoder type model. As we
move deeper into the model architecture, it contracts the
spatial features by down-sampling. It tries to map all the
features to achieve a single output vector for detected seg-
ments. It also has an additional expansion path that performs
up-convolutions and concatenation that uses the correspond-
ing cropped feature map with high-resolution features from
the contraction path to generate the final output segmentation
map [34]. It has 23 convolutional layers, and the final layer
uses a 1 by 1 convolution to map each 32 component feature
vectors to the desired number of classes. The U-net architec-
ture used to create the blood vessel segmented dataset in this
work contains 32 filters, 4 layers and a spatial dropout rate of
0.3. For training the U-net model, Adam optimizer and ReLu
activation function are utilized, and binary cross-entropy is
employed as the loss function, which is expressed as:

Lbce =
∑
i

yi log oi + (1− yi) log (1− oi) (1)

where i = 2 for binary classification problems, yi denotes
model output’s ith predicted scalar value, and the correspond-
ing true label is depicted as yi.

FIGURE 8. Fundus image separated into red, green, and blue color
channels.

As stated earlier, the U-net model was trained on the HRF
dataset. The HRF dataset contains 45 full-size fundus images,
divided into fundus images of healthy/nonglaucoma, glau-
coma affected, and diabetic retinopathy patients. The dataset
also includes corresponding blood vessel segmented masks
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FIGURE 9. U-net architecture used for segmenting blood vessels from
fundus images.

and eye masks for all of the fundus images. The 45 full-
size fundus images and their corresponding blood vessel
segmented images were selected for training the U-net model.
When the fundus images were separated into individual red,
green, and blue channels (as depicted in Figure 8), the blood
vessels were found to be most prominent on the green chan-
nel. Therefore, the green channel was selected to be the input
for theU-netmodel. Finally, the input fundus images and their
corresponding masks were resized to 512×512 in dimension.
The U-net architecture used for segmenting blood vessels
from fundus images has been illustrated in Figure 9.

TABLE 3. Hyperparameters used to augment input and segmented
images for training the U-net model.

Table 3 demonstrates the hyper-parameters utilized to aug-
ment input and segmented images for training the U-net
model. In this research, the U-net model was trained for a
total of 22 epochs with 100 steps per epoch.

TABLE 4. Hyperparameters used to train the U-net model.

Different hyperparameters used to train the U-net model
have been exhibited in Table 4.

Figures 10 and 11 demonstrate the samples of original
and cropped input fundus images and the corresponding

FIGURE 10. Sample of input fundus image and the corresponding
segmented fundus image from the HRF dataset.

FIGURE 11. Sample of cropped input fundus image from HRF dataset and
the corresponding segmented fundus image.

segmented fundus images from the HRF dataset, respectively.

IoU =
Area of intersection
Area of union

(2)

Intersection over Union (IoU) is a widely used evaluation
metric used for measuring the accuracy of annotation in
image segmentation, object detection, and object localization,
which is expressed in (2). IoU provides a definitive metric of
how effectively the U-net model is able to segment the blood
vessels from the fundus photographs.

The images of the dataset were randomly cropped to make
it similar to Datasets - 1 and 2. Next, the dataset was also
augmented to improve the model performance. Finally, after
training for 22 epochs, the IoU, validation IoU, IoU threshold,
and validation IoU threshold were 0.3397, 0.3472, 0.4198,
and 0.5139, respectively.

Samples of input fundus image (green channel), segmented
fundus image obtained from the U-net model, and overlay
of the segmentation on the input fundus image have been
depicted in Figure 12.

D. CLASSIFICATION SYSTEM
1) MobileNet
MobileNet is a CNN architecture with a reduced number
of parameters but high classification accuracy optimized
for mobile computer vision models [35]. A typical network
has a computational price of 300 million multiply-adds and
utilizes 3.4 million parameters [14]. In this work, we use
MobileNet v2 because it outperformsMobileNet v1 with sig-
nificant model size and computational cost. The architecture
is built with a combination of 3× 3 downsampling convolu-
tional layers to extract features and uses the average pooling
layer before the fully classified layer. It combines depth-wise
convolution and pointwise convolution to employ depth-wise
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FIGURE 12. Samples of input fundus image (green channel), segmented
fundus image, and overlay of the segmentation on the input fundus
image.

separable convolutions architecture to reduce the number of
parameters extensively. MobileNet algorithm basically tries
to separate the filter’s depth and spatial dimension. For this
reason, it is an excellent choice for training models with a
restricted resource for an on-device or embedded application.

2) EfficientNet
EfficientNet [36] is the CNN architecture that significantly
outperformed other popular CNN models when trained on
ImageNet Dataset. It has a complicated architecture with
a stack of convolutional layers and inverted bottleneck
MBConv layers [37]. The MBConv layers also apply the
scaling method to uniformly scale the network width, depth,
and resolution based on a set of scaling coefficients. This
unique operation allows the model to use more computa-
tional resources by controlling the parameters alpha, beta, and
gamma to increase depth, width, and image size, respectively.
The MBConv layer is a layer having an inverted residual
bottleneck, which is designed with the combination of normal
convolutional layers with pooling and depthwise separable
convolution layer. The EfficientNet has a compound coef-
ficient φ, used to scale the network in all dimensions uni-
formly. If the image size is larger than the model will need
more layers to detect fine-grained patterns. Thus, increasing
the φ values allows us to scale all three dimensions while
maintaining a balance among all the network dimensions.
The model has a total of eight variations from b0 − b7. The
base model b0 is almost similar to the MNasNet architecture,
and b0 is scaled up using the compound scaling to achieve
b1 to b7. For training the glaucoma classification data, pre-
trained EfficientNet b3was used in this research. EfficientNet
b3 is composed of 7 blocks, with 40, 24, 32, 48, 96, 136, 232,
384, 1536 channels for stage 1 to 9, respectively. EfficientNet
b0, b3 and b7 consist of 5.3 million, 12 million and 66million

TABLE 5. Parameters used to train the EfficientNet b3 model.

parameters, respectively. Finally, EfficientNet b3 was chosen
as training time is lower than EfficientNet b7.

Table 5 shows the parameters for the EfficientNet b3
model.

3) DenseNet
DenseNet is a complex convolutional neural network that
employs a dense structure to link all layers effectively to
each other, resulting in dense interconnections between lay-
ers [38]. Each layer takes extra inputs from all prior levels
and passes on its own feature maps to all following lev-
els to maintain the feed-forward nature. DenseNet provides
several compelling advantages, including eliminating the
vanishing-gradient problem, improved feature propagation,
feature repetition, and a significant reduction in the number
of parameters. Also, DenseNet produces considerable gains
over the state-of-the-art deep learning models while using
minimal computation to reach excellent performance.

4) GoogLeNet
In 2014 Google published its individual network that proved
to perform better than VGG in the ImageNet database.
GoogLeNet is built on inception models, which creates a sit-
uation where the total number of parameters is minimal [39].
Instead of having a single convolution in an inceptionmodule,
it includes the composition of convolution of different filter
sizes and average pooling. Finally, the output of this model is
the concatenation of all these compositions. GoogLeNet has
22 layers in its architecture.

IV. RESULTS AND DISCUSSION
This section of the paper discusses the results of the pro-
posed glaucoma detection algorithm. In this work, two dis-
tinct datasets (Datasets 1 and 2) have been created from
the cropped optic cup and disc and blood vessel segmented
color fundus images of the private BEH and public ACRIMA
databases. U-net, the robust CNN architecture, has been uti-
lized to construct the blood vessel segmented dataset. Finally,
a wide range of CNN approaches, e.g., MobileNet, Efficient-
Net, DenseNet, and GoogLeNet, have been used to classify
the images into two classes.

The following hyper-parameters were used for training all
the models on Datasets - 1 and 2, which have been demon-
strated in Table 6. For training the models on Datasets - 1
and 2, Adam optimizer with the parameters mentioned above
in Table 6 was used, and cross-entropy loss function was used
as the loss function.
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TABLE 6. Hyper-parameters used to train all the models on
Datasets 1 and 2.

In Dataset - 1 and Dataset - 2, the full-size fundus images
were cropped to only the cup and disc portion. Initial attempts
to train different neural network architectures on full-size
fundus images were unsatisfactory. Doing so would result
in the model over-fitting to the training dataset and poor
accuracy in the test dataset. According to ophthalmologists
and other research papers, it is possible to detect whether
glaucoma is present from the cup and disc segmentation of
the fundus image [18], [22]. Training different neural network
architectures on the cropped fundus images proved to be
satisfactory in diagnosing glaucoma.

Finally, to validate the efficiency of the proposed system
of automatic glaucoma detection, various performance met-
rics are evaluated, e.g., confusion matrix, validation accu-
racy graph, precision, recall, F1-score, TPR vs. FPR graph,
train/validation/test accuracy, ROCAUC, etc. The mentioned
metrics are extensively used to evaluate and assess computer
vision and deep learning-based classification problems [40].
Specificity or true negative rate indicates the fraction of neg-
atives that are accurately inferred, which is expressed as:

specificity =
TN

TN + FP
(3)

Precision or positive predictive value indicates the pro-
portion of positive and negative inferences, which can be
calculated as:

precision =
TP

TP+ FP
(4)

Recall or sensitivity or true positive rate indicates the pro-
portion of positives that are correctly inferred.

recall =
TP

TP+ FN
(5)

For any classification problem, accuracy is defined as the
ratio of the correct predictions to the total number of cases,
which is articulated as:

accuracy =
TP+ TN

TP+ FP+ TN + FN
(6)

The balance between the precision and recall is measured
by the F1-score, which is expressed as:

F1− score =
2× precision× recall
precision+ recall

(7)

The true positive rate versus the false positive rate is plotted
in the ROC curve for various threshold values. The AUC
coefficient measures the total area of the ROC curve.

FIGURE 13. Validation accuracy graph of different models trained on
Dataset-1.

FIGURE 14. Train-validation accuracy graph of EfficientNet b3 model
trained on Dataset-1.

A. DATASET-1 MODEL
The input images were resized, normalized, and split into
the training, validation, and test set. Dataset-1 was used
to train with DenseNet, GoogleLeNet, MobileNet v2, and
EfficientNet b3 networks. The neural network models were
trained for 70 epochs with the parameters and configurations
mentioned earlier. The results of validation accuracies versus
epochs for different models trained on Dataset-1 can be seen
in Figure 13. EfficientNet b3 delivered the best test result with
a training accuracy of 0.9929, validation accuracy of 0.9500,
and test accuracy of 0.9652. The model had a ROC AUC
score of 0.9574 and a specificity of 0.9863. The glaucoma
class had a precision of 0.9750 and recall of 0.9286. The
nonglaucoma class had precision and recall of 0.9600 and
0.9863, respectively. The training and validation accuracies
of the EfficientNet b3 model trained on Dataset-1 have been
depicted in Figure 14.

Figure 15 displays the confusion matrix of the EfficientNet
b3 classifier trained on Dataset-1. It can be observed from
the figure that, from a total of 42 glaucoma images, 39 and
3 cases are classified correctly and incorrectly, respectively.
Conversely, the normal (nonglaucoma) cases classification
performs better, i.e., only one image is classified incorrectly
out of 72 images.
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FIGURE 15. Confusion matrix of EfficientNet b3 model trained on
Dataset-1.

FIGURE 16. TPR vs. FPR graph of EfficientNet b3 model trained on
Dataset-1.

Next, the TPR vs. FPR graph (ROC curve) of the Effi-
cientNet b3 model trained on Dataset-1 has been plotted in
Figure 16.

Finally, Table 7 illustrates various performance metrics
of different CNN methods for Dataset-1, e.g., training, val-
idation, and test accuracy, ROC AUC, precision, recall, and
F1-score of normal and glaucoma classes.

B. DATASET-2 MODEL
Dataset-2 is similar to Dataset-1 in terms of size of training,
validation, and test set. It is worth mentioning that, Dataset-2
is a blood vessel segmented variant of Dataset-1. Dataset-2
contains cropped and blood vessel segmented fundus image
samples.

The HRF dataset was used to train a U-net model to seg-
ment the blood vessels. The U-net model takes as input one
channel of full or cropped fundus images of dimension (512,
512, 1), and the model generates a blood vessel segmented
image of dimension (512, 512, 1). Samples from Dataset-1
were segmented with the U-net model to create Dataset-2.

Blood vessel segmentation of full fundus image and
cropped fundus image was satisfactory. The U-net model was
able to segment the blood vessels from the fundus images.
However, attempts to perform cup-disc segmentation were
unsatisfactory; the U-net model was unable to precisely seg-
ment the cup and disc section of the fundus images.

FIGURE 17. Validation accuracy graph of different models trained on
Dataset-2.

FIGURE 18. Train-validation accuracy graph of MobileNet v3 model
trained on Dataset-2.

Performance results achieved by MobileNet v2, and
MobileNet v3 models for Dataset-2 and HRF dataset have
been demonstrated in Table 8.

The test accuracy vs. epoch graph on Dataset - 2 with
MobileNet v2 and MobileNet v3 models, can be observed in
Figure 17. MobileNet v3 delivered the best performance, i.e.,
training, validation, and test accuracies of 0.9976, 0.9000, and
0.8348, respectively. The model had a ROC AUC score of
0.8446 and a specificity of 0.8082. The glaucoma class had a
precision of 0.7255 and a recall of 0.8810. The healthy class
delivers precision and recall of 0.9219 and 0.8082, respec-
tively. Figure 18 illustrates the training and validation accu-
racy graph of the MobileNet v3 model trained on Dataset-2.

It should be noted that Dataset-2 was also trained on
DenseNet, GoogLeNet, SqueezeNet, InceptionNet, small
AlexNet, and VGG architectures. The test accuracies of these
models were not as satisfactory as MobileNet v3 (Large), and
that’s why these results are not reported in the paper. Except
for GoogLeNet, the accuracy of the model was approaching
that of MobileNet v3 (Large).

The confusion matrix of the MobileNet v3 classifier
trained on Dataset-2 has been represented in Figure 19. It can
be observed that, glaucoma and normal/healthy images have
been correctly classified by a percentage of approximately
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TABLE 7. Illustration of various performance metrics for Dataset-1.

TABLE 8. Performance results of MobileNet v2 and MobileNet v3 models
for Dataset-2 and HRF Dataset.

FIGURE 19. MobileNet v3 model’s confusion matrix trained on Dataset-2.

88% and 81%, respectively. Next, the ROC curve of the
MobileNet v3 model trained on Dataset-2 has been exhibited
in Figure 20.

The HRF dataset was also used to train a model with
MobileNet v2 and MobileNet v3 architectures. The models
were trained and tested on the small samples in the HRF
dataset. The train, validation, and test samples contained 14,
4, and 12 images, respectively, which is shown in Table 2.
The training samples were largely augmented to compensate
for the limited number of samples.

FIGURE 20. ROC curve of MobileNet v3 model trained on Dataset-2.

Test accuracies of 0.8333 and 0.8333 were achieved on
MobileNet v2 and MobileNet v3, respectively, which is
notable as the HRF dataset contains full-size fundus images.
The MobileNet algorithms delivered similar results with
a training accuracy of 1.0000 and validation accuracy of
1.0000 and 0.7500. The models both had ROC AUC score
of 0.8333. For both models, the glaucoma class achieved
precision and recall of 0.7500 and 1.0000, respectively. The
normal class had a precision of 1.0000 and a recall of 0.6667.
Finally, these convincing results inferred that it is possible to
detect glaucoma from full-size fundus images by blood vessel
segmentation.

Table 9 summarizes the performance metrics (AUC, accu-
racy, specificity and sensitivity) of the proposed system and
other state-of-the-art glaucoma detection works on differ-
ent open-source datasets. The implemented system of this
work, EfficientNet b3, outperformed most of the other meth-
ods, especially those that utilized a combination of multiple
datasets.

C. TRAINING TIME RESULTS
The training of the models of this work has been executed on
the Tesla T4 GPU of Google Colab with 15109MiBmemory.
We trained for 70 epochs for both datasets. We obtained the
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TABLE 9. Performance comparison of the proposed system with other existing works.

TABLE 10. Comparison of elapsed training time for Datasets 1 and 2.

best validation accuracy at epochs 53 and 60 for Dataset-1
and Dataset-2, respectively. According to Tabel 10, over-
all elapsed training time at epoch 70 for Dataset-1 and
Dataset-2 are approximately 621 and 371 seconds, respec-
tively. Dataset-2 was prepared by segmenting fundus images
with a model of U-net architecture. The training time of the
U-net model for 10 epochs on the HRF dataset is 1985 sec-
onds. Finally, all the 5411 fundus images were segmented
with the U-net model in approximately 3000 seconds. It is
worth noting that the U-net model’s training and segmen-
tation of the fundus images were carried out on the same
computer. We can examine from Table 10, Dataset-2 requires
much lesser training time than Dataset-1 by a factor of
approximately 0.60. From here, we can conclude that even
though Dataset-1 has better accuracy and follows a much
more conventional approach compared to Dataset-2, still if
we want to deploy our proposed system in an embedded
system, Dataset-2 can be an excellent option.

V. CONCLUSION
Glaucoma is an irreversible neurodegenerative illness that
damages the optic nerve and is responsible for vision loss

and blindness. The conventional manual detection of glau-
coma by eye specialists is costly and time-consuming and
depends on human error, experienced ophthalmologists, and
expensive instruments. This paper attempts to implement an
automatic glaucoma diagnosis system based on deep learning
approaches. This study uses a private dataset comprising
463 normal (nonglaucoma) and 171 glaucoma color fun-
dus images, which have been collected from Bangladesh
Eye Hospital (BEH), Dhaka. A set of cropped fundus
images have been constructed from these private and pub-
lic ACRIMA datasets to contain the optic cup and disc
portion. Significantly, cropped and blood vessel segmented
fundus images are created using a U-net model trained on
High-Resolution Fundus (HRF) Image Database. Finally,
multiple CNN approaches, e.g., MobileNet, EfficientNet,
DenseNet, and GoogLeNet, have been used as the glau-
coma classifier networks. The EfficientNet b3 model offers
the best performance for the cropped fundus images with
accuracy and ROC AUC of 0.9652 and 0.9512, respec-
tively. Alternatively, the MobileNet v3 network exhibits
the highest accuracy and ROC AUC for the blood vessel
segmented fundus images. The impressive results obtained
from the proposed system are believed to help ophthal-
mologists examine and detect glaucoma more quickly and
economically. In the future, the proposed system can be
turned into a more robust model by training with more
data comprising public and private eye fundus images and
incorporating synthetic images. The proposed system and eye
fundus photographs can be utilized to diagnosemore complex
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ocular diseases, such as diabetic retinopathy, age-related
macular degeneration (AMD), amblyopia. The glaucoma
color fundus images from Bangladesh Eye Hospital (BEH)
and the programing code implementations can be found
at: https://github.com/mirtanvirislam/Deep-Learning-Based-
Glaucoma-Detection-with-Cropped-//Optic-Cup-and-Disc-
and-Blood-Vessel-Segmentation.
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