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ABSTRACT Discrete-time dynamic systems demonstrate quite exciting possibilities from the perspective of
control as compared with the continuous-time counterpart. Interesting properties of discrete-time dynamic
systems include the possibility to algebraically determine previously unknown system parameters by simply
measuring the present inputs and outputs of the system.Additionally, achieving a finite settling timewith zero
steady-state error is only achievable in discrete-time dynamic systems. Deadbeat current control (DBCC)
has been used to achieve a finite settling time, especially in grid-connected inverter applications. However,
there is no comprehensive study on reviewing or evaluating existing control approaches, to the authors’
best knowledge. This paper systematically examined the existing methods by paying attention to four key
research issues: 1) research evidence indicating the adoption ofDBCC in grid-connected inverter applications
(GCIAs), 2) the types of deadbeat control approaches adopted in GCIAs, 3) the best approach in terms
of stability especially regarding grid-impedance variation, and 4) the barriers that might prevent the wide
adoption of DBCC in GCIAs. Finally, this paper presents a hypothesis based on the simulated results on
which approach is superior at present to give readers a direction for further research classification on deadbeat
control.

INDEX TERMS Deadbeat control, grid-connected inverter, current control, renewable energy sources.

I. INTRODUCTION
The continuously increasing demand for electrical energy
globally has instituted the need to harness other sources of
energy. The liberalization of the grid has resulted in various
changes in the operation and control of power systems, which
include stability assurances, quality assurance of the injected
energy, safety measures both at the energy source units and
at the consumer’s end, and a requirement for fault tolerance
and islanded mode requirement, to mention but a few [1].
Power electronics inverters (PEIs) form a bridge between the
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renewable energy generated and the distributed generation
systems (DGSs). But due to the intermittent nature of the
primary energy source, there is a need to build a robust
control system for PEIs tomeet the standard required for grid-
connected and stand-alone modes.

The control can cover the voltage, current, power, or a
hybrid of any of these variables in a cascaded loop in the
form of either an inner-loop or outer-loop control structure.
The inner current control is employed in many research
works to ensure accurate current tracking, adequate control
bandwidth and fast transient response [2]. In a voltage-source
inverter (VSI), a current controller is employed to make the
inverter act as a current amplifier within the current-loop

3990 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 10, 2022

https://orcid.org/0000-0002-6480-6746
https://orcid.org/0000-0002-0012-763X
https://orcid.org/0000-0001-7201-4127
https://orcid.org/0000-0002-8169-5347


G. Elhassan et al.: Deadbeat Current Control in Grid-Connected Inverters: Comprehensive Discussion

bandwidth [3], but in the case of an outer-loop structure,
a voltage controller is employed to ensure power flow oper-
ation in the system by rejecting disturbances from both the
input sources and the grid.

Renewable energy sources supplying power to the grid
via grid voltage-source inverter inject distorted current into
the primary grid; therefore, its harmonics content must be
contained to meet the grid standard [4]. Some of the sources
of current harmonics include grid voltage distortion and the
non-linearity of the power inverter, which can be mitigated
by choosing a proper control technique. Additionally, the
switching ripple of the inverter adds high-frequency ripples
to the current waveform, which can be mitigated by using a
passive L or LCL filter at the output of the inverter [5]. These
two control approaches are available depending on where the
sensor is placed (inverter side or grid side), and the use of
current sensor(s) has becomemandatory to protect the system
against overcurrent instances. When an LCL filter is adopted
to mitigate the switching harmonics at the inverter’s output,
the sensor can be placed either at the inverter side or at the
grid side. For overcurrent protection, the sensor is placed at
the inverter side because current dynamics are filtered faster
at this side. To avoid the cost of using two or more sensors,
which is the case for grid-side control, an alternative is to
use the inverter-side control, which needs a single sensor for
both overcurrent protection and control purposes. Therefore,
fast overcurrent protection and a good stability margin can be
achieved using the inverter-side control compared with the
grid-side control [4].

The control either at the inverter side or the grid side can
be implemented either in a continuous or a discrete domain.

Discrete-time dynamic systems demonstrate quite excit-
ing possibilities regarding control as compared with
the continuous-time counterpart. Interesting properties of
discrete-time dynamic systems include the option to alge-
braically determine previously unknown system parameters
by merely measuring the present inputs and outputs of the
system, assuming that the measuring environment is noise-
free. However, supposing that the measuring environment is
characterized by some associated noises, then the procedure
of the algebraic determination of previously unknown system
parameters can be extended by closed-form optimization
using one of the least-squares techniques [6]. This method of
obtaining unknown system parameters is called system iden-
tification [7]. Therefore, using the obtained and measured
system parameters, it is possible to obtain a finite settling
time with zero steady-state error from a given input reference
signal by canceling the polynomials, which represent the
system’s dynamics. This balancing is achieved through a
feedback compensation technique referred to as deadbeat
control (DBC).

Alternatively, finite settling time and input signal track-
ing can be achieved if the system parameters are known
by subtracting the system dynamics geometrically via a
feedback compensation technique referred to as one-step-
ahead control. However, this technique is associated with

a one-step delay between the input and output signals. Fur-
thermore, deadbeat and one-step-ahead control techniques
are achievable only in a discrete form. The parameters are
described by the difference equation that algebraically relates
to the system’s input and output signals. On the contrary,
a continuous system is defined by differential equations. DBC
is not achievable for linear time-invariant feedback because
the error exponentially decays and vanishes only as time
goes to infinity. Deadbeat and N-steps-ahead controls were
researched separately in the past, but the two ideas were later
merged and called DBC [6].

Control in PEIs is currently implemented digitally on a
microprocessor due to advances in digital signal processing.
Several problems are associated with the digital implemen-
tation, which are unique to the system and would limit its
performance and capabilities. These include the presence of
time delay, which changes the controller’s phase-frequency
characteristic, and the tendency of instability, the presence
of ripple component at the sampling frequency, the presence
of the harmonics in the output, and the restriction on the
usable bandwidth to a fraction of the sampling frequency [8].
However, for specific applications, digital controllers have
demonstrated good advantages, which outweigh the disad-
vantages mentioned above to the extent that digital control
systems are more desirable. Such applications where digital
control can be most desirable include large process controls,
industrial drives and regulators, renewable power genera-
tions, etc. Therefore, research on digital controllers is now
gaining attention from many researchers all over the world.

Among digital controllers, deadbeat current controller
(DBCC) has gained serious attention for decades because
of its advantages, such as zero steady-state error [9], [10],
easy implementation on a digital control system, low current
harmonics, fast dynamic response [11] and robust time-delay
compensation [12]. It should be noted that the desired class of
input signal must be specified before designing a controller
that will achieve a response with finite settling time. Con-
sequently, there is no clear understanding of what precisely
DBC is all about, based on the different perceptions that
researchers have on the topic. It is worth noting that there
are two basic design approaches to DBC. In the first case,
all components that make up the system are subject to only
digital data. In the second case, the components encompass
both continuous and discrete components, and this is usually
referred to as a sampled-data control system. In the case of all-
digital data, there will be no issue of inter-sampling ripples,
while for the sampled data, the issue of inter-sampling ripples
has to be taken care of. To clarify the perception regarding
this topic, based on our extensive reading of the literature,
DBC can be broadly classified into six groups: pole-zero can-
cellation approach (PZCA), factorization approach (FRA),
state-variable derivation approach (SVDA), hybrid design
approach (HBDA), robust control approach (RCA) and other
DBC design approaches (ODA), as shown in Figure 1.

The remainder of this paper is organized as follows:
I, data analysis from selected papers is presented in
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FIGURE 1. Types of DBC.

TABLE 1. Research questions and their reasons.

Section II, comparison of some control strategies is presented
in Section III. Lastly, a conclusion is presented in Section IV.

II. DATA ANALYSIS FROM SELECTED PAPERS
This research’s initial query returned 250 articles: 32 articles
from IEEE Xplore, 137 articles from Scopus and 81 arti-
cles from Engineering Village, all of which were from the
year 2000 to 2021. Based on the original output, 49 arti-
cles were found to be duplicates and were removed. After
scanning the articles and abstracts, another 49 articles were
excluded from the total. Additionally, after in-depth reading
and criteria application, 51 articles were excluded, leaving a
total of 101 articles. After data synthesis, a total of 54 papers
were finally considered. The research methodology advo-
cated in [13], [14] was adopted in this research work with
details of the research questions tabulated in Table 1.

A. RQ1: WHAT RESEARCH EVIDENCE INDICATES THE
ADOPTION OF DBCC IN GCIAs?
To address the first research question, a literature classifica-
tion was created. The final 54 papers were read and studied to
obtain a detailed picture and the research subject’s perception.
The overall research was classified into four groups, as earlier
discussed. Figure 2 shows the papers’ breakdown by sources,
with IEEEXplore having the highest number of papers, while
in Figure 3, it is clear that 70% of the papers under consider-
ation were journal papers and 30% were conference papers.
This study observed each research category and studied the
findings to produce a comprehensive taxonomy. It is worth

noting that some of the papers were not as clearly defined as
suggested and some overlapped into different subcategories.
In general, the result of RQ1 shows the adoption of DBC is
increasing in GCI applications and is continuously attracting
many researchers, as indicated in Figure 4.

FIGURE 2. Data sources.

B. RQ2: WHAT ARE THE TYPES OF DBC APPROACHES
ADOPTED IN GCIAs?
To address the second research question, DBC approaches are
classified into six groups based on our intensive reading of
the literature, and the basic approaches to achieving each are
discussed below:
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FIGURE 3. Breakdown of publications by type.

FIGURE 4. Number of publications by year.

1) POLE-ZERO CANCELLATION APPROACH
The fundamental idea of this type of deadbeat controller is
to prescribe a closed-loop transfer function of a unique form
where all the poles of the closed-loop transfer function coin-
cide at z = 0. Assuming the discrete plant transfer function to
be T (z) and the deadbeat controller to be DBpzc(z), applying
these two into a standard closed loop, as shown in Figure 5,
will yield a transfer function as in Equation 1:

N(z) =
DBpzc(z) × T(z)

1+ DBpzc(z) × T(z)
(1)

Equation 1 represents the prescribed special transfer func-
tion from the reference input (R(z)) to the measured output
(C(z)). Therefore, Equation 1 can be re-written as:

N(z) =
Y(z)
E(z)
=

DBpzc(z) × T(z)
1+ DBpzc(z) × T(z)

(2)

From Equation 2, making DB(z) the subject yields:

DBp(z) =
1
T(z)
×

N(z)
1− N(z)

(3)

The control in Equation 3 suggests a complete cancella-
tion of plant T (z). Therefore, to avoid unstable pole-zero
cancellation, the plant is assumed to be stable and at the
minimum phase. To achieve minimum-time deadbeat control,
the desired closed-loop transfer functions are described as
N(z) = 1

Zn and N(z) = Z−n
Zn+1

for step and ramp input signals,

respectively, where n represents the difference between the
poles and zeros of the plant transfer function. For a non-
minimum-phase system, N(z) and 1 − N(z) are modified into
Equations 4 and 5 as:

N(z) =
∏k

i=1

(
1− ziz−1

)
×

(
mkz−k + mk+1z−k−1 + . . .mk+nz−k−n

)
(4)

1− N (z) =
∏l

j=1

(
1− piz−1

) (
1− z−1

)P
×

(
1+ qlz−l + ql+1z−l−1 + . . . ql+nz−l−n

)
(5)

where p depends on the order of the input signal or the order
of the plant’s poles at z = 1.

FIGURE 5. Discrete-time unity-feedback control system.

2) FACTORIZATION (POLYNOMIAL) DEADBEAT CONTROL
APPROACH
Independent of the research methods of pole-zero can-
cellation, another line of research emerged based on the
input-output approach. A prominent research work on the
polynomial approach was the study pioneered by [15].
The author described the system’s plant as a ratio of poly-
nomials in the delay operator d . The author used the same
description as in the PZCA in defining the reference input.
This method provided an improvement from the PZCA,
where the cancellation of the plant’s poles lying outside the
unit circle by the controller’s zeros is avoided. This approach
follows a similar path as the PZCA with some modifications.
Considering the block diagram in Figure 5, the plant can be
expressed in the form of compensable and non-compensable
poles and zeros as:

T(z) =
B(z)
A(z)

z−d (6)

The numerator and denominator are split into poles and zeros
inside and outside the unit circle as:

B(z)
A(z)

z−d =
B+(z)
A+(z)

B−(z)
A−(z)

z−d (7)

where polynomials A+(z) and B
+

(z) represent the poles and zeros
inside the unit circle, respectively, and A−(z) and B

−

(z) repre-
sent the poles and zeros outside the unit circle, respectively.
The desired closed-loop polynomials are chosen according to
the expressions in (8) and (9):

N(z) = B(z)C1(z)M(z)z−d (8)
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1− N (z) = A(z)
(
1− z−1

)
Q(z) (9)

where C1(z),M(z) and Q(z) are polynomials chosen to satisfy
some conditions and z−d represents the inherent delay in the
plant of the system. Therefore, the desired controller can be
expressed as:

DBf (z) =
A+(z)
B(z)+

A−(z)
B−(z) × z

−d
×

N(z)
1− N(z)

=
A+(z)C1(z)M(z)z−d(
1− z−1

)
Q(z)

(10)

Turning polynomials C1(z) and M(z) are used to make the
controller less aggressive and Q(z) is used to give the con-
troller some degrees of freedom. This approach was adopted
recently in [16], where the authors designed both the inner
current loop and the outer voltage loop using this approach
and applied the controllers to a single-phase inverter with
one-carrier-period lag. The study achieved a good result and
was unique because the authors used DBC in both loops.
However, the research did not consider the influence of time
delay and model parameter variation, which are critical and
always challenging the system’s stability. Undoubtedly, the
PZCA and the factorization approach demonstrate good and
finite settling time when handing discrete systems, but for
sampled data, the issue of ripples at the inter-sampling point
may pose a challenge. To address this issue, another kind of
approach emerged, called the FRA, which is ripple-free at the
inter-samples.

In a deadbeat control of discrete plants that originate from a
continuous system, it is imperative to have a deadbeat control
at and between the sampling instants. This approach is built
on the idea of the previous method. Still, there is no zero
cancellation of the plant transfer function either inside or
outside the unit circle, and there are added constraints that
increase the response time of the system. In [17], the author
presented mathematical formulation and analysis on ripple-
free deadbeat control (RFDBC) and stated that if Gp

(
z−1

)
=

Q
(
z−1

)/
P
(
z−1

)
represents a sampled data transfer function,

then output, input, Q
(
z−1

)
and P

(
z−1

)
are coprime polyno-

mials with P (0) 6= 0 to assure causality. Also, if pure time
delays are accounted by the leading zero coefficients in

(
z−1

)
,

then a ripple-free DBC is achieved by Equation 11:

DBrf
(
z−1

)
=

P
(
z−1

)
Q (1)− Q

(
z−1

) (11)

This method was adopted in [16] to control a single-phase
inverter with one-carrier-period lag, and the researchers
employed twoDB controllers: a current controller in the inner
loop and a voltage controller in the outer loop. This study
achieved a good result based on the lower total harmonic
distortion (THD) obtained. However, the research did not
consider time-delay compensation and the method adopted
for the model mismatch was not clearly stated. Recently,
in [18], the authors proposed a deadbeat controller design for
single-phase active power filters based on forward-backward

discretization; this method reduced the parameter depen-
dency of the deadbeat controller, which has always been
questioned. This procedure offers high accuracy in modeling
and, at the same time, simplicity in designing the deadbeat
controller, according to the authors in [18]. However, the
proposed discretization method has drawbacks on the time
step size to ensure numerical stability. The authors [19] pro-
posed a soft-deadbeat control for a multivariable three-phase
voltage-source converter under variable grid voltage. Three
filters were tested in this research work, which were the
finite impulse response (FIR) and the first- and second-order
infinite impulse response (IIR) filters. Good results were
obtained from this research work. However, this research
failed to clearly explain whether the deadbeat controller was
applied in the entire system or to only part of the system.

3) STATE-VARIABLE DERIVATION (POLE PLACEMENT
TECHNIQUE)
This class of deadbeat control’s main idea is to prescribe a
system where all closed-loop poles are placed at the origin
without pole cancellation to achieve a finite settling time for
the step input signal in n time-steps. Assuming a system to be
controllable with state transition matrices A and B, it can be
represented as in Equation 12:

x (k + 1) = Ax (k)+ Bu (k) (12)

Y (k) = CT x (k) (13)

The state-feedback control law as shown in Figure 6 has the
form of:

u (k) = −KT x (k)+ KwE (k) (14)

This law assumes that the state variables are available for
feedback, and by substituting 14 into 12, we have:

x (k + 1) =
(
A− BKT

)
x (k)+ BKwE (k) (15)

Equation 14 represents the deadbeat control law which
reduces the problem of determining the feedback gain KT ,
where the eigenvalues of A − BKT all lie at the origin
of the unit circle. Bass-Gura or other pole placement tech-
niques are possible. The pulse transfer function is obtained
by combining the Z-transform of Equations 13 and 15 to have
Equation 16.

Y(z)
E(Z )
= CT

[
[zI − A]+ BKT

]−1
BKW (16)

To obtain constant Kw, the steady-state gain of the closed-
loop function of Equation 16 is set to unity. This method
was adopted in [20], where the authors proposed a cost-
effective deadbeat current controller for wind-energy inverter
application with LCL filter. The study employed a state
observer to compensate for the time delay, where a good
result was reported from the THD recorded. However, the
research did not explain howmodel parameter sensitivity was
tackled. Additionally, the controller’s settling time was poor:
it was more than three samples, which was higher than the
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system’s order. In [21], the authors proposed a state-vector
feedback gain for DBC of a GCI with LCL filter, where
better attenuation of switching harmonics and damping was
reported. However, the study did not consider the influence
of time delay and model parameter variation, which is crucial
in digital implementation.

In [22], the authors proposed a control scheme for pulse-
width modulation (PWM) voltage-source distributed genera-
tion inverter with fast load-voltage regulation and effective
mitigation of unbalanced voltage disturbances. The study
employed a DB current controller in the inner loop and a
hybrid voltage controller with a variable structure control ele-
ment in the outer loop. An adaptive uncertainty observer was
employed to compensate for time delay as well as parameter
mismatch. However, the observer employed was sensitive to
changes in system parameters, in addition to having inherent
modeling error and a large prediction error [23]. In [24],
the authors adopted the DB controller designed in [25] and
proposed a control method to mitigate fast voltage distur-
bances. The study employed a PI voltage control in the outer
loop. However, the results presented were more of the same.
In [26], the authors proposed an advanced SVPWM-based
predictive current controller for three-phase inverters in a dis-
tributed generation system with the L output filter. This study
employed double sampling and updating techniques to miti-
gate the time delay in the system. The authors concluded that
a small delay was necessary to keep the system more robust
to parameter variation. However, there is a need to inves-
tigate this method using the LCL output filter. In [27], the
authors proposed a calculation-delay tolerant-prediction cur-
rent controller for three-phase inverters. The study employed
a state-feedback design approach with a Luenberger predic-
tion observer to mitigate the time delay. The authors believed
that mitigating the time delay enhanced the system’s immu-
nity to model and parameter uncertainties. However, there is
a need to further investigate the method with higher-order
filters. In [28], the authors used this approach to control a
three-phase Z-source grid-connected wind power generation.
The authors used a DBC in the inner loop and a PI controller
in the outer loop. However, this research failed to consider
the issues of time delay andmodel parameter variation, which
are critical for this type of controller. In [29], the authors used
this approach to control a three-phase grid-connected inverter
with near deadbeat response. Good online monitoring of the
equivalent impedance and adaptive changing of the plant
parameters were achieved in this research work. However,
due to the estimation of the parameters and the effect of
discretization, the deadbeat control response was not exactly
achieved.

4) HYBRID DBC DESIGN APPROACH
Since DBC demonstrates challenges due tomodel and param-
eter variation, some researchers decided to use this controller
in series or parallel (as a single controller) with another con-
troller. The finite settling time of the DBC is retained, and the
other controller, such as repetitive or PI controller, enhances

FIGURE 6. Block diagram of SVDA.

its robustness. This type of control approach is shown in
Figure 7, where a deadbeat controller is cascaded with an
integral controller. In this approach, new extended state and
output equations are formed by defining an additional state
variable. Assuming the system to be controllable with state
transition matrices A and B, as in the previous method, the
new extended equations can be represented as in 17 and 18:[

X (k + 1)
V (k + 1)

]
=

[
A 0
−CT 1

] [
x (k)
v (k)

]
+

[
B
−CTB

]
u (k)

+

[
0
1

]
E (k + 1) (17)

Y (k) =
[
CT 0

] [ x (k)
v (k)

]
(18)

Some researchers have adopted this approach; for example,
in [30], the authors proposed a multi-loop DBC-repetitive
and adaptive control for power converters with the LCL filter.
Fast convergence with disturbance rejection was reported in
this work, in addition to the possibility of adaptable con-
trol of the grid-side current. This achievement is not pos-
sible when implementing a single-loop control due to the
plant’s non-minimum-phase behavior. However, the addi-
tional loops used have cost and reliability implications.
In [31], the authors presented a deadbeat repetitive current
controller (RCC) in parallel with DBCC for grid-connected
applications with the LCL filter. In this proposed control,
the characteristic of fast dynamic-response tracking of the
DBC was utilized, and the RCC made the steady-state error
converge to zero gradually. According to the authors of this
research, the proposed approach improved the quality of the
feed-in grid current effectively. However, the study men-
tioned that a lead compensator should be used to compensate
for the delay, but no such design was reported. Additionally,
model parameter variation common to this controller was not
considered.

5) ROBUST DEADBEAT CONTROL DESIGN APPROACH
The robustness of a controller is the controller’s ability to
exhibit excellent desired performance in the operations of
both the nominal model of the system and any model con-
tained within the set of models bounded by the specified
range of model uncertainties [32], [33]. For a grid-connected
inverter to have a robust control, it requires either an inner
current control loop and an outer voltage control loop or
an inner current control loop and an outer power control
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loop, as the case may be. Such controllers in a deadbeat
setting can be implemented by having pre-filters before the
main controllers [34] or by having a pre-filter controller and
another parallel controller (bridged-T controller). This type of
controller is used in a control system for both setpoint control
and disturbance rejection.

To achieve robustness, the block diagram of Figure 5 in
Subsection B was modified into those in Figures 8(a) and (b),
which are the DBCs with pre-filter and bridge-T controller,
respectively. For the deadbeat with pre-filter, as shown in
Figure 8a, DBpf (Z ) is the pre-filter and DBmc(Z ) is the main
controller. DBmc(Z ) can be represented by Equation 19 using
the same description of the polynomial in Equation 10 and the
pre-filter controller is represented by Equation 20, assuming
the plant is a minimum-phase system:

DBmc(Z ) =
1−

(
1− z−1

)
A(z)CD(z)(

1− z−1
)
B(z)CD(z)

(19)

DBpf (Z ) =
B(z)Cw(z)

/
B(1)Cw(1)

1−
(
1− z−1

)
A(z)CD(z)

(20)

where CW (z) is a polynomial with which the gain can be used
to handle the control variable constraints, expressed in the
form of Cw0 + Cw1z−1 + Cw2z−2 + Cw3z−3 + . . ., and CD(z)
is a polynomial that can be chosen arbitrarily to satisfy the
control variable constraints. If the plant is a non-minimum-
phase system, the two controllers can be re-written as in
Equations 21 and 22.

DBmcn(Z ) =
H(z)(

1− z−1
)
B+(z)CD(z)

(21)

DBpfn(Z ) =
B(z)
/
B(1)

1−
(
1− z−1

)
A(z)CD(z)

(22)

The polynomialH(z) can be obtained using the relationship of
B−(z)H(z) = 1−

(
1− z−1

)
A(z)CD(z) and it should be noted that

the degree of this polynomial has to correspond to the degree
of the left-hand side of the expression.

Additionally, the bridged-T controller’s configuration
lends itself naturally to a robust control design in a deadbeat
setting [6]. It is worth noting that the bridged-T controller
fits in the general form of a two-degrees-of-freedom con-
troller, and as such, it has the potential of robust performance,
as demonstrated in [35]. Figure 8b shows a closed-loop
control system that includes the bridged-T controller. The
plant is represented by T(z) and the controller consists of
three controllers: DBpf (z), DBmc(z) and DBoc(z). R(z) is the
input, which is the reference to be tracked, and D(k) is the
disturbance, which represents the model mismatch. DBoc(z)
is an open-loop compensator, which is designed in such a
way that DBoc(z)T(z) gives a suitable response to reference
input signalR(z). The design of theDBoc(z) controller involves
the cancellation of the undesirable parts of plant transfer
function T(z) such that the plant becomes stable. If the system
is targeted to achieve a deadbeat response to the step input,

then DBoc(z) is chosen as:

DBoc(z) =
1
T(z)
×
P(z)
Zm

(23)

where P(z) is chosen to include the zeros of the plant transfer
function outside the unit circle so that the controller will be
stable. Similar criteria were presented in [36]. The DBpf (z)
controller gives a desired control system model that is related
to DBoc(z) as:

DBpf (z) = DBoc(z) × T(z) =
P(z)
Zm

(24)

The last controller is feedback compensator DBmc(z),
whose function is to correct the non-zero errors. However,
if ideal conditions are assumed, the choice of the earlier two
controllers results in zero error and therefore DBmc(z) is not
needed. However, under practical considerations, theDBmc(z)
controller is the only controller that directly influences the
close-loop system’s stability and, as such, it is required for
robustness and disturbance rejection. As reported in [6],
the design of DBmc(Z ) does not depend on other controllers
(DBpf (z) and DBoc(z)). As such, it is treated independently
without reference to the deadbeat control or the bridged-T
controller. For reduction of error, DBmc(Z ) is chosen to mini-
mize the weighted sensitivity function [6] as:

S(z) =
1

1+ T(z)DBmc(z)
f(z) (25)

where f(z) is a frequency-weighting transfer function, which
takes into account the frequency content of the disturbances
andmodeling errors affecting the system. For stability margin
improvement, DBmc(z) is chosen to minimize the weighted
complementary sensitivity as in Equation 26:

E(z) =
T(z) × DBmc(z)
1+×DBmc(z)

f(z) (26)

The competing objectives of minimizing both S(z) and
E(z) can be combined in a single performance index to be
optimized. The advantage of the bridged-T controller is that
nominal deadbeat response is achieved first by the design of
blocks DBoc(z) and DBpf (z) outside the loop. Then, indepen-
dent of the deadbeat design, robustness is achieved separately
by the design of feedback compensator DBmc(z).

Research works that adopted this approach include the
research in [37], where the authors presented an improved
deadbeat control with a repetitive plug-in controller. The
study employed a repetitive controller in series with a robust
DBC based on a controller with a pre-filter approach for
grid current tracking (as a single controller). The controllers
were combined to provide rejection of periodic disturbances,
while keeping excellent dynamic response. A linear-phase-
lead compensator was used to compensate for time delay.

According to the authors, the proposed approach improved
the quality of the feed-in grid current significantly. How-
ever, the method employed to handle parameter variation
was not intuitively explained. In [38], the study discussed a
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FIGURE 7. Block diagram of HBDA.

FIGURE 8. Closed-loop control system with pre-filter and bridged-T
controller. (a) Controller with pre-filter. (b) Controller with T-bridge.

synchronous-reference-frame robust predictive current con-
trol, where DBCwas used in the inner loop and a PI controller
was used in the outer loop. The authors employed a con-
troller approach with a pre-filter with a diagonal Luenberger
observer to compensate for time delay. The realized con-
troller enhanced the stability limits against control delays
and inductance variations. There is room for better results by
adopting better time-delay compensation techniques, as sug-
gested by [2]. In [39], the authors extended the previous work
presented in [38] by using an LCL filter instead of the L
filter and modeled the system with an arbitrary control delay.
However, the observer employed had inherent modeling error
and large prediction error [23].

In [40], the authors presented a robust predictive dual-
loop control strategy for a grid-connected photovoltaic (PV)
generation system. The study employed DBC and PI control
in the inner and outer loops, respectively. The authors claimed
that time delay and inductance variation were taken care of,
but the method employed was not clearly explained. In [34],
the authors extended the scope of a previously presented work
by adding an extra power feed-forward loop with reactive
current detection to compensate for time delay and

grid-voltage prediction to compensate for parameter mis-
match. This work recorded good results in terms of time
delay and THD. However, there is room for further reduc-
ing the time delay. In [41], the authors presented a robust
current control with harmonics compensation. Five different
controllers were employed in this work: active damping
controller, inner current controller, outer voltage controller,
grid current controller and harmonics prediction controller.
A Luenberger estimator was employed to handle parame-
ter variation, but time delay was ignored in this research.
Additionally, key performance parameters, such as THD at
the inverter’s output, were not mentioned to guide future
research.

Recently, in [42], the authors presented a fast, robust pulse-
width-modulation (PWM)-basedDBC. The influence of filter
inductance variation was analyzed and the deviation coeffi-
cient of the system critical stability was found to increase
with an increase in the equivalent resistance and an increase
in the sampling frequency. The authors claimed that time
delay was compensated using the fast, robust PWM but the
method sampled the signal only three times and updated it
only once. Therefore, a one-period delay still existed in the
control loop. Additionally, the issues of model and parameter
variation were not intuitively discussed in this work.

6) OTHER DESIGN APPROACHES
a: N-STEPS-AHEAD PREDICTION CONTROL
As earlier explained in Section I, deadbeat and N-steps-
ahead controls were researched separately in the past, but the
two ideas were later merged and called DBC [6]. However,
some researchers still refer to their DBC approach as the
N-steps-ahead control in recent times [18]. The fundamental
idea behind the N-steps-ahead control is to determine the
control signal required to force the output of a system to
the desired level in N time-steps. Therefore, this method can
form any form of the approaches earlier discussed in this
section. As such, the present paper sought to bring to the
reader’s notice that such nomenclature still exists in the body
of knowledge. We chose to classify all research on DBC
that did not mention the approaches adopted, or cannot be
presumed by us, as the N-steps-ahead prediction control.

N-steps-ahead prediction refers to the number of predicted
steps the controller is expected to make for the output to reach
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a finite stage. This technique is accomplished by subtracting
the denominator (poles) dynamics and algebraically cancel-
ing the numerator (zeros) dynamics [43]. The control law is
developed in the time domain using a difference equationwith
the plant, described as:

y∗ (n+ k)+ ak−1y∗ (n+ k − 1)+ . . .+ a1y∗ (n+ 1)

+a0y∗ (n) = bn+k−1u (n+ k − 1)+ bn+k−2u (n+ k − 2)

+ . . .+ b0u (n) (27)

where y∗ (n+ k) is the output at the next time-step, of which
the desired value is y∗ (n+ k), and the present control signal
is u (n+ k − 1). Therefore, as the desired output at the next
step is y∗ (n+ k), the present output is y∗ (n+ k − 1), and
from all the previous inputs and outputs, it is possible to solve
for the present control signal u (n+ k − 1) as:

u (n+ k − 1)

= −
1

bn+k−1
(bn+k−2u (n+ k − 2)

+ . . .+ b0u (n)− y∗ (n+ k)− ak−1y∗ (n+ k − 1)

− . . .− a1y∗ (n+ 1)− a0y∗ (n)
)

(28)

Equation 28 represents the N-steps-ahead controller. This
technique has been adopted more than any other technique in
the literature. In [44], the authors proposed a vector-current-
controlled voltage-source converter using the one-step-ahead
(OSA) approach. The study employed the Smith predictor
to mitigate time delay. However, key performance indicators
were not mentioned to ascertain the output’s quality, such as
theminimum time delay achieved and the THD. Additionally,
this research did not consider the issue of model parameter
variation in the design, which is critical. In [12], the authors
proposed a robust predictive current control for three-phase
grid-connected inverters; the study employed a two-steps-
ahead prediction approach with a Luenberger observer to
compensate for time delay. Consequently, the researchers
believed that their research improved the tolerance to parame-
ter variation from the previous research. However, themethod
adopted to support this claim was not stated. In [45], the
authors reviewed and evaluated some current control methods
and proposed a simple DBC based on one-step-ahead predic-
tion. The study focused on improving the system’s robustness
to model and parameter mismatch. The authors believed that
by increasing the damping resistor’s value, the system gets
immune to those mismatches. However, the study failed to
employ any time-delay compensation techniques, which is
a challenging factor in digital implementation. Additionally,
increasing the resistance is at the expense of an increase in
power loss, which is highly undesirable. In [46], the authors
considered a deadbeat control based on current prediction
calibration for grid-connected converters under unbalanced
grid voltage. The study employed a DBC using one-step-
ahead prediction in the inner loop and PI control in the
outer loop. The study mentioned time delay and model and
parameter variation issues, but themethod adopted tomitigate
both the time delay and the mismatch was unclear. In [47],

the author proposed a conceptual design to suppress low-
and high-frequency instabilities and grid inductances in a
distributed inverter. The study employed an OSA controller
in the inner loop and a PI controller in the outer loop.
An adaptive disturbance observer was employed to miti-
gate time delay and model parameter mismatch. This study
reported good controller tracking with a deadbeat response.
However, an observer may be sensitive to changes in the
system parameters in addition to having inherent modeling
error and a large prediction error [23]. In [48], the authors
proposed a robust line-voltage sensorless control and the
synchronization of the DB controller using the two-steps-
ahead approach. Deadbeat current controller and PI controller
were employed in the inner and outer loops, respectively, and
a natural observer was used to compensate for time delay and
model parameter mismatch. A good result was reported from
this study. However, the observer could not compensate the
time delay reasonably, as the value of the delay in the control
loop was up to 1ms. There is a need to test this method with a
better compensation method, as suggested by [2]. In [49], the
authors proposed a robust tracking of a three-phase DC-AC
inverter for uninterruptible power supply (UPS) applications.
The study employed the OSA approach with linear-matrix-
inequality-based optimization, wherein a good THD value
was recorded.

However, there is a need to expand this research to grid-
connected applications. In [50], the authors presented the
analysis and characterization of a large-bandwidth triple-loop
controller for grid-connected inverters. This study employed
two DB current controllers and a PI voltage controller, where
good performance characteristics were recorded. However,
how time delay and model parameter variation were handled
was not clearly explained; nevertheless, the three-loop con-
troller employed increased the system’s complexity, cost and
lack of reliability [51]. In [52], the authors used the OSA
approach to present an improved DBC strategy based on
interpolation prediction and online inductance identification.
The study applied a DBC in the inner loop and a PI controller
in the outer loop. At the same time, a Newton prediction
algorithm was proposed for time-delay compensation, and
an online inductance parameter identification algorithm was
proposed to take care of the model and parameter variation
present. However, the output of this research was character-
ized by high THD of output current at lower input power,
which can be improved by adopting an LCL filter instead of
an L filter. In [53], the authors researched an improved dead-
beat current control algorithm using a prediction algorithm.
However, the method adopted in compensating for time delay
and model parameter variation was not clearly explained.

In [54], the authors presented an evaluation of a DB current
controller for a grid-connected application. Both OSA and
two-step-ahead (TSA) approaches were used for the DBC
design, and the proportional gain reduction approach and the
Smith predictor approach were compared for their ability
to compensate for the time delay. Additionally, this study
employed voltage prediction to take care of the variation in
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the model and the parameters. However, key performance
indicators, such as the minimum time delay achieved and the
THD recorded, were not clearly mentioned to guide further
research. In [55], the authors conducted a comparative review
of predictive current control techniques applied to single-
phase grid-connected inverters and presented a comparative
analysis of the two most prominent ones: the DBC and the
model predictive control (MPC). The comparison highlighted
the main differences and clarified the confusion as to whether
they belong to the same class. However, the analysis did not
give a clear picture of the types of DBC. Therefore, there
is a need to investigate this comparison further. In [11], the
authors proposed a unified startup strategy for modular multi-
level converters with deadbeat predictive current control. This
study took up the main challenge of modular multi-level
converters, which is the pre-charge of all submodule (SM)
capacitors to their nominal voltage value during the startup
process. Using the deadbeat strategy, the authors believed
that a fast pre-charge for all SM capacitors from either the
AC- or DC-side main voltage without any inrush current was
effectively realized. However, this method needs to be inves-
tigated further using a higher-order output filter to achieve
a better output current. In [56], the authors proposed a mul-
tivariable deadbeat control of power electronics converters
with fast dynamic response and fixed switching frequency.
This research work employed the DBC for the entire system,
therefore accelerating the time response not only for the
current loops but also for the voltage loops. Good results were
obtained based on the simulation in this research. However,
there is a need to further investigate this method using a
higher-order output filter.

b: UNCLASSIFIED DBC
A deadbeat control discussion will not be complete with-
out mentioning that some research attempted to use known
conventional controllers to achieve a deadbeat response at
the system’s output. It is worth noting that such controllers
still retain their properties and their controller name, but the
researchers used the word deadbeat to describe how fast their
controller’s response is. Discrete controllers, such as PI and
sliding mode [57], have been used by some researchers and
they named the responses as deadbeats. Such studies include
the research works in [9], [44], [58], [59] and [60], where
the overall closed-loop poles of the system adopting this
approach were placed at the origin using simple mathematics.

In [44], the authors presented a vector-current-controlled
voltage-source converter adopting this design approach,
where a Smith predictor was employed to compensate for
time delay, and a back-calculation algorithm was used to
handle the issue of the integrator windup. In this work,
good performance in terms of dynamic vector limiting leads
to a balance between fast response and independent cur-
rent control. However, during large transients, the demanded
reference voltage of the DB controller may not be dead-
beat. In [58], the authors presented a hybrid control method
for three-phase grid-connected inverters with high-quality

power. The study employed a digital PI control with space
vector pulse-width modulation (SVPWM) and dual-time
sampling and updating techniques to handle the control loop’s
time delay. According to the authors, the proposed method
effectively improved the quality of the output current. How-
ever, there is a need to investigate this approach with the LCL
filter. In [59], the authors presented a PI-based SVPWM con-
troller for a three-phase PV system that mimicked a DBC in
the synchronous reference frame. As reported by the authors,
convenient active and reactive power decoupling and insensi-
tive controller in parameter variation were realized. However,
this research failed to account for the delay present in the
control loop. In [9], the authors proposed a synchronous-
reference-frame PI controller with a deadbeat response. The
proposed controller introduced a noticeable improvement in
transient and steady-state responses to disturbances in the
control loop.

In [61], the authors investigated the performance of three
deadbeat predictive controllers for a three-level neutral-point-
clamped inverter, and the investigation was based on com-
putational burden, current THD, voltage balancing, average
switching frequency and dynamic response. Good results
were achieved from the proposed improved method. How-
ever, there is a need to investigate this method further using
other types of filters. Recently, in [62], the authors presented
an improved deadbeat control strategy based on repetitive
prediction against grid frequency fluctuation for an active
power filter. The research work aimed at improving the har-
monic compensation performance of the active filter in a
distribution network. The authors believed strongly that their
proposedmethod had an acceptable steady-steady response to
grid frequency variation and a satisfactory dynamic response
to the change in the load current. However, based on the zero-
pole distribution plot in the research work, the closed-loop
poles were not placed even close to the origin but adequately
contained within the unit circle. Therefore, the use of the term
‘‘deadbeat’’ could be misleading in this case. Additionally,
in [62], the authors proposed a deadbeat current controller
for a bidirectional dual-active-bridge converter using the
enhanced single-phase shift (ESPS) modulation method by
exploiting pulse width as an extra control variable besides
the phase-shift ratio. Parameter robustness was analyzed by
mathematical derivation, and the online auto-tuning method
for the inductance was presented. This method was simple to
design and implement, according to the authors. However, the
approach adopted cannot be clearly understood.

c: CONSTRAINED DBC
A DBC increases the step response speed of a system by
manipulating input variables in two ways. The first is to
allow the large signal (positive) to proportionally drive system
response very fast to obtain the desired initially constant
value. A delayed smaller step signal (negative) follows, which
targets to cancel the remainder of the transient response from
the large step signal [54]. Nevertheless, a large positive signal
(control signal) can be too large to be scaled down. In such
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circumstances, the deadbeat controllers discussed earlier may
be referred to as constrained DBCs. However, this constrain-
ing has the effect of increasing the degree of the controller
and, consequently, increasing the overall degree of the closed-
loop system, which also translates into increased time for the
system to settle and some overshoot, to mention but a few.
In the next section, a comparison of some control strategies
will be presented.

III. COMPARISON OF SOME CONTROL STRATEGIES
For comparison, a grid-connected inverter with LCLfilter and
active damping as proposed in [63] was adopted. The control
loop of the inverter adopting the grid-side current control with
a feedback of the capacitor current for the active damping
LCL filter is shown in Figure 9, where PL represents the
third-order filter and Kpwm represents the gain of the full-
bridge three-phase inverter [64], which can be approximated
by Equation 29:

Kpwm =
Udc
2

(29)

The loop gain of the control system from Figure 9 can be
written from Uc to Ig as in Equation 30:

T(s) =
Ig
Uc
=

Kpwm

s3
[
LiL ′gCf

]
+ s2KpwmkdCf L ′g + s

[
Li + L ′g

]
(30)

where:

L ′g = Lg + Lgs

Putting the open-loop control of the output transfer function
into the standard normalized quadratic form [63], the damp-
ing ratio ζ can be given by:

ζ =
kdKpwm

2
×

√ (
Lg + Lgs

)
Cf

Li
(
Li + Lg + Lgs

) (31)

Based on Equation 31, the higher the damping factor ζ ,
the better is the damping effect on the system. However,
a very high value for ζ will reduce the overall stability margin
of the system. Thus, a better tradeoff can be achieved with
ζ = 0.707 [63], [64] and kd can be simply calculated using
Equation 31. The parameters used in [63] were adopted in
this research, as shown in Table 2. Finally, using the inverter
parameters listed in Table 2 and using different values of kd ,
the Bode plot in Figure 10 justified the selection of damping
constant kd . The curve flattened as the value of kd increased.
To compare some of the control approaches presented in

the previous section, we shall consider the output equation
in 30. The grid voltage can be assumed to be an ideal voltage
source, and for frequencies other than the fundamental, the
grid side can be considered a short circuit [65]. Therefore, the
transfer function from Equation 30 can be expressed based
on Table 2 as in Equation 32, which serves as the plant to be
controlled:

T(s) =
340

2.006e−11s3 + 4.702e−7s2 + 0.005512s
(32)

Using the zero-order hold (ZOH) method of discretization
and using a sampling frequency of 10 kHz, the discrete form
of the transfer function is as in Equation 33:

T(z)=
1.5385 (z+ 1.976) (z+ 0.1526)

(z− 1)
(
z2−0.2404z+ 0.09597

) (33)

It is obvious from the zero-pole gain (zpk) in Equa-
tion 33 that the system has one zero lying outside the unit
circle and one pole lying on the unit cycle. Therefore, there is
a need to design a discrete controller that will pull the pole to
lie inside the circle. Note that the deadbeat controller’s design
procedures are expressed in d-operator (z−1), as discussed
in Section II; therefore, by dividing the zpk by z, Equa-
tion 33 can be expressed as in Equation 34. Next, we designed
a controller based on the formulas discussed in the previous
section.

T(z)=
1.5385z−1

(
1+ 1.976z−1

) (
1+ 0.1526z−1

)(
1− z−1

) (
1− 0.2404z−1+0.09597z−2

) (34)

FIGURE 9. Block diagram of grid-side current control with active damping.

FIGURE 10. Bode plot with different damping factors.

A. POLE-ZERO CANCELLATION (PZC) APPROACH
Using the discretized zpk from Equation 34, the turning
polynomial was obtained as:

mkz−k = 0.33602z−2,Q(z) = 1+ z−1 + 0.6639z−2

Therefore, the controller was obtained, as presented in
Equation 35:

DBp(z) =
0.2184z−1

(
1− 0.2404z−1 + 0.09597z−2

)(
1+ 0.1526z−1

) (
1+ z−1 + 0.6639z−2

) (35)
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TABLE 2. Inverter parameters.

A desired closed-loop pulse transfer function was given by:

N(z) = A+(z)mkz
−k
= 0.33602z−2

(
1+ 1.976z−1

)
and presented as in Equation 36:

N(z) =
0.33602 (z+ 1.976)

z3
(36)

The step and Nyquist plots are shown in Subplots (a)
and (b), respectively, in Figure 11a. As evident from the plots,
the system settled at 3 sampling periods with no overshoot,
and from the Nyquist plot, there was no encirclement of the
critical point, which indicated that the closed-loop system
was stable.

B. FACTORIZATION (POLYNOMIAL) DEADBEAT CONTROL
APPROACH
Using the discretized zpk in Equation 34, the turning poly-
nomial was obtained as M (z) = 0.2915z−1, C1(z) = 1
and Q(z) = 1 + 0.7085z−1 + 0.08789z−2. Therefore, the
controller was obtained based on Equation 10, as presented
in Equation 37:

DBf (z) =
0.18949

(
z2−0.2404z+ 0.09597

)
(z+ 0.1516)

(
z2+0.8484z+ 0.5798

) (37)

The desired closed-loop pulse transfer function was obtained
as in Equation 38:

F(z) =
0.2915 (z+ 1.976) (z+ 0.1526)

z4
(38)

The step and Nyquist plots of this technique are shown in
Subplots (c) and (d), respectively, in Figure 11b. As evident
from the plots, the system settled at 4 sampling periods
with no overshoot, and from the Nyquist plot, there was no
encirclement of the critical point, which indicated that the
closed-loop system was stable.

C. STATE-VARIABLE DERIVATION (POLE PLACEMENT
TECHNIQUE)
The pulse transfer function in Equation 34 was converted into
the state-space in control canonical form as:

A =

 0 1 0
0 0 1

0.0960 −0.3364 1.24

B =
 0
0
1


C =

[
0.4638 3.275 1.5380

]
Let KT represent the constant required to place the pole at
the origin and the characteristic polynomial be represented
by XC , as in Equation 39:

KT
=
[
k1 k2 k3

]
XC =

[
[z ∗ I − A]+ B ∗ KT

]
(39)

Matrix KT was obtained by comparing Equation 39 with the
desired polynomial at the origin; therefore, matrix KT was
obtained as:

KT
=
[
0.09597 −0.3364 1.24

]
KW was obtained by solving Equation 16 for unity gain:

KW = 0.1895

Considering the signal from the input to the output as shown
in Figure 6, the overall transfer function can be obtained using
Equation 40:

Y(z)
E(Z )
= CT

[
[zI − A]+ BKT

]−1
BKW (40)

Therefore, the closed-loop matrices became:

Â =

 0 1 0
0 0 1
0 0 0

 , B̂ =

 0
0

0.1895.


Based on the new closed-loop matrices, the deadbeat

controller and the closed-loop pulse transfer function were
obtained as in Equations 41 and 42, and the step and
Nyquist plots are shown in Subplots (e) and (f), respectively,
in Figure 11b. As evident from the plots, the system set-
tled at 3 sampling periods with no overshoot, and from the
Nyquist plot, there was no encirclement of the critical point,
which indicated that the closed-loop system was stable.

DBs(z) =
0.1895 (z− 1)

(
z2 − 0.2404z+ 0.09597

)
z3

(41)

Y (z)
E (z)

=
0.29145 (z+ 1.976) (z+ 0.1526)

z3
(42)

D. HYBRID DBC USING STATE-SPACE DESIGN APPROACH
To obtain a deadbeat control with integration of the control
error, we constructed a new extended set of state and output
matrices from the state matrices in method C with an addi-
tional variable called ν, as described in Equations 17 and 18,
from which KT and KW were obtained. The substituted new
matrices were given as:
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TABLE 3. Summary of simplified controllers, control laws and their output.

Ã =
[

A 0
−CTA 1

]
, which is an (n+ 1)× (n+ 1) matrix,

Ã =


0 1 0 0
0 0 1 0

0.09597 −0.3364 1.24 0
−0.1476 0.0536 −5.1821 1

 ,
B̃ =

[
B
−CTB

]
, B̃ =

 0
1

−1.5380

 , (n+ 1)×1 vector,

K̃ =
[
KT
−KW

]
,

K̃ =
[
0 0 0 1

] [
Q−1c Ã4

]
(43)

where Qc is a controllability matrix.

K̃ =
[
0.09597 −0.2485 1.9485 −0.1895

]
Therefore,

KT
=
[
0.09597 −0.2485 1.9485

]
KW = 0.1895, and the deadbeat controller was obtained as in
Equation 44:

DBhb=
0.1895z3 − 0.235z2 + 0.06375z− 0.01819

z2 + 0.7085z+ 0.08792
(44)

The closed-loop reference transfer function was obtained
from Equation 45:

FT = CT
(
zI − G+ BKT

)−1
BKW z

FT =
0.29145 (z+ 1.976) (z+ 0.1526)

(z+ 0.5481) (z+ 0.1604)
(45)

The overall feedback transfer function from the input to the
output is given by Equation 46, and the step and Nyquist plots
are shown in Subplots (g) and (h), respectively, in Figure 11b.
As evident from the plots, the system settled at 3 sampling
periods with no overshoot, and from the Nyquist plot, there
was no encirclement of the critical point, which indicated that
the closed-loop system was stable.

Y(z)
E(Z )
=

CT (z ∗ I − G+ BKT
)−1 BKW z

(z− 1)
(
CT

(
z ∗ I − G+ BKT

)−1 BKW z)
Y(z)
E(Z )
=

0.29145 (z+ 1.976) (z+ 0.1526)
z3

(46)

E. ROBUST DEADBEAT CONTROL DESIGN APPROACH
Since the inverter plant had zeros outside the unit circle,
the formulas for the inner- and outer-loop deadbeat con-
trollers in Equations 21 and 22 are used. These equations split
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FIGURE 11. Step and Nyquist plots for (a,b) PZCA, (c,d) FRA, (e,f) SVDA, (g,h) HBDA and (i,j) RCA at steady state.

VOLUME 10, 2022 4003



G. Elhassan et al.: Deadbeat Current Control in Grid-Connected Inverters: Comprehensive Discussion

FIGURE 12. Step and Nyquist plots at (a,b) steady state, (c,d) 40% grid-impedance variation and (e,f) 80% grid-impedance variation,
respectively.

the poles and zeros into compensable and non-compensable
parts to avoid compensating the zeros outside the unit cir-
cle. The plant numerator was split to contain B+ and B−,
which represented compensable and non-compensable zeros,
respectively. Using the expression

1−
(
1− z−1

)
A(z)CD(z) = B−H(z)

polynomials CD(z) andM(z) were chosen arbitrarily to satisfy
the control variable constraints. The two polynomials were
obtained by comparison as:

CD(z) = 1+ 1.21598z−1 and

H(z) = 1.024z−1 − 0.8771z−2 + 0.25z−3 − 0.060533z−4
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FIGURE 13. Bode plots for PZCA, FRA, SVDA, HBDA, and RCA at (a) steady state, (b) 40% grid-impedance
variation and (c) 80% grid-impedance variation. grid impedance variation respectivel.
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FIGURE 14. Voltage and current of PZCA. (a) Phase A Current at Islanded and Grid mode. (b) Distortion at the transition between Islanded to Grid
mode. (c) Distortion at the transition between Grid to Islanded mode. (d) Phase A, Voltage wave form at Islanded and Grid mode. (e) Voltage
distortion at the transition from Islanded to Grid. (f) Voltage distortion at the transition from Grid to Islanded.
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FIGURE 15. Simulation diagram of one of the controllers (PZCA).

FIGURE 16. (a) Id and Iq and (b) power output.

The inner-loop deadbeat controller was obtained by sub-
stituting the above polynomials into Equation 21, as in
Equation 47:

DBmcn(z)=
0.66558 (z− 0.616)

(
z2 − 0.2405z+0.09597

)
(z+ 1.216) (z− 1) (z+ 0.1526)

(47)

The pre-filter controller was obtained from Equation 22, as in
Equation 48:

DBpf (z) =
0.13013z (z+ 1.976) (z+ 0.1526)

(z− 0.4882)
(
z2−0.2155z+ 0.08774

) (48)

The overall feedback transfer function from the input to the
output is given by Equation 49, and the step and Nyquist plots
are shown in Subplots (i) and (j), respectively, in Figure 11b.
As evident from the plots, the system settled at 12 sampling
periods with 17% overshoot, and from the Nyquist plot, there
was no encirclement of the critical point, which indicated that
the closed-loop system is stable.

Y (z)
E (z)

=
0.13431 (z+ 1.976)2 (z− 0.616) (z+ 0.1526)2

z2 (z− 0.4882) (z+ 0.36)
(
z2 − 0.2155z+ 0.08774

)
(49)

Table 3 gives a summary of the control laws, and the out-
put difference equation of each of the controllers discussed
earlier. Next, we are going to discuss which of the approach
is best in terms of stability, especially with regard to grid-
impedance variation.

F. RQ3: WHICH APPROACH IS BEST IN TERMS OF
STABILITY ESPECIALLY WITH REGARD TO
GRID-IMPEDANCE VARIATION?
Figure 12 shows the step and Nyquist plots for the five
controllers at steady state, as well as at 40% and 80% grid-
impedance fluctuations, to address this question. Despite
the variance in impedance, all of the controllers except
the RCA displayed moderate or no overshoots, as seen
in the step charts. Similarly, none of the Nyquist plots,
with the exception of the RCA, showed encirclement of
the critical point, indicating that the closed-loop system
was stable. The RCA’s overshoots and amount of encir-
clement rose as grid impedance increased, as shown by the
Bode plot and the tabulated stability characteristics shown
in Figure 13 and Table 4, respectively. According to the
Bode plots, all of the controllers’ low-frequency asymptotes
were at zero decibels (dB) with a flat curve at steady state,
as shown in Subplot (a) in Figure 13. This demonstrated
the suppression of all resonances. However, there was a
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TABLE 4. Stability parameters at different grid-impedance variations.

peak from the RCA in Subplots (b) and (c), indicating the
existence of certain resonance frequencies. Elaborate simu-
lations using the five controllers were carried out, with an
example of the simulation diagram illustrated in Figure 15,
to test these control techniques further. An identical config-
uration was created for the five controllers; however, only
one of the setups, the PZCA, is shown due to picture quality
concerns.

In addition, Figure 14’s Subplot (a) depicts the current at
the point of common coupling (PCC) before and after the cur-
rent injection, as shown in Subplots (b) and (c), respectively.
The voltage at the PCC in islanded and grid-connected
modes is shown in Subplot (d). Subplots (e) and (f) depict
the distortions caused by hooking and falling off the grid,
respectively. The aberrations for both current and voltage
were clearly within permissible limits. Figures 16(a) and (b)
illustrate the current controller’s direct-quadrature-zero (dq0)
currents and the power injected into the grid by the inverter,
respectively. The 80kW inverter pushed around 12 kW of
electricity into the grid, as seen from the plot. Table 5 shows
the THDs of these controllers at the designed sampling and
switching frequencies of 10 kHz, whereas Table 6 shows the
THDs at alternative frequencies, such as 100 kHz sampling
and 10 times the designed sample frequency. This further
verified that these controllers can work perfectly with sam-
pling and switching frequencies that were different from the
designed one. Figure 17 depicts a visual depiction of the cur-
rent’s total harmonic distortion from the controllers at steady
state with the designed sampling and switching frequencies.

The stability parameters from Table 4 and the sum-
mary of current and voltage total harmonic distortion from
Tables 5 and 6 were examined to answer this research

question, and it was discovered that the state-variable deriva-
tion approach showed an outstanding response both at steady
state and at transient time due to the grid-impedance varia-
tion. As a result, it may be argued that it is the most effective
strategy.

G. RQ4: WHAT ARE THE BARRIERS THAT MAY PREVENT
THE WIDE ADOPTION OF DBCC IN GCIAs?
To address the fourth research question, the practical issues
of each of the methods presented are discussed here. DBC
has been criticized because of its aggressivity. This aggres-
sivity makes this controller less robust against model error
and noise in practical implementation. However, this type of
controller has some desirable applications especially when
the error or noise is small, for example, as a state observer,
model-based feed-forward control andmodel-based feedback
control. Additionally, it could be useful in a simulation envi-
ronment and of great benefit in the academic teaching envi-
ronment because DBC accomplishes settling that could not
be achieved otherwise. The achievements include complete
suppression of asymptotic decay and reaching the finite state
in the shortest possible time. Next, we are going to discuss in
brief the issues with each of the methods.

1) ISSUES WITH POLE-ZERO CANCELLATION APPROACH
For the case of all-discrete components (controller and plant),
this method produced a minimum-order and minimum-time
DBC. Still, for the case of sampled data (digital controller and
continuous plant), DBC based on pole and zero cancellations
lead to undesirable inter-sampling ripples at the system’s
output. This is because when plant zeros are canceled, the
dynamics of the continuous system are highly excited by the

4008 VOLUME 10, 2022



G. Elhassan et al.: Deadbeat Current Control in Grid-Connected Inverters: Comprehensive Discussion

TABLE 5. Summary of I_THD and V_THD at different grid-impedance variations with fs and fsw at 10 kHz.

TABLE 6. Summary of I_THD and V_THD at different grid-impedance variations with fs = 100 kHz and fsw = 10∗ fs.

input and, at the same time, are not affected by the available
feedback [17].

2) ISSUES WITH FACTORIZATION APPROACH
This approach’s control signal is always high, which means
much energy is needed to drive the system to the steady state
within the shortest possible time. However, when the control
signal is constrained to some lower values, the controller’s

speed is compromised. Therefore, there is always a tradeoff
between speed and the energy needed by the control signal.

3) ISSUES WITH STATE-VARIABLE DERIVATION APPROACH
The fast convergence in thismethod is achieved at the expense
of an aggressive input. Additionally, this method requires
more systematic design procedures than just placing the
poles.
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FIGURE 17. CTHD of (a) PZCA, (b) FRA, (c) SVDA, (d) HBDA and (e) RCA.
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4) ISSUES WITH HYBRID DBC USING STATE-SPACE DESIGN
APPROACH
The fast convergence in thismethod is achieved at the expense
of an aggressive input, as in the previous case. Additionally,
this method requires more systematic design procedures than
just placing the poles with the control error’s integration.

5) ISSUES WITH ROBUST DESIGN APPROACH
In the case of a controller with a pre-filter, the design is simple
and straightforward, but there is an increase in the order of the
controller, in addition to the increase in the cost of the sensors
required. Therefore, the reliability of this control approach is
less compared with the other types.

IV. CONCLUSION
In this paper, the analytical contribution from previous
research on DBCC used in grid-connected inverters has been
systematically summarized. This review paper has answered
four critical research questions. The first was the evidence
that indicated the adoption of DBC in GCIAs, wherein a
literature classification was systematically created, which
confirmed a final sample of 54 papers. One can conclude
that there is an increase in the adoption of these controllers.
The second question addressed the types of DBC approaches
adopted in GCIAs, and theories and illustrative examples of
different classes of DBC were presented to give the readers
a summary of prominent approaches in this area of research.
The third question addressed which approach is the best in
terms of stability, especially regarding the grid-impedance
variation. Theoretical analysis of the controller, as well as
intensive simulations, has been conducted as presented in the
previous sections. It was established that the SVDA approach
shows outstanding fast step response and better stability gain
and phase margin as well as a lower THD despite the varia-
tion in the grid impedance. The final question addressed the
barriers that might prevent the wide adoption of DBCC in
GCIAs. It was established that this type of controller has been
criticized because of its aggressivity and lack of robustness
to parameter variation and noise. However, it was presented
earlier that the aggressivity can be lessened by using the
turning polynomial at the expense of increasing the time for
the system to settle. Careful design of the controller with
the correct tuning polynomials can improve its robustness
against parameter variation. In summary, the main contribu-
tion of this research work was to summarize and evaluate
the existing literature on deadbeat control techniques in grid-
connected inverter applications. In conclusion, the deadbeat
current control is a promising control method when the right
tunning polynomials are used. Conducting experimental tests
to validate further the intensive simulation conducted here
could be a direction for further research.
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