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ABSTRACT This paper proposes an adaptive data-driven novel technique for generating physician’s sched-
ules exploring the trade-off between physician waiting time and patient experience. Generally, in hospitals
fix time slots are assigned to the patients, without differentiating patients into different categories. Some
patients are referral patients who need less time, others are first-time visitors who need more time than
referral patients. Some are serious patients who take even more time, so a fixed time slot can increase the
waiting time both at the doctor and the patient level. So, there is a need to categorize patients according
to their treatment which could help in improving the waiting time of doctors and as well of the patients.
This technique trains the patient’s data according to their specific category based on the time doctors usually
spend on them. This can help in generating a schedule that will minimize the waiting of patients and at
the same time improve the hospital performance by scheduling maximum patients ensuring that the same
patient’s get the best experience. To achieve this a data-driven scheduling algorithm (DDSA) is proposed
which uses probability distribution, clustering and doctor’s scheduling algorithm to classify patients into
different categories. The data is collected through the RFID machines. The patients are given cluster head
time for the treatment. Different patient categories are given different treatment times. Then patient and
doctor commutative waiting times are calculated. The system applies different set-up times to allow hospital
management to trade-off between doctor and patient waiting times. The average waiting time for each patient
using DDSA comes out to be seven minutes. Hence, this technique can help hospitals across the globe in
improving their performance and patient experience.

INDEX TERMS Clustering, data driven, probability distribution, patient experience, RFID, waiting times.

I. INTRODUCTION
The healthcare services of every country is a sensitive and pri-
oritized concern in a person’s life. Any deviation from provid-
ing primary healthcare services is a major concern. Currently,
most of the hospitals are overcrowded and lack efficient
patient management systems [1], which result in long queues
and increased patient waiting times [2]. These waiting times
plays an important role in calculating the patient experi-
ence [3]. Patient experience is a multi-dimensional paradigm
covering a number of features of care. The most com-
mon areas covering the patient experience are appointment
scheduling, waiting times, long queues, attitude and courtesy
of staff, provision of lab reports, cleanliness, information
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assistance by nurses and treatment by doctors [4]. The feed-
back on these areas identifies the weakness and strengths
which is clearly reflected by the patient rating. These ratings
mostly focus on what happened in these areas, which service
needs improvement, which service is meeting the satisfactory
threshold etc. [5], [6]. Patient feedback ratings are routinely
used to measure the quality of hospital services [7]. There
are multiple ways to collect these experiences, most com-
monly adopted techniques are surveys, interviews, email,
telephone calls etc. Good experience is directly related to
the profitability of the hospital, and bad patient experience
increases the retention rates [8]. Many studies have shown
an increased mortality rate due to long queues at various
stations of the hospital. The normal approach followed in
the hospitals is to give the same time limit/slot to all the
patients, for this patients are called in bulk, which increases
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TABLE 1. Waiting time in Various Hospitals [9].

the frustration levels as the patients have to wait a lot for their
turn.

A. PROBLEM DOMAIN
The treatment time consumption of every patient, at each
station, does not lie in the same time slot range. It depends
upon the condition and category of the patient. For example,
in the case of an MRI scan, the time slot required for an old
age patient is generally longer than the young patient. Fig. 1
depicts the normal scenario followed in the hospitals. All the
patients are given same times 20 minutes for the treatment
which is shown as the blue line, but in reality every patient
takes a different treatment time, shown as the orange line.
Therefore, some patients may take more than 20 minutes
and some patients may take less than 20 minutes. Hence in
this paper, we identified and calculated different treatment
times for different patients based on their category. Table 1
shows the study conducted regarding the waiting times at
eight different hospitals [9]. It is clear from the table that a
patient has to wait a lot for his treatment.

FIGURE 1. Normal scenario of treatment time given to patients in
hospitals.

Various cases have been filed stating that the mortality rate
increased due to waiting times at different stations of the hos-
pital. Fig.2 shows a case study of women who died because
of waiting time associated with the registration counter. The
criticality of the patient was ignored and being asked to get
the admission slip first before getting the treatment. The
women died waiting in the queue at the registration counter
due to overcrowding and manual work performed at the reg-
istration station. The other reason for being overcrowded is
the limited number of staff working at these counters which

FIGURE 2. Case study of a women who dies waiting in long queue.

FIGURE 3. Increase in mortality rate due to long waiting times [10].

FIGURE 4. Long waiting times [11].

cannot handle unexpected patients, resulting in long queues
and increased waiting times.

In [10]–[12], different case studies were presented regard-
ing the mortality rate associated with long waiting times as
shown in Fig.3 and 4.

Therefore, there is a need for an automated system that
can reduce these waiting times both at the doctor level and
at the patient level. To achieve this a data-driven scheduling
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algorithm (DDSA) is developed based on the probability
distributions, clustering and doctor’s scheduling algorithm.
The DDSA divides the patients into four categories namely
report showing, follow-up, new patient and serious patient,
using a clustering algorithm. The identified patient is given
the cluster head time for the treatment. Then the doctor and
the patient waiting times are calculated. After that, different
set-up times are applied to reduce the doctors waiting time.
The system allows the management to set the threshold based
on the number of patients and doctors. The system also
provides a trade-off between doctor and patient waiting times.

B. CONTRIBUTIONS
1) The proposed framework applies the probability dis-

tributions to the timestamp data of various stations
to check the high time variability and then applies
clustering algorithm that divides the patients into four
categories; report showing, follow up, new patients and
serious patients.Normally patients are not categorized
and are given the same treatment time.

2) The framework identifies and calculates different
treatment times for different patients based on the
identified category using a Data-Driven Scheduling
Algorithm (DDSA).

3) The proposed framework develops a doctor schedule
to reduce doctor and patient waiting times by applying
different set-up times. It allows the management to set
the best trade-off between doctor and patient waiting
time according to the overcrowding at diffrent stations.

The rest of the paper is organized as follows: section II
describes the literature survey, section III describes the pro-
posed framework in detail, section IV summarized the results
and section V concludes the overall research work.

II. LITERATURE SURVEY
Chen et al., predicted the waiting time of each patient’s
treatment task by developing a Patient Treatment Time Pre-
diction (PTTP) algorithm based on a random forest algorithm.
Based on this approach hospital recommendation system for
queue management was developed. The motivation for the
developed system was the overcrowding in the hospital and
lack of queue management [13]. Vollmer et al., compared
different machine learning algorithms with time series anal-
ysis for the prediction of overcrowding in the emergency
department of the hospital to keep the process running in a
smooth way. This prediction helped the hospital management
to kept a right number of staff at the emergency department.
The stacked regression is used to compare the results of both
methods [14]. Roopa et al., used a random forest algorithm
based PTTP model to predict the treatment time of each task.
After calculating the treatment time required by each task a
hospital(QRS) was developed to efficiently manage the time
for each patient thus reducing the waiting time [15].

Kumar et al., discussed the issues of long queues, over-
crowding and long waiting times, that resulted in patient

dissatisfaction for the particular hospital. Keeping these
issues in mind, the authors developed a time prediction algo-
rithm to efficiently manage different treatment tasks time.
The patients with different dependent tasks were identified.
The developed system worked as follows: treatment time of
each task is also calculated using the average time spent at
each task. The algorithm then calculated the overall time
required for each patient and also the waiting time required
for each treatment task in the hospital. A mobile-based appli-
cation using android technology is developed. GSM is used
for notification in android phones. The connection is secured
using AES encryption algorithm [16].

Permanasari et al., developed a decision support system
for the inpatient room availability. The developed system
predicted the recovery time of each admitted patient so that
new patients based on the predicted time of discharge can
be admitted maintaining stability in the hospital. The ID3
algorithm was used to build the decision tree which is further
classified into classification rules. The estimated recovery
timewas divided into three categories between 1-10 days. The
classification accuracy of the system was 60% [17].

Handayani et al., developed a system for outpatient treat-
ment time prediction. The data of 120 patients was collected
from the eye clinic of the Cirebon hospital. The time pre-
diction based on a random forest algorithm, first classifies
data based on gender and age, and then predicted a waiting
time based on these attributes. The results were shown using
gender/age regression tree. According to the results of the
developed system, it is observed that age plays an important
role in treatment time. Early ages have less treatment time
than the old ages due to morbidity issues [18].

Javadifard et al., discussed the issues of long waiting
times in the phlebotomy units, as all the patients from other
outpatient departments visits this unit for their tests. So,
there is a need for a proper tests time plan for each patient.
To achieve the proper plan ANN was used. The sigmoid
function and cross-entropy was used. The accuracy of the
system was 88% [19].

Patil et al., used a random forest algorithm for the predic-
tion of the waiting time of patients at different departments
of the hospital. The patient’s find it convenient, if they know
the waiting time associated with each task. Patients can go
for another test, if one test’s waiting time is longer than the
other. The authors developed a recommendation system with
the minimized path awareness.The system determined and
forecasted a well-organized and suitable management plan
suggested for every patient [20].

Savanth et al., proposed an efficient queuing system for
hospitals based on the treatment tasks time. The issue of
long waiting time frustrates the patients. To solve this issue
an advanced treatment time and waiting time plan for each
task is determined and conveyed to the patients. The steps
of the developed algorithm are: calculate the waiting time
for each patient, then sort the tasks in ascending order but
if the tasks are dependent then time is calculated based
on their dependencies instead of waiting time. In the end,
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based on the calculated time treatment plan is given to the
patient [21].

Jin et al. in [22], investigated the issues of prolonged
waiting time associated with an eye clinic in Singapore. It is
observed that delay in arrival time is one of the main reasons
for the long waits. FlexSim healthcare was used as a discrete
simulation model that simulates the time for each patient in
real-time. The input to the model was the difference in arrival
pattern, the difference in scheduling new appointments in the
already set appointments for the day and the different process
flow. The output of the simulationmodel was the waiting time
associate with each patient.

Luo et al., predicted the number of patients that arrives to
the emergency department in the China hospital, using time
series analysis. The results helped the hospital management to
be well aware of the risk of overcrowding and long waits [23].
In [24], Liu proposed a smart phone- based prediction system
using a case-based reasoning algorithm (CBR). The applica-
tion helped the patients to reach the hospital at the specified
time, therefore reducing the wait time.

Hamza et al., developed a simulation-based model for
patient flow (SIM-PEED) in the hospital. The techniques
used to develop the system included ‘‘discrete event sim-
ulation, agent-based simulation,a multi-attribute decision-
making method’’ [25]. The output of the system showed less
waiting time and shorter patient stay in the hospital.

Osman et al. in [26], developed a Bluetooth low energy-
based real-time location awareness system integrated with
the hospital information system. The visualization of patients
helped the hospital management to reduce the overcrowding
and the long waiting times.

In [27], the authors emphasized organizing the patient flow
in the emergency department. Quality Function Deployment
(QFD), was used to reduce thewaiting time and overcrowding
in the hospitals by organizing the patients according to their
treatments.

Weerakoon et al., in [28], highlighted the issues of patients
frustration because of long waits and overcrowding at each
station (registration, vitals and doctor). The authors proposed
a queuing theory analysis using two parameters arrival time
and service time. The theory calculated themeanwaiting time
for a week and based on similar cases assigned treatment
time to new patients. The system worked on a first come first
serve basis.

A. CLUSTERING USED IN HEALTHCARE SYSTEMS
Rani et al., developed a diabetes prediction system using
association clustering and time series. The steps of the devel-
oped system are: the training set of data is collected, it is
serialized based on the chronological order, then clustering
is applied and association rules are developed which helped
in prediction. The system is helpful as it warned the patients
beforehand of the future probability of the disease based on
historical attributes. Time series analysis is compared with
ANN. The results showed system has better accuracy with
time series analysis than ANN [29].

TABLE 2. The year-wise detail of the techniques used to reduce patient
waiting times. The table also mentioned the dataset, the technique
applied and the limitation.

Marne et al., developed a breast cancer prediction system
that helped in the early detection of disease and treatment.
Wisconsin breast cancer dataset was used. The data was clus-
tered using K means clustering that grouped closely related
attributes. After the data is divided into groups, the decision
tree is applied to make association rules. These rules pre-
dicted the presence or absence of disease [30].

In [31], Kumar et al., predicted the presence of tumour
using clustering techniques. X-means and K-mean perfor-
mance is measured. The results showed K-means performed
well than X-means. Umamaheswari et al., developed a
prediction system for myocardial infarction. The data was
collected from UCI with 270 records. The data wass pre-
processed using normalization. Then relief feature selection
method applied. Initially, there were 18 features but after
feature selection, reduced to the 8 most frequent features.
Clustering was performed using the K-means algorithm.
The clustering results were further used to predict heart
disease [32].
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B. RESEARCH GAPS
From the literature it is observed that in hospitals, time is
given to patients based on similar cases of previous days,
patients are not categorized regarding the treatment and most
of the hospitals are using data visualization based overcrowd-
ing reduction. Some hospitals are giving treatment time based
on age. Furthermore, the average waiting time for each task
is calculated beforehand and then treatment time is given.
Mostly, the same treatment time is given to all the categories
of patients. To the best of our knowledge, in previous studies
patients are not categorized while giving the treatment time.
The patients have to wait for their turn at different stations.
There is a need for an automated system that uses sensors
to record patient time at different stations to reduce manual
work and then categorizes patients for treatment time.

III. PROPOSED FRAMEWORK
The flow chart in Fig. 5 shows the patients journey in the
hospital. There are multiple steps that a patient has to follow
before a doctor can see him/her. At each station, the patient
has to either wait for the service or is standing in the queues
for the registration. This waiting time bothers the patients
a lot especially in the case of emergency, where the patient
needs quick treatment. The flowchart in Fig. 6 shows the wait
and queue time associated with each station. There is a need
for an automated system that reduces this wait time at each
station and allows the hospital service management to adjust
the waiting times according to the situation of the patients
and the overcrowding. The patients should be intimated about
the wait times beforehand. To achieve this, a data-driven
scheduling algorithm (DDSA) is developed. This algorithm
develops a doctors schedule in which the doctor and patients
waiting times are reduced to the minimum.

Fig. 7 shows the proposed framework. The data for DDSA
is collected through RFIDs deployed at three stations (reg-
istration, nursing station and doctor) of the hospital. Each
patient is given an RFID card that he swipes on the station
RFID machine. Three timing information of each patient is
saved at each station [33]. This timing information is used by
DDSA for further analysis.

A. DATA-DRIVEN SCHEDULING ALGORITHM (DDSA)
The steps involved in the development of the DDSA are:

1) Distributions
2) Clustering
3) Doctor Schedule

B. DISTRIBUTIONS
The first step in the development of the DDSA is the proba-
bility distributions. We have applied different distributions to
the timestamp data of the patients to check the time variability
at each station. This variability is represented through mean
and variance.

We have applied different distributions on the following
stations:

1) Registration Station
2) Vital Station
3) Doctor Station

1) REGISTRATION STATION
When different probability distributions are applied on the
registration station data as shown in Fig. 8. The Poisson distri-
bution fitted well as shown in Fig. 9. The X-axis represented
by data in the figure shows the time given to different patients
and the Y-axis represented as density shows the probability
distribution function (pdf).

Where,
RNP -Registration Normal/already registered Patients
RNewP - Registration New Patients
AVG -Average
Fig. 9 shows that the patients normally takes 3 minutes at

the registration station. The patients below average are repre-
sented through ‘‘RNP’’ are normal patients and the patients
which are above the average are new patients represented
through ‘‘RNewP’’.

2) VITALS STATIONS
When different distributions are applied to the vitals station
Gaussian distribution fitted well to the data. Fig. 10 shows the
result of Gaussian distribution on the vitals time data. X-axis
shows the time given to different patients and Y-axis shows
the probability distribution function.

Where,
NV-Normal Vitals
NVNP- Normal Vitals new patients
AVG-Average time
Fig. 11 shows that the average time the patients take at

the vitals station is 5 minutes. The patients which are below
average are mostly those patients who have normal vitals
checking procedures and the patients who are above the
average are mostly those patients who are new or serious
patients whose vitals checking process takes more time than
the usual patients.

3) TIME DISTRIBUTION ON DOCTOR STATION
The treatment time taken by different patients at doctor
station is between 4-36 minutes. We have applied different
probability distributions on the patient treatment time data at
doctors station. Fig. 12 shows the result of Normal distribu-
tion on the doctor time, as it is seen normal distribution is not
covering the data completely so we applied more probability
distributions.

Fig. 13 shows the result of Gamma distribution on the
doctor’s time and it can be seen that the distribution fitted
well.Fig. 14 shows the comparison of the Gamma and Gaus-
sian distribution on the doctor’s time. It can be clearly seen in
the Fig. 14 that Gamma distribution fitted well.

Where,
RS-Report Showing
F-UP- Follow Up
Avg- Average
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FIGURE 5. Patient journey in the hospital.
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FIGURE 6. Wait and queue time associated with patients journey in the
hospital.

NP- New Patient
SP- Serious Patient
Fig. 15 shows that every patient is taking different treat-

ment times and the variance at the doctor station is high which
compels us to further investigate that which types of patients
are taking less time and which are taking more time. The
patients which are below average are mostly those patients
who come up for report showing or follow up and the patients
who are above the average are mostly those patients who are
new or serious patients.

C. CLUSTERING
TheK-means clustering algorithm is applied to the timestamp
data of the patients at the doctor station to form the natural
clusters. The high variance at the doctor’s station shows that
there are different groups of patients who take different times.
Fig. 16 shows the clustering framework.

Fig.17 shows the spread of the patient’s treatment time is
between 4 to 36 minutes.The X-axis shows the time taken by
patients and the Y-axis shows the patient index. Fig. 18 shows
the result of the k-means clustering algorithm with the four
centroids. The algorithm divided the timestamp data into four
clusters with cluster 1 ranging from 4 to 8 minutes, cluster 2
ranging from 11 to 15 minutes, cluster 3 ranges from 16 to
22 minutes and cluster 4 ranging from 25 to 35 minutes as
shown in Fig. 19.

After the natural clusters are made new patient data is
used for prediction. When new data is given to the k-means
algorithm, each data points distance from all the centroids
is calculated using the Euclidean distance formula.The data
point whose distance is minimum with the centroid among
the four centroids, that data point is placed in that respective
centroid’s cluster. Likewise, all the data points distances are
calculated and are placed in their respective clusters as shown
in Fig. 20.

After the natural clusters are made we analyzed the
common attributes of each cluster. Based on the common
attributes the clusters are given names by consulting the
doctor as shown in Fig. 16 (clustering framework). Cluster 1
which takes the less time of all the clusters is named as,

‘‘Report Showing’’ as the most common attributes are the
blood and urine reports. The time taken by cluster 1 patients
is from 4-8 minutes. Cluster 2 is named as,

‘‘Follow Up’’ based on the most common attributes which
are age and co morbidity (multiple issues). The time taken
by cluster 2 patients is from 9-13 minutes. The 3rd cluster is
named as,

‘‘New Patients’’ and the common attributes are hyperten-
sion, high cholesterol, stress and diabetes. The time taken by
cluster 3 patients is 14 to 21minutes. The 4th cluster is named
as,

‘‘Serious Patients’’ with common attributes as stroke,
trauma, high blood sugar and MI. The time taken by cluster 4
patients is 22-36 minutes.

D. DOCTORS SCHEDULE
The doctor’s schedule is developed using the ‘‘scheduling
algorithm’’ which has the following steps.

1) DOCTOR’S SCHEDULE ALGORITHM (DSA)
1) Identify patient type

(report showing, follow-up, new patient, serious
patient)

2) Assign cluster to the identified patient type
C1 = report showing
C2=follow up
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FIGURE 7. Framework of Data Driven Scheduling Algorithm (DDSA).

FIGURE 8. Result of different distributions applied to the registration
data.

FIGURE 9. Patient categorization based on time at registration station.

C3=new patient
C4=serious patient
Where, C1,C2,C3,C4 are the clusters

FIGURE 10. Normal distribution fitted well on Vitals station timestamp
data.

FIGURE 11. Patient categorization based on time at vitals station.

3) Assign cluster head time according to cluster type
4) Calculate waiting times (doctor waiting time and

patient waiting time) using the formulas

DoctorWaitingTime : P.T .T ≤ C .H .T (1)
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FIGURE 12. Normal distribution on doctors timestamp data.

FIGURE 13. Gamma distribution on doctors timestamp data.

FIGURE 14. Comparison of Gamma distribution and normal distribution
on doctors station.

PatientWaitingTime : P.T .T ≥ C .H .T (2)

5) Reduce waiting times by setting different setup times
6) Compute average patient waiting time

AverageP.W .T =
n∑
i=1

P.W .T
N

(3)

where,
P.T.T is patient treatment time
C.H.T is cluster head time

FIGURE 15. Patient categorization based on time using gamma
distribution at doctors station.

FIGURE 16. Clustering framework: The figure shows the four clusters with
time and common attributes.

FIGURE 17. Spread of patient time data.

P.W.T is patient waiting time
N is the number of patients

IV. RESULTS
A. CASE STUDY 1
When a patient arrives at the registration station the sys-
tem first checks about the type of the appointment i.e. if a
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FIGURE 18. K-Means Clustering Results.

FIGURE 19. Sub graphs of Clusters using K-Means: Cluster 1 shows the
report showing patients, cluster 2 shows the follow-up patients, cluster 3
shows the new patients and cluster 4 shows the serious
patients.

FIGURE 20. Prediction results.

patient comes for the report showing, follow up, new patient
or serious patient. Once the type of the patient is known
the algorithm puts the patient in his respective cluster and

gives him the cluster centroid time. For example, if a patient
comes for a report showing then the algorithm puts the
patient in C1 (cluster 1) and gives him 7 minutes as the
treatment time. Likewise, all the different types of patients
are placed in their respective clusters. Afterwards patient
and doctor waiting times are calculated and different set-up
times are set to reduce these waiting times. For case study 1,
25 patients are considered. Table 3 shows the details of
case study 1. A.T.T is the actual time taken by the patients,
D.W is the doctor waiting and P.W is the patient waiting
time.

Once all the appointments are given centroid times w.r.t
their clusters, then the patient visits the doctor clinic accord-
ing to their turns. For example, patient 1 who come up for
a report showing is placed in cluster 1 and is given cluster
head time of 7 minutes for the treatment. The patient goes
into the doctor’s clinic and comes out taking only 6 minutes
of the specified time. The remaining 1 minute is put into
the doctor waiting time calculated using equation 1. If a
patient takes more than the specified cluster head time, that
extra time is put into the patient waiting time calculated
using equation 2. So we acquired two types of waiting time
from the data, doctors waiting time and patients waiting
time.

DoctorWaitingTime : P.T .T ≤ C .H .T (4)

PatientWaitingTime : P.T .T ≥ C .H .T (5)

where,
P.T.T is Patient Treatment Time
C.H.T is Cluster Head Time/ Cluster Centroid Time
After calculating the waiting times of all the individ-

ual patients a cumulative sum is calculated at the end as
shown in table 4. The table shows some values for the
doctor waiting time and patient waiting time. The algorithm
then set-up different set-up times to reduce these waiting
times.

1) DIFFERENT SET-UP TIMES
Set-Up Time 3: The DSA starts with 3 minutes as the

initial set-up time. The appointment schedule starts 3 minutes
earlier than the given appointment time. This will reduce the
doctors waiting time, but the patient’s waiting time increases
as the patients are called 3 minutes earlier than the scheduled
appointment. Table 5 shows the result of doctor and patient
waiting times after the set-up time 3. It can be clearly seen in
table 6 that the doctor’s waiting time is reduced but patient
waiting time is increased.
Set-Up Time 4: The set-up time is increased to 4 min-

utes. The patients are called 4 minutes earlier than the given
appointment schedule time.This set-up time more reduces the
doctor’s waiting time but increases the patients waiting time
as they are called 4minutes earlier than the appointment time.
Tables 7 and 8 shows the results of set-up time 4. As it can
be clearly seen doctors waiting time is reduced but patients
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TABLE 3. Case study 1: The number of patient in this case study are 25.

TABLE 4. Cumulative doctor and patient waiting time.

TABLE 5. Doctor and patient waiting times using set-up time 3.

waiting time is increased. So to reduce this doctors waiting
time we applied set-up time 5.
Set-up time 5: Now the set-up time is set to 5 minutes.

Hence, we can see that by applying different set-up times the
doctor waiting time has become zero and the average patient
time is seven minutes. Tables 9 and 10 shows the results of
set-up time 5 minutes. When the doctors waiting time comes
out to be zero we calculated the average waiting time for each
patient using equation 6.

AverageP.W .T =
n∑
i=1

P.W .T
N

=
181
25
= 7minutes (6)

TABLE 6. Cumulative doctor and patient waiting times using set-up
time 3.

TABLE 7. Doctor and patient waiting times using set-up time 4.

TABLE 8. Cumulative Doctor and patient waiting times using set-up
time 4.

TABLE 9. Doctor and patient waiting times using set-up time 5.

TABLE 10. Cumulative Doctor and patient waiting times using set-up
time 5.

TABLE 11. Summary of different waiting times using case study 1.

Table 11 shows the summary of different waiting times
applied to case study 1.

Where,
Initial W.T is the initial waiting time
S.U.T 3 is the set-up time 3
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TABLE 12. Case study 2:The number of patients in this case study are 25.

TABLE 13. Summary of different waiting times using case study 2.

FIGURE 21. Trade-off graph between doctor and patient waiting times.

S.U.T 4 is the set-up time 4
S.U.T 5 is the set-up time 5

B. CASE STUDY 2
For case study 2, again 25 patients are selected with different
treatment times(actual time taken) as shown in table 12.
Different set-up times are applied to check where doctor’s
waiting time comes out to be zero. For this purpose we
performed three experiments with set-up times 4, 5 and 6.
Table 13 shows the summary of different set-up times applied
to the case study 2 data. At the end average patient waiting
time is calculated using equation 7, which in this case is
around 8 minutes.

AverageP.W .T =
n∑
i=1

P.W .T
N

=
212
25
= 8minutes (7)

The graph in Fig. 21 shows the best trade-off between
doctor waiting time and patient waiting time. The orange
line shows the patient waiting time and the blue line shows
the doctor waiting time. Different set-up times are applied
to achieve the minimum waiting time for the patients. The
management can choose the trade-off between the waiting
times according to the situation.

V. CONCLUSION
Healthcare services quality is a global and prioritized con-
cern [34], [35]. Patient experience is an evaluation metric
that is used to check the quality of a hospital [36]. This
experience is not only related to the medical treatment, rather
multiple factors are involved in its evaluation. Among many
factors waiting time is the prioritized metric. Overcrowd-
ing’s in hospitals with poor patient management systems
is the main cause of long waiting times and long queues.
All the patients are given the same treatment times and
are called in bulk for the services. The patient through this
approach has to wait for his turn which increases the frus-
tration levels. Therefore, there is a need for an automated
system that reduces these waiting times both at the doctor
and patient levels. To achieve this, a novel framework is
proposed that introduces an adaptive data-driven scheduling
algorithm. The framework is developed using probability
distributions, clustering and a doctor’s scheduling algorithm.
The patients are divided into four categories using cluster-
ing. Then each patient is given the centroid time as the
treatment time. Through this approach, all the patients are
given different treatment times. The system also allows the
management to set different thresholds (patient and doctor
waiting times) according to the doctor and patient availabil-
ity. The average patient waiting time at the doctor’s station
using the proposed framework is below 10 minutes, while
the average waiting time as mentioned in table 1 is above
40 minutes. The proposed framework using DDSA will help
the hospital management with timely response to real-time
issues regarding waiting time and long queues. This will
help to maintain a long term hospital-patient loyalty and
decreases the patients rate of leaving the particular hos-
pital due to low patient experience ratings. The proposed
framework deals with out-patients timestamp data only, the
same framework can be applied to in-patients and the emer-
gency patients by defining the new categories using clustering
and then treatment time is given to those categories by
using DDSA.
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