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ABSTRACT This paper proposes an improved redundant rule based lasso regression stochastic gradient
(RR-LR-SG) algorithm for time-delayed models. The improved SG algorithm can update the parameter
elements with different step-sizes and directions, thus it is more adaptive; while the lasso regression method
can pick out the small weights from the redundant parameter vector, it therefore can obtain the time-delay
easily. To show the effectiveness of the proposed algorithm, the convergence analysis is also given. The
simulated numerical results are consistent with the analytically derived results of the proposed algorithm.

INDEX TERMS Parameter estimation, time-delayed model, lasso regression, redundant rule, stochastic
gradient algorithm.

I. INTRODUCTION
In this paper, we consider the following time-delayed model,

y(t) = α(z)y(t − τ )+ β(z)u(t)+ v(t), (1)

where the polynomials α(z) and β(z) are expressed as

α(z) = α1z−1 + · · · + αnz−n,

β(z) = β1z−1 + · · · + βmz−m,

and the time-delay τ is unknown. The focus of this paper is to
use an improved stochastic gradient algorithm to identify the
unknown parameters and time-delay simultaneously through
lasso regression.

SG algorithm, a special kind of gradient descent (GD)
algorithm, is usually regarded as a worthy addition to the least
squares (LS) algorithm [1]–[6]. It constitutes of two steps:
the direction designing and the step-size calculating [7], [8].
Although, it does not require to compute a matrix inverse
and an analytic function, its convergence rates are quite
slow. To improve the convergence rates, some improved
SG algorithms are developed. These algorithms, e.g., the
multi-innovation SG algorithm [9], [10], the forgetting factor
SG algorithm and the momentum SG algorithm [11]–[14],
improve the efficiency of the traditional SG algorithm in two
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ways: choose a better direction and calculate an optimal step-
size. Note that all the elements in the parameter vector have
the same step-size when starting the T-SG algorithm, which
is unreasonable because each element in the parameter vector
has its own order of magnitude. Therefore, assigning different
step-sizes for each element is a better choice.

Time-delayed systems widely exist in engineering prac-
tices [15]–[17]. The identification of time-delayed system is
more challenging because an unknown time-delay τ leads
to an unknown information vector, which makes the iden-
tification algorithms be impossible. To overcome this diffi-
culty, the iterative algorithm is often used. The basic idea
of the iterative algorithm is to obtain the time-delay esti-
mates and the parameter estimates iteratively [18], [19]. For
example, Zhao et al developed a variational Bayesian (VB)
approach for ARX models with a Markov chain time-
varying time-delays, while the time-delay estimates and
the parameters are obtained in the VB-E step and VB-M
step, respectively [20]. Chen et al proposed an expecta-
tion maximization identification algorithm for time-delayed
two-dimensional systems, where the time-delays and the
parameters are updated iteratively [21]. Since the parameter
estimates are depended on the time-delay estimates, and vice
versa. Once one kind estimates have poor estimation accu-
racy, the other one will also have poor performance or may
be divergent.
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In this paper, an improved SG algorithm is proposed
for an time-delayed model using the lasso regression. First,
the redundant rule method is introduced to transform the
time-delayed model into an augmented model whose param-
eter vector contains two zero sub-vectors and a parameter
sub-vector. Then, the improved SG algorithm combining the
lasso regression can distinguish these two kinds sub-vectors
and then get the parameter and time-delay estimates
simultaneously. The improved SG algorithm updates the
parameter elements adaptively with different step-sizes and
directions, therefore, it is more effective than the traditional
SG algorithm.

Briefly, the paper is organized as follows. Section II
describes the time-delayedmodel and the traditional SG algo-
rithm. Section III introduces the framework of the redundant
rule based SG algorithm. Section IV studies the RR-LR-SG
algorithm. Section V provides an illustrative example.
Finally, concluding remarks are given in Section VI.

II. THE TIME-DELAYED MODEL AND TRADITIONAL
SG ALGORITHM
Rewrite the time-delayed model as a regression model

y(t) = φT(t − τ )ϑ + v(t),

φ(t − τ ) = [y(t − τ − 1), · · · , y(t − τ − n), u(t − 1), · · · ,

u(t − m)]T ∈ Rn+m,

ϑ = [α1, · · · , αn, β1, · · · , βm]T ∈ Rn+m.

Define the cost function

J (ϑ) =
1
2
[y(t)− φT(t − τ )ϑ]2.

The parameter estimates by using the traditional SG (T-SG)
algorithm are written by

ϑ̂(t) = ϑ̂(t − 1)+
1
r(t)

[y(t)− φT(t − τ )ϑ̂(t − 1)],

where 1
r(t) is the step-size and can be computed by

r(t) = r(t − 1)+ φT(t − τ )φ(t − τ ).

However, the T-SG algorithm is invalid for its unknown
information vector φ(t − τ ). To get the parameter estimates,
one should assume that the time-delay τ is known in prior.
The existing methods often use the iterative algorithm to
update the parameters and time-delay [22], [23]. For exam-
ple, in the sampling instant t , first let the time-delay lay
between an interval [0,M ]. Substitute the time-delay τ = i,
i = 0, 1, · · · ,M into the following function

[y(t)− φT(t − i)ϑ̂(t − 1)]2.

Assume that

j = argmin
i
{[y(t)− φT(t − i)ϑ̂(t − 1)]2, i = 0, 1, · · · ,M}.

Then we can get that the time-delay τ = j is the most likely
value. Next, using the following SG algorithm to update the
parameters yields

ϑ̂(t) = ϑ̂(t − 1)+
1
r(t)

[y(t)− φT(t − j)ϑ̂(t − 1)].

These two steps iteratively run until the parameters and
time-delay converge to the true values. Since the two steps are
coupledwith each other, one kind poor estimates can also lead
to their corresponding estimates poor or divergent. A question
naturally arises: can we develop a method which can estimate
the parameters and time-delay simultaneously?

III. THE FRAMEWORK OF THE REDUNDANT RULE BASED
SG ALGORITHM
The redundant rule method is an effective algorithm which
can deal with system with invariant time-delay [24], [25].
This method can get the parameter estimates and time-delay
estimates simultaneously. In the redundant rule method,
assume that the upper bound of the time-delay τ is M .
Then, the time-delayed model can be transformed into an
augmented model

y(t) = φ̄
T
(t −M )ϑ̄ + v(t),

where

φ̄
T
(t) = [

redundant vector︷ ︸︸ ︷
y(t − 1), · · · , y(t − τ ),

y(t − τ − 1), · · · , y(t − τ − n)︸ ︷︷ ︸
original vector

,

redundant vector︷ ︸︸ ︷
y(t − τ − n− 1), · · · , y(t −M − n− 1),

u(t − 1), · · · , u(t − m)]T ∈ RM+n+m,

ϑ̄ = [

zero vector︷ ︸︸ ︷
ᾱ1, · · · , ᾱτ , ᾱτ+1, · · · , ᾱτ+n︸ ︷︷ ︸

parameter vector

,

zero vector︷ ︸︸ ︷
ᾱτ+n+1, · · · , ᾱM+n, β1, · · · , βm]T ∈ RM+n+m.

Since the redundant vectors play no role on the output
y(t), their corresponding parameter vectors are equal to zero
vectors.

Using the redundant rule based SG algorithm to update the
parameter vector ϑ̄ yields

ϑ̄(t) = ϑ̄(t − 1)+
1
r̄(t)

[y(t)− φ̄
T
(t)ϑ̄(t − 1)],

r̄(t) = r̄(t − 1)+ φ̄
T
(t)φ̄(t).

Let

ϑ̄(t) = [ϑ̄1(t), · · · , ϑ̄M+n+m(t)]T ∈ RM+n+m.

φ̄(t) = [φ̄1(t), · · · , φ̄M+n+m(t)]T ∈ RM+n+m.

When the estimates ϑ̄(t) have been obtained, we compare the
elements ϑ̄i(t) with a threshold ζ . If |ϑ̄i(t)| < ζ , this element
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can be regarded as a redundant element and be picked out
from the vector ϑ̄(t). Once all the redundant elements have
been picked out from the redundant parameter vector, the
time-delay and the true parameter estimates can be obtained
simultaneously.
Remark 1: The threshold ζ plays an important role in the

redundant rule based SG algorithm. If the threshold ζ is small,
some redundant elements will be not picked out from the
parameter vector ϑ . On the other hand, a large threshold ζ
would lead some true elements be mistaken for redundant
ones. In application, we usually choose the threshold on a
case by case basis.

IV. THE REDUNDANT RULE BASED LASSO REGRESSION
SG ALGORITHM
The lasso regression method is usually applied to overcome
overfitting, where some secondary factors are involved in the
structure of the system. In this paper, the lasso regression
method is extended to the time-delayed model to pick out the
zero vectors from the parameter vector.

A. ALGORITHM DESIGNING
To use the lasso regression method for the time-delayed
model, first let us introduce the following lemma.
Lemma 1: For the function y = |x|, its first derivative is

|x|′ =

 1, if x > 0,
[–1,1], if x = 0,
−1, if x < 0

 .
Define the cost function as

J (ϑ̄) = J1(ϑ̄)+ J2(ϑ̄) =
1
2
[y(t)− φ̄

T
(t)ϑ̄]2 +

λ

2
‖ϑ̄

T
‖1,

where

J1(ϑ̄) =
1
2
[y(t)− φ̄

T
(t)ϑ̄]2

=
1
2
[y(t)− φ̄1(t)ϑ̄1 − · · · − φ̄M+n+m(t)ϑ̄M+n+m]2,

J2(ϑ̄) =
λ

2
|ϑ̄1| + · · · +

λ

2
|ϑ̄M+n+m|.

By using the regularization term λ
2‖ϑ̄

T
‖1, some redundant

parameters can be picked out from the augmented parameter
vector, and then the time-delay can be estimated based on the
structure of the new parameter vector.

Taking the derivative of J1(ϑ̄) with respect to ϑ̄1 yields

J1(ϑ̄)

ϑ̄1
| ¯ϑ (t−1)

= −φ̄1(t)[y(t)− φ̄1(t)ϑ̄1(t − 1)− · · ·

− φ̄M+n+m(t)ϑ̄M+n+m(t − 1)]. (2)

Taking the derivative of J2(ϑ̄) with respect to ϑ̄1 yields

J2(ϑ̄)

ϑ̄1
| ¯ϑ (t−1)

=


λ

2
, if ϑ̄1 > 0,

[–a,a], if ϑ̄1 = 0,

−
λ

2
, if ϑ̄1 < 0

 , (3)

where a = 1
2λ.

Then, the parameter element ϑ̄1 in the sampling instant t
can be computed by

ϑ̄1(t) = ϑ̄1(t − 1)− r

[
J1(ϑ̄)

ϑ̄1
| ¯ϑ (t−1)

+
J2(ϑ̄)

ϑ̄1
| ¯ϑ (t−1)

]
= ϑ̄1(t − 1)+ rφ̄1(t − 1)[y(t)− φ̄1(t)ϑ̄1(t − 1)− · · ·

− φ̄M+n+m(t)ϑ̄M+n+m(t − 1)]− r
J2(ϑ̄)

ϑ̄1
| ¯ϑ (t−1)

.

Substituting Equation (3) into the above equation yields

ϑ̄1(t)

= ϑ̄1(t − 1)− r

[
J1(ϑ̄)

ϑ̄1
| ¯ϑ (t−1)

+
J2(ϑ̄)

ϑ̄1
| ¯ϑ (t−1)

]

=



ϑ̄1(t − 1)+ rφ̄1(t)[y(t)− φ̄(t)ϑ̄(t − 1)]− r
λ

2
,

if m1 >
λ

2
,

0, if m1 ∈ [−
λ

2
,
λ

2
]

ϑ̄1(t − 1)+ rφ̄1(t)[y(t)− φ̄(t)ϑ̄(t − 1)]+ r
λ

2
,

if m1 < −
λ

2


,

where

m1(t) = φ̄1(t)[y(t)− φ̄2(t)ϑ̄2(t − 1)− · · ·

− φ̄M+n+m(t)ϑ̄M+n+m(t − 1)]. (4)

Therefore, we can get the redundant rule based lasso
regression SG (RR-LR-SG) algorithm

ϑ̄i(t) =



ϑ̄i(t − 1)+ riφ̄i(t)[y(t)− φ̄(t)ϑ̄(t − 1)]− ri
λ

2
,

if mi(t) >
λ

2
,

0, if mi(t) ∈ [−
λ

2
,
λ

2
]

ϑ̄i(t − 1)+ riφ̄i(t)[y(t)− φ̄(t)ϑ̄(t − 1)]+ ri
λ

2
,

if mi < −
λ

2


,

mi(t) = φ̄i(t)[y(t)− φ̄1(t)ϑ̄1(t − 1)− · · ·

− φ̄i−1(t)ϑ̄i−1(t − 1)

− φ̄i+1(t)ϑ̄i+1(t − 1)− · · ·

− φ̄M+n+m(t)ϑ̄M+n+m(t − 1)].

Remark 2: In the improved lasso SG algorithm, when the
residual error mi lays between [−λ2 ,

λ
2 ], its corresponding

parameter element ϑi is equal to zero, which means that the
redundant parameter elements are picked out from the vector.
Remark 3: In the improved lasso SG algorithm, each

parameter element has its own direction and step-size. Thus it
can update the parameters adaptively when the elements have
different orders of magnitude.
Remark 4: The improved lasso SG algorithm has faster

convergence rates than the traditional SG algorithm for its
adaptive property. However, its computational efforts are
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heavier than those of the traditional SG algorithm because
it should compute M + n + m step-sizes in each sampling
instant.

B. STEP-SIZE CHOOSING
The step-size is important in the SG algorithm designing,
a small step-size leads to a slow convergence rate, while a
large one would get divergent results. Next, three step-size
designing methods are given.
Method 1:
For simplicity, let

nj(t) = φ̄i(t)[y(t)− φ̄1(t)ϑ̄1(t − 1)− · · ·

− φ̄M+n+m(t)ϑ̄M+n+m(t − 1)]. (5)

Rewrite the parameter element

ϑ̄i(t) =


ϑ̄i(t − 1)+ ri(nj(t)−

λ

2
), if mi(t) >

λ

2
,

0, if mi(t) ∈ [−
λ

2
,
λ

2
]

ϑ̄i(t − 1)+ ri(nj(t)+
λ

2
), if mi < −

λ

2

 .
Substituting the above equation into the cost function J (ϑ̄)

and taking the derivative of J (ri) with respect to ri yield

ri(t) =


0.5λ− φ̄i(t)ni(t)

φ̄2i (t)(ni(t)− λ)
, if mi(t) >

λ

2
,

φ̄i(t)ni(t)− 0.5λ

φ̄2i (t)(ni(t)+ λ)
, if mi < −

λ

2

 .
Remark 5: Method 1 computes the step-size by solving

the derivative function of J (ri), it is the same as the steepest
descent SG algorithm in [26].
Method 2:
Consider that the cost function J2(ϑ̄) is used to chose the

small weights from the parameter vector. When computing
the step-size, we can neglect its influence.

Substituting the parameter estimates into the cost function
and taking the derivative of J (ri) with respect to ri yield

ri(t) =
1

φ̄2i (t)
.

Since a smaller φ̄i(t) may yield a larger step-size, the algo-
rithm can be oscillated intensively. To overcome these diffi-
culty, we introduce a small constant ρ. Then the step-size can
be written by

ri(t) =
1

ρ + φ̄2i (t)
.

It is noted that when the estimates are closing the true values,
the step-size becomes smaller and smaller, another kind of
step-size is

ri(t) =
1

t−1∑
j=1
φ̄2i (j)

.

In this case, the algorithm is more stable.

Method 3:
Inspired by the intelligent search method, we can use many

step-sizes to get a better parameter estimate.
For example, when computing the step-size ri(t), we first

give an interval [0, rmaxi (t)] and choose N different step-sizes
r ji (t), j = 1, 2, · · · ,N from this interval. Substituting these N
step-sizes into the parameter estimates gets

ϑ̄
j
i (t) =


ϑ̄i(t − 1)+ r ji (nj(t)−

λ

2
), if mi(t) >

λ

2
,

0, if mi(t) ∈ [−
λ

2
,
λ

2
]

ϑ̄i(t − 1)+ r ji (nj(t)+
λ

2
), if mi < −λ2

 .
Then their corresponding N cost functions are yielded
J (ϑ ji (t)). The best estimate is the one satisfies

ϑ̄i(t) = argmin
ϑ̄
j
i (t)

[J (ϑ̄ ji (t)), j = 1, · · · ,N ].

Remark 6: In method 3, the choice of the upper bound
rmaxi (t) is challenging, a small upper bound may lead to
slow convergence rates, e.g., all the cost functions ensure
J (ϑ̄ ji (t)) < J (ϑ̄i(t−1)); on the other hand, a large upper bound
may diverge the results, e.g., all the cost functions satisfy
J (ϑ̄ ji (t)) > J (ϑ̄i(t − 1)).
Remark 7: For a small upper bound, we usually assign

rmaxi,new(t) = 2rmaxi,old (t); while for a large one, we can perform
rmaxi,new(t) =

1
2 r

max
i,old (t).

Remark 8: Since the intelligent search method should com-
pute several cost functions in each iteration, its computational
efforts are heavy.

C. PROPERTIES OF THE ALGORITHM
Define

ϑ̄i(t)− ϑ̄i = ei(t).

Subtracting ϑ̄i on both sides of the parameter estimates yields

ei(t)

=



ei(t − 1)− riφ̄i(t)[φ̄
T
(t)E(t − 1)− v(t)]− ri

λ

2
,

if mi(t) >
λ

2
,

0, if mi(t) ∈ [−
λ

2
,
λ

2
]

ei(t − 1)− riφ̄i(t)[φ̄
T
(t)E(t − 1)− v(t)]+ ri

λ

2
,

if mi(t) <
λ

2


.

(6)

For simplicity, we only consider the first equation in (6).
The parameter vector error can be written by

E(t)=E(t−1)−R(t−1)φ̄(t)[φ̄
T
(t)E(t−1)−v(t)]−R(t−1)λ,

(7)
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where

R(t − 1) = diag[r1(t − 1), r2(t − 1), · · · , rM+n+m(t − 1)],

λ = [
λ

2
,
λ

2
, · · · ,

λ

2
]M+n+m.

Since v(t) is a Gaussian white noise and is independent
on the input and output {u(1), · · · , u(t), y(1), · · · , y(t − 1)},
Equation (7) is simplified as

E(t) = [I − R(t − 1)φ̄(t)φ̄
T
(t)]E(t − 1)− R(t − 1)λ. (8)

The step-size matrix R(t − 1) is usually chosen to ensure

%max[I − R(t − 1)φ̄(t)φ̄
T
(t)] < 1,

where %max[M ] means the spectral radius of the matrixM .
Taking the expectation on both sides of Equation (7)

obtains

E[E(t)] = E{[I−R(t−1)φ̄(t)φ̄
T
(t)]E(t−1)}−E[R(t−1)λ]

= R(t − 1)λ 6= 0,

where 0 ∈ RM+n+m is a zero vector.
Remark 9: The above equation shows that the redundant

rule based lasso SG algorithm is a biased algorithm.

V. EXAMPLE
Consider the following time-delayed model,

y(t) = 0.12z−1y(t−τ − 1)+[1.2z−1+0.85z−2]u(t)+ v(t),

u(t) v N (0, 1), v(t) v N (0, 0.12).

Assume that the time-delay τ = 1, and the upper bound of
the time-delay isM = 4. Define

ϑ̄ = [ϑ̄1, ϑ̄2, ϑ̄3, ϑ̄4, ϑ̄5, ϑ̄6, ϑ̄7]T

= [0, 0.12, 0, 0, 0, 1.2, 0.85]T,

φ(t) = [y(t − 1), y(t − 2), y(t − 3), y(t − 4), y(t − 5),

u(t − 1), u(t − 2)]T.

Apply the redundant rule based SG (RR-SG) algorithm and
the redundant rule based lasso SG (RR-LR-SG, λ = 0.8)
algorithm for this time-delayed model, the parameter esti-
mates and their errors are shown in Table 1, the parameter
estimation errors δ := ‖ϑ̂ − ϑ‖/‖ϑ‖ versus t are shown
in Figure 1.
To show the role of the constants λ, use the RR-LR-SG

algorithm with different λ for the time-delayed model, the
parameter estimates and their errors are shown in Table 2.

In addition, we apply the RR-LR-SG algorithm for
the considered model with different signal-to-noise ratios
(SNR). The parameter estimation errors are shown in
Figure 2. Finally, the step-size choosing methods proposed
in Section IV are applied for the time-delayed model, the
parameter estimation errors are shown in Figure 3.
From this example, the following findings can be obtained:
(1) The parameter estimates by using the SG algorithm can

asymptotically converge to a stable point but not the optimal

FIGURE 1. The parameter estimation errors δ versus t .

FIGURE 2. The parameter estimation errors δ versus t .

FIGURE 3. The parameter estimation errors δ versus t .

point that is because the step-sizes are approaching to zero
with the increased sampling instant t , as shown in Table 1
and Figure 1.

(2) The parameter estimates by using the RR-LR-SG algo-
rithm are more accurate than those of the SG algorithms,
for the reason that the RR-LR-SG algorithm updates the
parameter elements one by one with adaptive step-sizes and
directions, as shown in Table 1 and Figure 1.

(3) The RR-LR-SG algorithm can pick out the redundant
elements from the parameter vector, while the SG algorithm
cannot, as shown in Table 1.

(4) A larger λ can lead to more accurate time-delay esti-
mate but less accurate parameter estimates, this is demon-
strated in Table 2.

(5) When using the RR-LR-SG algorithm for the proposed
time-delayed model, a larger SNR leads to more accurate
parameter estimates, see Figure 2.
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TABLE 1. The parameter estimates and errors.

TABLE 2. The parameter estimates and errors (RR-LR-SG).

(6) Figure 3 shows that the intelligent search method
(Method 3) has the best step-size, then is Method 2, and
Method 1 has the poorest step-size.

VI. CONCLUSION
An improved redundant rule based lasso regression stochas-
tic gradient algorithm is proposed for time-delayed model
in this study. The proposed algorithm has two advantages
when compared with the traditional SG algorithm: (1) each
element in the parameter vector can be adaptively updated
(has different step-sizes and directions); (2) the parameter
and time-delay estimates can be obtained simultaneously. The
convergence analysis and simulation example are given to
show that the proposed algorithm is effective.

Although the proposed algorithm can get the estimates
adaptively, it remains some challenging and interesting prob-
lems. For example, the choice of the values of the constant λ,
the step-size in the improved SG algorithm. These topics need
to be further investigated.
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