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ABSTRACT Parallel corpora are vital components in several applications of Natural Language Processing
(NLP), particularly in machine translation. In this paper, we present a novel method for automatically
creating parallel sentences from comparable corpora. The method requires a bilingual dictionary as well
as an adequate word-vectorisation method. We use Arabic and English Wikipedia as a comparable corpus to
apply our proposed method and construct a parallel corpus between Arabic and English. The created Arabic-
English corpus consists of 105,010 parallel sentences with a total number of 4.6M words. During our study,
we compared two methods of word vectorisation, word embedding and term frequency-inverse document
frequency, in terms of their usefulness in computing similarities between well-formed and syntactically
ill-formed sentences. We also quantitatively and qualitatively examined the parallel corpus produced by
our proposed method and compared it with other available Arabic-English parallel corpora counterparts:
GlobalVoices, TED, and Wiki-OPUS. We explored the main advantages and shortcomings of these corpora
when used for NLP applications, such as word semantic similarity identification and Neural Machine
Translation (NMT). The word semantic similarity models trained on our parallel corpus outperformed
models trained on other corpora in the task of English non-similar word identification. Our parallel corpus
also proved competitive when building Arabic-English NMT systems, yielding results comparable to those
of the automatically created Wiki-OPUS corpus and of the manually created TED corpus, while achieving
results superior to the smaller GlobalVoices corpus.

INDEX TERMS Automatic creation of parallel corpus, automatic sentence alignment, deep learning, neural
machine translation, transformer model, word embedding.

I. INTRODUCTION
A parallel text consists of an original text in one language
placed alongside its translations into one or more languages.
Parallel text alignment is the identification of the correspond-
ing sentences in both halves of the parallel text [1]. The
collection of parallel texts aligned at sentence level is usually
called a parallel corpus. Parallel corpora are crucial resources
for many Natural Language Processing (NLP) applications,
such as machine translation and cross-lingual information
retrieval [2]–[4]. Parallel corpora are not easily acquired and
they are challenging to construct due to the time and effort
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required for creating parallel texts by the means of trans-
lation and then aligning the sentences. On the other hand,
comparable corpus is built from non-sentence-aligned and
untranslated bilingual documents that are topic-aligned such
as bilingual news articles, bilingual blogs, and Wikipedia
[1], [5]. The comparable corpora are largely available online.
In order to construct a parallel corpus from comparable cor-
pora, it is necessary to conduct sentence alignment where
sentences in the source text aremapped to their corresponding
units in the target text. There are several proposed algorithms
that can be utilised for sentence alignments [6]–[13]. More-
over, many studies that have constructed parallel sentences
from comparable corpora relied heavily on computational
processes to perform sentence alignment, such as building
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statistical machine transaction systems [14] or implementing
a binary classifier for parallel sentence identification trained
on a seed parallel corpus [15].

Despite the large amount of online comparable data
between Arabic and other languages, efforts to exploit the
data to create parallel corpora are limited. Therefore, Arabic
parallel corpora are still limited in terms of size, domains,
paired languages, and covered topics. Moreover, the avail-
able Arabic-X parallel corpora, automatically derived from
a comparable corpus (e.g. Wikipedia) are polluted with
noisy data, such as repeated sentences and sentences writ-
ten in a different language (e.g., the existence of English
sentences in the Arabic monolingual part of the Arabic-
English parallel corpus). This can be attributed to the fact
that a general methodology has been adopted to collect
parallel corpora from comparable data without performing
proper language-dependent pre-processing steps to remove
language-dependent problems. For example, in Arabic, dia-
critical marks are optional and can cause problems if not
handled when automatically aligning sentences. In addition,
many Arabic letters have more than one form and can be writ-
ten interchangeably, such as Alif and yaa’. This creates the
problem of data sparsity, especially for automatic sentence
alignment methods based on lexical information.

In this paper, we present a novel approach to automat-
ically create parallel corpora from comparable ones. The
proposed method requires only a bilingual dictionary as
well as a method for word vectorisation. We compared two
word vectorisation methods, Term Frequency-Inverse Doc-
ument Frequency (TFIDF) and word embeddings, to com-
pute similarities between sentences that have syntactic errors.
We utilised Wikipedia as a case study to apply our approach
and create an Arabic-English parallel corpus. In addition to
quantitative evaluation of the resulting parallel corpus, the
corpus was also evaluated qualitatively by employing it to
build word semantic similarity models and neural machine
translators from Arabic to English and from English to Ara-
bic. The performance of the systems built using our parallel
corpus was then compared with the performance of other
systems trained on other available Arabic-English corpora.
The main contributions of this paper are as follows:
• We proposed a new method to automatically extract
parallel sentences from comparable corpora based on
a bilingual dictionary, producing a high-quality parallel
corpus without noise, such as repeated or incorrect par-
allel sentences.

• We compared TFIDF and word embeddings used
for vectorising the words and computing similarities
between well-formed sentences and ill-formed sen-
tences that resulted from dictionary-based translation.

• We built a parallel corpus based on our proposed method
and used it to implement NLP applications, such as word
semantic similarity identification and neural machine
translation.

• We quantitatively and qualitatively examined the paral-
lel corpus produced by our method and compared it with

other available parallel corpora counterparts, exploring
the main advantages and shortcomings of these cor-
pora when they are used for NLP applications, such as
machine translation.

The paper is organised as follows: Section 2 discusses
the text similarity measures, automatic sentence alignment
algorithms, and the available Arabic-English parallel corpora,
their sources, and the methods used to build them.Wikipedia,
a comparable corpus utilised in our study, is described in
Section 3. A summary of our proposed method is explained
in Section 4. The three components of the proposed method,
namely, document alignment, dictionary-based translation,
and automatic sentence alignment with the limitations of our
method are explained in Sections 5, 6, and 7 respectively.
Experimental settings are illustrated in Section 8, while
Section 9 presents the analysis of the resulting parallel corpus
and the quantitative comparison with other available corpora.
In Section 10, we qualitatively evaluate our parallel corpus
by employing it to develop NLP applications: word seman-
tic similarity identification and neural machine translation,
as well as performing cross-corpus evaluation with other
available corpora. Finally, we present the conclusion of the
proposed method and future work.

II. RELATED WORK
A. TEXT SIMILARITY
Text similarity plays an essential role in many NLP tasks
such as word-sense disambiguation, automatic essay scoring,
machine translation, information retrieval, and text summari-
sation [16]–[18]. Measuring the similarity between two text
strings determines their lexical and semantic closeness. The
lexical similarity involves word-for-word comparison and
does not consider word order or the meaning of the words
in context. The semantic similarity, on the other hand, takes
context into consideration when determining the similarity
between words based on information gained from large cor-
pora or semantic networks such as WordNet [19], [20].

Practically, the purpose of text similarity measures is to
determine the distance between two text strings. Some text
similarity metrics measure the distance between two text
strings for approximate string matching or comparison, such
as Damerau-Levenshtein, Jaro–Winkler, and n-gram simi-
larity algorithms [21]. The Damerau-Levenshtein distance
between two strings is the minimum number of operations
required to transform one string into the other. The operations
include insertions, deletions, or substitutions of a single char-
acter, or transposition of two adjacent characters [22], [23].
The Jaro distance is the number and order of the common
characters between two strings with typical spelling devia-
tions taken into account. The Jaro–Winkler is an extension
of Jaro distance; it uses a prefix scale p that gives more
favourable ratings to strings that match from the beginning for
a set prefix length l [24]–[26]. The n-gram algorithms com-
pare the n-grams of characters or words in two strings, then
the distance is computed by dividing the number of similar
n-grams by the maximum number of n-grams. The n-gram is
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a consecutive sequence of n items from a given sample of text
or speech [27], [28]. The Jaccard similarity is an example of
a popular text similarity measure that determines the distance
between two strings by dividing the number of shared terms
by the number of unique terms in both strings [29].

Some similarity measures require text strings to be rep-
resented as vectors of features before the distance between
these features is measured. There are several methods of
text vectorisation by which numerical features that capture
the semantics of the texts are calculated. Examples of such
methods are Bag of Words (BoW) [30], TFIDF [31]–[33],
Continuous BoW (CBOW)model and Skip-Grammodel, and
Pre-trained word embedding models [34]–[36].

The most popular similarity measures between vectors are
Euclidean distance and cosine similarity. Euclidean distance
is defined as the square root of the sum of squared differ-
ences between the corresponding elements of the two vec-
tors. Cosine similarity measures the similarity between two
vectors of an inner product space. The semantic relatedness
between two text strings can be expressed using a cosine
measure between their corresponding vectors. Therefore,
cosine similarity is typically used with many corpus-based
semantic similarity measures. Examples of semantic similar-
itymeasures are Explicit Semantic Analysis (ESA) and Point-
wise Mutual Information - Information Retrieval (PMI-IR)
[37], [38]. These measures determine the similarity between
two text strings based on the information gained from large
corpora. A popular corpus-based similarity measure is Latent
Semantic Analysis (LSA) [39], which assumes words that are
close inmeaning occur in similar pieces of text. Amatrix con-
taining word counts per paragraph/document is constructed
from a large corpus, and then the Singular Value Decompo-
sition (SVD) is used to reduce the number of columns, while
preserving the similarity structure among rows. The cosine
of the angle between two vectors formed by any two rows
(rows represent unique words) is computed to compare the
similarity between these two words [39]. Some studies have
used external resources, such as Wikipedia, to find semantic
similarity for distinct words, leveraging a large number of
topics covered by Wikipedia, as well as its huge size. The
study in [40] used a custom fuzzy thesaurus for text similarity
analysis on Wikipedia. A custom fuzzy thesaurus, which is a
matrix of all distinct words and their semantic relationships,
was constructed by calculating the distance correlation fac-
tors between two distinct words. Given two distinct words
w1 and w2, their distance correlation factor was computed
based on the sets of all occurrences of words w1 and w2 in
a common document, the number of words between w1 and
w2 for each occurrence, and the frequency of w1 and w2 in
that document [40].

In our study, we used word embeddings and TFIDF as text
vectorisation methods to capture the semantics of the text
strings before utilising the cosine similarity measure to com-
pare those strings. In our case, we have two sentences: a well-
formed Arabic source sentence from an Arabic Wikipedia
article and its corresponding ill-formed pseudo-Arabic

sentence using a dictionary (i.e., word-by-word translation
using an Arabic-English dictionary without handling word
order or structure correctness). In our study, we compared
word embeddings and TFIDF by using them with cosine
similarity to compute the similarity between a well-formed
sentence and its corresponding ill-formed sentence.

B. SENTENCE ALIGNMENT ALGORITHMS
Sentence alignment is the most important step in parallel data
preparation. It can be defined as the process of finding the
existing relationships between the sentences of two texts that
are known to be mutual translations [11], [41], [42]. Manual
sentence alignment is expensive and time-consuming, and
therefore, automatic methods have been proposed to conduct
sentence alignment. Most methods developed for automatic
sentence alignment can be divided into three categories:
length-based, lexical-based, and partial similarity (cognate)
based [10], [11], [13], [42], [43]. Also, automatic sentence
alignment can be a hybrid of the two aforementioned cat-
egories. Length-based approaches use length information
(e.g., a long sentence in one language is likely to be translated
into a long sentence in the other language) to estimate the
probabilistic scores of the proposed sentence pairs. The most
popular length-based approach is the one suggested by Gale
and Church [8]. On the other hand, lexical-based algorithms
for automatic sentence alignment usually make use of lexical
information derived from dictionaries or translated parallel
sentences [44]. This section presents the proposed algorithms
and tools proposed for automatic sentence alignment.

The study of [6] uses both sentence length and lexical
correspondences to derive the final alignment. The pro-
posed method is composed of two passes. First, it aligns
the corpus using a sentence-length-based model. Then,
it uses alignments obtained from the first pass to train a
word-translation model (IBM Translation Model 1) [45],
eliminating rare words and low-probability translations to
reduce the size of the model. Finally, it uses the prob-
abilities computed by the sentence-length-based model to
dramatically reduce the search space explored by a second
model that is more accurate, but more expensive (the word-
correspondence-based model). The study in [10] designed a
hybrid algorithm, Hunalign, which combines dictionary and
length-based methods. The first step is to translate each word
in the source texts based on a dictionary. Then, the pseudo-
target text that resulted from the word-for-word translation
is compared against the actual target text on a sentence by
sentence basis. The similarity score between two sentences is
computed using token-based and length-based components.
The token-based score is the number of shared words in the
two sentences, normalised with the larger token count of
the two sentences. The length-based component computes
similarity based on the character counts of the original texts
incremented by one, where the score is based on the ratio
of longer to shorter. The Hunalign tool calculates the sim-
ilarity score for every sentence pair around the diagonal of
the alignment matrix. The Hunalign tool can be used for
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any two languages. In the case of the absence of a bilin-
gual dictionary, the tool performs length-based alignment,
then estimates the bilingual dictionary from the results and
reiterates the process. However, it is not designed to han-
dle corpora of over 20k sentences. The Bleualign method
proposed by [9] is based on the automatic translation of
source text, where dynamic programming is used to find
the path that maximises the BLEU score between target text
and translation of source text. In order to conduct automatic
translation of source text, the method requires building an
SMT system with Moses, in which the training set is aligned
based on the sentence-length (number of characters). The
probability score for each sentence pair is computed and
dynamic programming is used to find the maximum likeli-
hood alignment. The study of [13] presents Lingua-Align,
a toolbox for automatic tree-to-tree alignment that uses a
local discriminative classification approach for a sequential
alignment procedure. The features are extracted from parallel
treebanks. The toolbox supports the extraction of features,
including contextual information, as well as the integration
of external tools for word alignment. Yalign is another tool for
extracting parallel sentences from comparable corpora [12].
The Yalign tool depends on two components: a sentence
similaritymetric and a sequence aligner. The similaritymetric
estimates how likely two sentences are to be a translation of
each other. On the other hand, a sequence aligner produces
an alignment from a set of sentences of two documents,
which maximises the sum of the individual similarities (per
sentence pair). It uses a variation of the Needleman-Wunch
algorithm to find an optimal alignment between the sentences
of two documents. The Needleman-Wunch algorithm is one
of the first applications of dynamic programming to compare
biological sequences and its purpose is to find all possible
alignments with the highest score [46]. Needleman-Wunch
cannot handle cross-matching alignments (i.e., sentences in
the source text must be matched in the same order in the target
text) or alignments from two sentences into a single one.

In our study, we propose a new method to align sentences
from two documents. The method does not require build-
ing an automatic translation system or to provide a parsed
text corpus, annotating at a syntactic or semantic level. Our
proposed method requires only a bilingual dictionary and
depends on length-based as well as position-based features
of the sentences in the two documents (i.e., the source sen-
tences in one document and their corresponding translated
sentences in the other). The position-based method to align
sentences provides a simple way to allow cross-matching.
In addition, our method of sentence alignment relies on word
vectorisationmethods, wherein the words of the sentences are
numerically represented, then, the sentence vectorisation is
computed utilising its words vectorised values, as will be seen
in detail below.

C. PARALLEL CORPORA
This paper focuses on Arabic-English parallel corpora as a
case study for our proposed algorithm, and thus we highlight

the available Arabic-English parallel corpora. A number of
Arabic-English parallel corpora have been constructed from
comparable corpora (e.g., Wikipedia and bilingual news arti-
cles), human-translated documents (United Nations parlia-
mentary documents), and movie subtitles [47]–[51].

Wikipedia parallel sentences [48] that cover 20 languages
and 36 bitexts, including the Arabic-English language pair,
are publicly available on OPUS1 [52]. They were auto-
matically collected from Wikipedia, aligned, and filtered.
Specifically, a specialised web crawler was used to auto-
matically obtain topic-aligned documents in any language
supported by Wikipedia. Then, a sentence aligner, namely
the Hunalign tool [10], was used to align the sentences.
To filter the aligned sentences, a translation engine was used
to find correct alignments between two languages (L1 and
L2) by translating L1 sentences into L2 and comparing the
L2 translated sentences (i.e., sentences that were translated
from L1 to L2) with L2 source sentences. They trained their
specialised translation system using parallel data from var-
ious domains in the OPUS project [52]. The training was
conducted using the Moses open-source SMT toolkit [53].
The Arabic-English Wikipedia-OPUS (abbrev. Wiki-OPUS)
corpus available at OPUS2 contains 151,136 parallel sen-
tences. However, the corpus contains a considerable number
of repeated sentences, as well as noisy ones, such as short
sentences containing only numbers and sentences not written
in the correct language. In other words, a large number of
English sentences exist in the Arabic monolingual part of
the parallel corpus. Moreover, the aforementioned method
for collecting the Wikipedia-OPUS corpus requires parallel
corpora for initial training and also depends on an external
sentence alignment tool. Therefore, the accuracy of the output
of the method (i.e., parallel sentences) relies on the quality of
the data used for initial training and the external tool for sen-
tence alignment. GlobalVoices is a parallel corpus, containing
news articles from the website Global Voices.3 During the
collection of the corpus, the sentence alignment was carried
out with Gargantua, the fast unsupervised sentence aligner
described in [7]. The corpus was compiled and provided by
CASMACAT [51]. Thorough manual corrections were made
to the corpus quarterly. The latest version includes data up to
December 2018. The Arabic-English GlobalVoices 2018Q4
contains 64,986 parallel sentences.

The TED Talk Parallel Corpus [50], [52], [54] contains
the original content published by the TED Conference web-
site.4 The majority of TED talks are in English, but they
are available on the TED website together with subtitles in
various languages, including Arabic. These subtitles are the
translations by volunteers of English talks into other lan-
guages. The TED2020 corpus, publicly available on OPUS,5

1OPUS, the open source parallel corpus, is a collection of translated texts
from free online data on the web.

2https://opus.nlpl.eu/Wikipedia.php
3https://globalvoices.org/
4https://www.ted.com/
5https://opus.nlpl.eu/TED2020.php
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was crawled from the translated subtitles for about 4,000
TED talks. The Arabic-English TED2020 corpus includes
403,716 sentence pairs [55]. The subtitles of online edu-
cational videos for 225 languages were utilised to build a
parallel corpus called the QCRI Educational Domain (QED)
Corpus, formerly QCRI AMARA Corpus [47], [56]. The
content of the corpus was collected from various educa-
tional sources such as Coursera, Khan Academy, and Udemy.
The Arabic-English portion of the QED corpus, available
at OPUS,6 includes 500,898 sentences. Regarding human-
translated documents, the United Nations (UN) Parallel
Corpus v1.0 is composed of the official records and parlia-
mentary documents of the UN that were manually translated
between 1990 and 2014, covering the six official languages
of the UN, including Arabic [49]. The Arabic-English part of
the UN corpus is composed of 111,241 documents, totalling
18,539,207 sentences.

TABLE 1. Available Arabic-English parallel corpora.

III. WIKIPEDIA
Wikipedia7 is a free online encyclopedia available in a
wide range of languages. It is collaboratively written by a
large number of anonymous volunteers. Since its creation
in 2001 up until the 3rd of June 2020, the total number
of content pages has grown to 53,648,811 articles written
in 315 languages [57].

A. WIKIPEDIA AS A COMPARABLE CORPUS
Each Wikipedia content article is uniquely identified by its
title, which is a sequence of words separated by an under-
score. The title is usually the most common name of the
entity/topic explained. The description part is made up of
the body of the text, which describes the entity/topic of the
article. It usually contains hyperlinks to guide the reader
to additional information about the concept denoted by the
anchor text (aka link label). These links can direct the reader
to other pages, as they indicate the entities’ association with
other Wikipedia pages [58], [59]. For example, in the English
Wikipedia article describing ‘‘COVID-19’’, many hyperlinks
are used to refer readers to various relevant entities such as

6https://opus.nlpl.eu/QED.php
7https://www.wikipedia.org/

‘‘World Health Organization’’, ‘‘Wuhan’’, and ‘‘Centers for
Disease Control and Prevention,’’ that are featured in their
own articles on English Wikipedia.

Wikipedia articles on the same topic in different languages
are also hyperlinked via ‘‘inter-language’’ links, otherwise
called ‘‘langlinks’’. For example, the English Wikipedia arti-
cle on ‘‘Natural language processing’’ has links to equiv-
alent articles on the same topic in 52 different languages,
as shown in Figure 1. There is a link in the EnglishWikipedia
article for ‘‘Natural language processing’’ to the equivalent
article titled (mçAljè AllGAt AlTbyçyè, ‘‘Natural language
processing’’)8 in the Arabic Wikipedia edition. This allows
us to align the Wikipedia articles at the page (i.e., document)
level [61]–[63].

FIGURE 1. Links to Wikipedia pages for the same topic ‘‘Natural
Language Processing’’ in different languages.

Wikipedia can be generally described as a mixture of noisy
parallel and comparable corpora [64]. According to Fung and
Cheung in their study [65], a noisy parallel corpus is one
which contains non-aligned sentences that are nevertheless
still roughly bilingual translations of the same document,
with some deletions and insertions of paragraphs. The com-
parable corpus, on the other hand, is one that contains non-
translated non-sentence-aligned bilingual documents, but are
topic-aligned. Some topic-aligned Wikipedia article pairs are
almost directly parallel, as authors translate articles from
another language, while other topic-aligned article pairs con-
tain no parallel sentences at all, because the authors write
the content themselves. When extracting similar texts from
Wikipedia article pairs, we leverage the fact that Wikipedia
is a topic-aligned comparable corpus, as will be shown in the
following sections.

IV. SUMMARY OF PROPOSED METHOD
Figure 2 shows the general framework of our proposed
method for extracting parallel sentences fromWikipedia. The
steps of this method can be summarised as follows:

1) Align articles that are on the same topic in Arabic (Ar)
and English (En) languages.

2) Translate English sentences into Arabic using a bilin-
gual dictionary (Pseudo-Arabic sentences).

3) Automatically align Arabic sentences in the actual Ara-
bic article and the pseudo-Arabic sentences (i.e., the
Arabic sentences obtained by translating the corre-
sponding English article) depending on the following:

8Throughout the entire paper, Arabic words are represented as follows:
(HSB transliteration [60], ‘‘English gloss’’).
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• Adequate pre-processing (language-dependent
cleaning, stop word removal, and normalisation),

• Sentence vectorisation (Term Frequency Inverse
Document Frequency (TFIDF), word embedding
vectors),

• Similarity measure,
• Sentence position and length.

The proposedmethod is straightforward and can be applied
to any comparable corpus in order to extract parallel sen-
tences. We employed Wikipedia in our paper, because it is a
known free example of comparable corpus. In our study, the
Arabic-English language pair was chosen as the use case. Our
proposed method, however, can be easily applied to any lan-
guage pair, as long as the appropriate bilingual dictionary is
available. The only step of our proposed method that may dif-
fer based on the language pair is ‘adequate pre-processing’.
In morphologically rich languages, pre-processing steps are
crucial to obtaining accurate results.

We utilise literal translation based on a bilingual dic-
tionary (word-for-word translation) in order to simplify
our method and to reduce the computational time, and to
avoid building and training machine translation systems or
using online systems. In addition, literal translations usu-
ally lead to syntactically ill-formed sentences (pseudo-Arabic
sentences). Therefore, in our study we compared TFIDF
and word embeddings to measure similarities between two
types of sentences: well-formed sentences and ill-formed
sentences. The TFIDF and word embeddings are used to
vectorise each word in the sentence. Then, the final sen-
tence vector is computed utilising the vectors of its content
words. For translation, the Arabic-English dictionary, by the
ArabEyes Team [66], is used in our study, because it covers a
large number of topics. The dictionary was developed based
on an Arabic word list for spell checking that contains 9 mil-
lion Arabic words [66], [67] The following sections detail
the previously listed steps for which we utilised English and
Arabic editions of Wikipedia to build a high quality parallel
corpus. We also describe the advantages and limitations of
our proposed method.

V. DOCUMENT ALIGNMENT
The comparable corpus usually contains documents on the
same topic in various languages. The first step is to pre-
pare the comparable corpus by performing document-level
alignment. In Wikipedia, the quality of document-alignment
articles is very high, because inter-language links are used to
connect articles about a specific topic in different languages.
These inter-language links are annotated by Wikipedia’s
users. Furthermore, the conceptual mismatch between the
linked articles is not common. Our proposed method relies
on inter-language links to align the Wikipedia documents by
topic. The Arabic article that does not have a corresponding
English article or vice-versa will not be considered among
the document-aligned articles. The document-aligned articles
are used in the following steps in order to extract parallel
sentences.

FIGURE 2. Summary of proposed method.

VI. DICTIONARY-BASED TRANSLATION
With all document-aligned articles in place, the next step
is to translate English articles into Arabic. We do not rely
on any Machine Translation (MT) systems to perform the
translation. Our method requires only a bilingual dictionary
of terms in English and their translations in Arabic. The
scope and the scale of the dictionary affect the quality of
the translation. As Wikipedia is an open domain database,
we devoted special attention to the dictionary in terms of the
covered domains.

We used an Arabic-English dictionary that covers a large
number of topics [66]. The dictionarywas developed based on
an Arabic word list for spell checking that contains nine mil-
lion Arabic words [67]. As we used a dictionary, the process
was carried out by translating each English word into Arabic
separately (i.e., literal translation). The word-for-word trans-
lation does not consider how the words are used together in
a sentence. Indeed, computing similarities between two sen-
tences required for our proposed approach does not require
grammar to be taken into account. In addition, we opted to
translate from English to Arabic using a bilingual dictionary
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in order to avoid the complications generated by the opposite
translation (i.e., from Arabic to English). That is, translating
from Arabic to English necessitates finding rich morpholog-
ical Arabic words in the dictionary, a challenging task owing
to Arabic’s complex clitics and affixes. This may require
the use of light stemmers to reduce Arabic words to their
stems in order to locate these stems in the dictionary and find
their corresponding English words. One of the limitations of
using a bilingual dictionary is that parallel Arabic-English
sentences that contain idioms may not be translated properly
by way of literal translation, which leads to a low similarity
score between such Arabic and English sentences; therefore,
these sentences will be excluded from the parallel corpus.
This issue, however, does not affect the overall goal, since
the precision of the collected parallel sentences is preferable
over the recall (i.e., the ability to extract every possible pair
of parallel sentences in the article pair). That is, our proposed
algorithm is unsuitable if the goal is to extract every possible
parallel sentence from the comparable corpus.

VII. AUTOMATIC SENTENCE ALIGNMENT
At this stage, we have topic-aligned article pairs, each of
which contains an Arabic article and an Arabic translation
of the corresponding English article. From now on, the
Arabic translation of the English article will be referred to
as ‘‘pseudo-Arabic article’’. The two main components of
the automatic sentence alignment algorithm are shown in
Figure 2. More details will be shown below.

A. PRE-PROCESSING
The topic-aligned article pairs (i.e., Arabic articles and
Pseudo-Arabic articles) should pass through a pipeline of
pre-processing steps. During pre-processing, the texts of the
article pairs are cleaned in preparation to compute the sim-
ilarities between the two text strings. In the case of Arabic,
diacritical marks are removed, so the sentences can be used
to measure similarities between sentences. Diacritical marks
are optional since written Arabic words can be diacritised,
partially diacritised, or entirely undiacritised. The next step
is to remove stop words. A stop word is a commonly used
word such as (min, ‘‘from’’) and (Ǎlý, ‘‘to’’). The decision
to remove stop words from sentences is to avoid computing
the similarities between the sentences based on their common
words. We used the list of 68 Arabic stop words provided by
Khoja and Garside [68].

Furthermore, raw Arabic text is characterised by incon-
sistent variation that causes noise and data sparsity, making
computing similarities and aligning sentences more chal-
lenging. For example, different forms of the letter Alif can
be written interchangeably. Therefore, we carried out ortho-
graphic normalisation by (a) normalising different forms of
Alif to a bare Alif, (b) normalising tA’ marbutaè to hA’, and
(c) normalising Alif maqSwraè to dotted yA’. We used the
normaliser provided by the AraNLP9 library [69].

9AraNLP is available at https://github.com/Maha-J-Althobaiti/AraNLP

B. SENTENCE ALIGNMENT
1) SENTENCE VECTORISATION
The first step of sentence alignment is to model each sentence
in the vector space. We examined two different word mod-
elling methods: (a) neural network-based word embedding
models (e.g., Skip-Gram model) and (b) TFIDF. The TFIDF
measure is a numerical statistic that reflects how important
a term is to a document in a corpus. In our study, we use
the TFIDF statistic to reflect how important a term is to a
sentence in an article. So, each term is weighted by dividing
the word frequency by the number of sentences in the article
containing the word. The mathematical formula for TFIDF
that we employed is as follows:

tfidf (t, s, S) = tf (t, s) ∗ idf (t, S)

where t indicates the term; s indicates a sentence; and S is the
sentence space and can be seen as S = s1, s2, . . . , sn where
n is the number of sentences in the document (i.e., Wikipedia
article). The tf (t, s) is simply to calculate the number of times
the term t appears in the sentence s. Regarding the idf , the
complete mathematical formula is as follows:

idf (t, S) = log
|S|

1+ |s ∈ S: t ∈ s|

The numerator |S| refers to the number of sentences in
the document. The denominator |s ∈ S: t ∈ s| indicates the
number of times in which the term t appears in the sentence s
given that the sentence s is in the sentence space S. In the
case of using TFIDF to model sentences, normalisation is
applied to both articles (i.e., Arabic articles and pseudo-
Arabic articles) in order to reduce data sparsity and compute
TFIDF correctly.

Word embedding models, on the other hand, are one of
the popular representation methods for article vocabulary
[34], [70]. Word embedding representation captures a large
number of syntactic and semantic word relationships [34],
[70], [71]. It maps the word into a vector by training a neural
network on a large corpus. We used fastText10 pre-trained
word vectors for Arabic, which were trained on Wikipedia
dump and obtained using the Skip-Gram model. The dimen-
sion of the vector is 300. The vector that represents each
sentence (after pre-processing and removing stop words) is
computed by averaging the sum of vector representations of
all its words. Figure 3 illustrates the representation methods
we used to map a sentence into a vector space. When using
the word embedding model, we do not apply normalisation
unless the word in the given sentence could not be found
among the words in the pre-trained vectors. For example,
when the letter Alif (Â) of the word (ÂlGý, ‘‘cancel’’) is
written as a bare Alif (AlGý, ‘‘cancel’’) in a given sentence
in Arabic Wikipedia as seen in Figure 4, this may produce
no results when searching for the word in the pre-trained
word embedding vectors. No result arises because the letter

10An open-source and free library that allows users to learn text represen-
tations and text classifiers. Available at: https://fasttext.cc
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Alif of the word (ÂlGý, ‘‘cancel’’) in the pre-trained model
is defined as Alif with hamzah and is modelled into vector
space according to this written form (Alif with hamzah).
Accordingly, normalising the word by changing the bare Alif
into Alif with hamzah is necessary to find matching words
according to the pre-trained model. Therefore, in the case of
the word embedding model, normalisation is only considered
a necessary pre-processing step, if required. In addition, nor-
malisation should not always be to change all forms of Alif
into a bare Alif, but to also change from the bare Alif to Alif
with hamzah or to other forms of Alif depending on how the
words are defined in the pre-trained word vectors.

We map the words into vector space using different levels
based on the utilised method. In the case of TFIDF, it is
computed for each word at the document level (i.e., the
TFIDF value of each word is computed based on its frequent
appearance in all sentences in the Wikipedia article). The
size of the vector depends on the size of the vocabulary in
the document (i.e., Wikipedia article). In the case of word
embedding, the word vectors are learned on the whole corpus.
We utilise a pre-trained word embedding (i.e., fastText wiki
word vectors) where each word is mapped into a vector based
on its existence in the entireWikipedia dump and based on the
contexts in which it appears (see Figure 3).

FIGURE 3. Sentence vectorisation methods.

2) SIMILARITY MEASURE
As a similarity measure, we use cosine similarity to cal-
culate the similarity between sentences in each article
pair: an Arabic article and its corresponding pseudo-Arabic

FIGURE 4. Normalisation and the pre-trained word vectors.

article. The cosine similarity measures how similar two texts
(e.g., documents or sentences) are in meaning, irrespective
of their size. Mathematically, cosine similarity calculates the
similarity between two vectors of an inner product space.
It measures the cosine of the angle between the two vec-
tors [72]. Given vectors of two sentences, a and b, f cos(θ)
is represented as a dot product and magnitude as follows:

cos(θ ) =
a.b
||a||||b||

=

∑n
i=1 aibi√∑n

i=1 a
2
i

√∑n
i=1 b

2
i

The resulting cosine similarity ranges from -1 (i.e., the
two sentences are totally opposite) to 1 (i.e., the two sen-
tences are exactly the same) and the values that fall between
denote intermediate similarity or dissimilarity. In our study,
we use a threshold value to evaluate the cosine similarity
score computed for bilingual sentence pairs. This means that
the bilingual sentence pair will be added to the final parallel
corpus only if it obtains a cosine similarity score greater than
the threshold value.

3) SENTENCE POSITION AND LENGTH
In order to increase the accuracy of extracting parallel sen-
tences, we take into account other factors, such as the position
and length of the parallel sentences in the two articles. Indeed,
one of the problems that faces the automatic alignment
algorithm is the computational cost of calculating similarity
between each sentence in the article of one language and all
sentences in the article of the other language. It is necessary
to calculate a similarity score for (nL1 ∗ nL2) sentence pairs
where nL1 is the number of sentences in one language article
while nL2 is the number of sentences in the other language
article. In order to reduce the calculation cost, the similarity
scores are calculated between each sentence at position (i)
in one language article and the three sentences at positions
(i−1), (i), and (i+1) in the other language article. We refer to
this set of potential sentence pairs as the pool of candidates.
The potential sentence pair that has the highest similarity
score, which is also greater than the threshold value, is added
to the parallel corpus and removed from the pool of candi-
dates. This step is vital in order to avoid obtaining a parallel
corpus with repeated sentences; repeated sentences occur
when one English sentence can exist in the final corpus as
a corresponding parallel sentence to more than one Arabic
sentence.
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Algorithm 1: Automatic Sentence Alignment
Input: Arabic Wikipedia articlesWikiAr = {da1, da2, . . . , dan} English

Wikipedia articles,WikiEn = {de1, de2, . . . , der }
Output: ParaC: Parallel corpus of Arabic-English

1 for i← 1 to n do
2 AlignedDocs = {da1&de1, da2&de2, . . . , dam&dem}

3 for i← 1 to m do
4 docArPsuedoi ← literalTranslate(dei)
5 SntEn← splits dei into sentences
6 SntAr ← splits dai into sentences
7 SntArPsuedo← splits docArPsuedoi into sentences
8 pre-process(SntAr & SntArPsuedo)
9 l1 ← size(SntAr)

10 j← 1
11 while j 6= l1 do
12 l2 ← size(SntArPsuedo)
13 found ← False
14 maxVal ← 0.0
15 for k ← 1 to l2 do

/* Sentence position and length */
16 if [(k = (j− 1)ork = jork = (j+ 1)) and (length(SntArj) >

length(SntEnk )/2andlength(SntArj) < length(SntEnk ) ∗ 2)]
then

17 removeDiacritics(SntArj, SntArPsuedok )
18 removeStopWords(SntArj, SntArPsuedok )
19 normalise(SntArj, SntArPsuedok )
20 vectoriseSentnce(SntArj, SntArPsuedok )
21 MetricsArr ← measureSimilarity(SntArj, SntArPsuedok )
22 kArr ← k

23 maxVal ← max(MetricsArr)
24 if maxVal > threshold then
25 index ← kArr[index of maxVal in MetricsArr]
26 found ← True

27 if found then
28 add SntArj & SntEnindex to ParaC
29 remove SntEnindex from SntEn
30 remove SntArPsuedoindex from SntArPsuedo
31 remove SntArj from SntAr
32 l1 ← l1 − 1

33 else
34 j← j+ 1

The proposed algorithm for automatic sentence alignment
takes into account the sentence length. In fact, the sentence
length has proved beneficial since the earliest research involv-
ing sentence alignment [6], [8], [10]. Unlike many previous
studies, we do not rely on the number of characters when
aligning sentences from two articles. The condition of sen-
tence length in our algorithm is based on the number of
tokens in each sentence. We observed that the difference in
the number of tokens between parallel sentences is usually not
a large value. Therefore, we set a sentence length condition in
our algorithm requiring the number of tokens in the sentence
of one language |s_tokensL1| be greater than half the number
of words in the corresponding sentence in the other language
|s_tokensL2|, while simultaneously remaining less than the
double that number (i.e., |s_tokensL2|/2 < |s_tokensL1| <
|s_tokensL2| ∗ 2). The main steps of our proposed automatic
sentence alignment are explained in Algorithm 1.
The position-based condition we set reduces the computa-

tional cost of finding similarities between sentences. It also
provides a way of flexibility in terms of handling alignments
that cross each other (e.g., sentence three in source text may
best match against sentence two in the target text). In addition,

use of the threshold raises the bar for accuracy of the final
resulted corpus. That is, potential parallel sentences are only
added to the final corpus if their similarity scores are greater
than the threshold value. One limitation of our algorithm is
its preference of precision over recall, resulting in some but
not all possible parallel sentences being added to the final
corpus. For example, if one sentence in the source text exists
at position 3 and its corresponding sentence in the target text
exists in position 6 or 7, then the algorithm will not be able to
extract them as parallel sentences because of their far away
positions in the two texts. In this case, the similarity scores
is only calculated between the sentence at position 3 in the
source text and the three sentences at positions 2, 3, and 4 in
the target text. Therefore, not all optimal parallel sentences
will be extracted by our algorithm. In addition, our proposed
algorithm cannot handle the two-into-one alignment whereby
two sentences in a source text correspond to a single sentence
in the target text or vice versa.

VIII. EXPERIMENTAL SETUP
In this paper, we use Arabic and English editions of
Wikipedia that were released on 1 April 2020, which are
available as a database dump. As of 1 April 2020, the English
edition of Wikipedia had 6,046,435 articles and the Arabic
edition contained 1,038,435 articles [57].

We set the threshold used to evaluate the cosine simi-
larity score computed for bilingual sentence pairs to 0.5.
This means that the bilingual sentence pair will be added
to the parallel corpus if it obtains a cosine similarity score
greater than 0.5. Indeed, this threshold value has been chosen
based on a preliminary experiment on randomly selected
data and a manual analysis of its results. We randomly
selected 10 Wikipedia article pairs in which each document
pair covers the same topic. We asked two human translators,
fluent in Arabic and English, to manually align sentences
in these articles. Two sentences are only considered aligned
if both human translators agree that the two sentences are
aligned. Table 2 shows the results of human sentence align-
ment. Out of 116 sentences in Arabic articles and 143 sen-
tences in the corresponding English articles, 38 sentence pairs
were aligned and considered parallel.

The same 10 document pairs were presented to our sys-
tem, including our proposed algorithm for automatic sen-
tence alignment. Firstly, we experimented with TFIDF as a
method of vectorising the texts and with various threshold
values for the cosine similarity score, ranging from 0.1 to 0.9.
Our experiments revealed that when the threshold was equal
to 0.1, the algorithm extracted a large number of parallel
sentences (50 parallel sentences), but 76% of these sen-
tence pairs were aligned in error. Increasing the threshold to
0.2 decreased the number of parallel sentences aligned by our
algorithm to 27 parallel sentences. Nevertheless, the errors
also decreased; approximately 55% of the parallel sentences
were aligned mistakenly. Regarding the threshold 0.9, the
algorithm failed to find any sentence pair that had cosine sim-
ilarity greater than 0.9. The same result was achieved when
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TABLE 2. Human sentence alignment.

the threshold was set to 0.8. These two values are very high,
resulting in an empty parallel corpus. We discovered that
setting the threshold to 0.5 resulted in 8 correctly aligned sen-
tence pairs. Nevertheless, the value 0.5 as a threshold for the
cosine similarity score led to low recall; only 8 sentence pairs
out of 38 were permitted to align. Furthermore, increasing the
threshold to 0.6 led to the correct alignment of only 3 sentence
pairs. The accuracy was also as high as the threshold of
0.5 with no errors at all in aligning sentences. Secondly,
the settings of our system were changed so that sentences
were vectorised by pre-trained wiki word vectors provided by
fastText. In general, our system’s automatic sentence align-
ment performance was not solid, regardless of the similarity
score value used as a threshold to accept or reject the parallel
sentences extracted by the system. A similarity score value
equal to or less than 0.7 leads to a low precision rate below
0.25. Increasing the similarity score to 0.9, however, leads
to 100% correctly extracted parallel sentences. Nevertheless,
the number of correctly extracted parallel sentences was very
low with the recall reaching only 0.03; therefore, only one
sentence was correctly extracted among 38 existing parallel
sentences in all 10 document pairs. Figure 5 illustrates the
performance of sentence vectorisation methods with various
values of similarity scores.

The best results of our proposed system can be obtained
when using TFIDF as a method to map a sentence into
a vector space. The TFIDF score for each word in each
sentence, as shown in Figure 3, represents how important
the word is to the sentence in the given Wikipedia article.
As previously stated, computing TFIDF for each word does
not require taking the word’s context into account. On the
other hand, the word embedding model does not only take
context into account, but it also assigns the word its numeric
value based on the whole Wikipedia corpus, as we used pre-
trained word vectors trained on the whole Wikipedia corpus
using a neural network. Truly, our method aligns sentences
by comparing each sentence in any Arabic Wikipedia article
with other sentences in the corresponding English article after
translating them into Arabic using a dictionary. This means

FIGURE 5. Comparison of the performance of sentence vectorisation
methods with various values of similarity scores for automatic sentence
alignment.

the translation is literal (i.e., word-for-word translation) and
overlooks the context and the syntactic information. In addi-
tion, we remove stop words from Arabic sentences and the
Pseudo-Arabic sentences in the pre-processing step before
aligning the sentences. This leads us to the inference that the
inclusion of context in the form of word vectors using the
word embedding model may negatively impact computation
of the similarity of ill-formed sentences (in our case, stop
words are removed and one of the sentences to be compared
is a result of word-for-word translation). Another possible
reason why TFIDF is better than word embedding models for
automatic sentence alignment in our system is that in word
embeddings, the sentence vector is calculated as an average
of all word vectors in the sentence. This does not reflect the
true numeric representations of the sentences, let alone the
fact that the sentences are ill-formed based on our approach,
as illustrated above. We decided to use the TFIDF method
to vectorise the sentences in our approach. The threshold for
the cosine similarity score to accept or reject the extracted
parallel sentences was set to 0.5.

We only performed our experiments on the first three
paragraphs of any Wikipedia article to limit the possible can-
didate pairs when computing similarity scores and aligning
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sentences. This decision was based on our observations that
most parallel sentences between two Wikipedia article pairs
(i.e., Wikipedia articles in English and Arabic on the same
topic) appear in the first three paragraphs in each pair of
articles. In addition, the TFIDF for each term, according to
our proposed approach (see Section VII-B), will be computed
at the Wikipedia article level. Since this computation costs
more time, we decided to limit the search space to the first
three paragraphs of eachWikipedia article pair. Our proposed
system took 19 days to extract parallel sentences from the
English and Arabic editions ofWikipedia dump. The PC used
has a CPU @ 4.01 GHz, RAM with 32.0 GB and 952 GB of
an SSD hard disk.

IX. ANALYSIS
A. OUR PARALLEL CORPUS STATISTICS
Using the aforementioned proposed method and settings,
we were able to extract 105,010 parallel sentences. The num-
ber of words in the Arabic and English sentences is equal
to 2,186,807 and 2,462,587 respectively. Figure 6 shows the
number of vocabularies (i.e., distinct words) for each lan-
guage and their ratio to the total number of words in the cor-
pus. The average length of an Arabic sentence is 20.82 words,
while the English sentences have 23.45 words on average.
We plan to make our parallel corpus freely available to the
research community.11

FIGURE 6. Number of words and vocabularies for Arabic and English
sentences in the parallel corpus.

As previously mentioned, we only included the first three
paragraphs of eachWikipedia article pair to extract sentences;
although using the Wikipedia article pairs in their entirety
would certainly increase the total number of extracted parallel
sentences, but significantlymore timewould also be required.

B. QUANTITATIVE COMPARISON WITH AVAILABLE
PARALLEL CORPORA
This section presents a quantitative comparison between our
parallel corpus and other available parallel corpora for Ara-
bic and English. We selected these parallel corpora based
on their availability and domains. That is, we took care to
diversify the sources from which these corpora were derived.
These corpora are GlobalVoices v2018Q4 parallel corpus
extracted from news articles, TED parallel corpus extracted

11URL https://github.com/Maha-J-Althobaiti/Ara_Eng_Parallel_Corpus

from TED 2020 talk subtitles, and Wikipedia-OPUS paral-
lel corpus extracted from the 2014 version of Arabic and
English Wikipedia. More information about these corpora is
expounded in Section II. The comparison factors include the
number of words, the number of vocabularies, the number of
sentences, average sentence lengths, and the ratio of repeated
sentences in the corpus. Table 3 and Table 4 present the results
of this comparison.

TABLE 3. Quantitative comparison between our parallel corpus and other
available parallel corpora (words).

TABLE 4. Quantitative comparison between our parallel corpus and other
available parallel corpora (sentences).

As shown in Table 4, there are repeated sentences in the
available Arabic-English parallel corpora. These repeated
sentences constitute more than 3% of the total number of sen-
tences in the Wiki-OPUS parallel corpus. In addition, there
are a considerable number of sentences in the Arabic part
of the Wiki-OPUS parallel corpus that are written in English
rather than Arabic. For example, the sentence ‘‘The cave was
pushed to −340 m during 1982-1987.’’ exists in both the
Arabic and English parts of the parallel corpus although we
would expect to find the corresponding Arabic sentence in the
Arabic part of the corpus. Our method efficiently produced a
corpus with no repeated sentences.

X. APPLICATIONS
This section illustrates the qualitative evaluation we per-
formed to examine the quality of our parallel corpus in com-
parison to other available corpora (i.e., TED, GlobalVoices,
and Wiki-OPUS). We utilised our parallel corpus to build
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NLP applications and assess its performances in comparison
to other available corpora when utilised to train the same
NLP applications. Firstly, we utilised our parallel corpus
and other corpora to build word embedding models and test
them to capture semantic similarity between words in both
Arabic and English. Then, we built several Arabic-English
Neural Machine Translation (NMT) systems trained on our
parallel corpus and the other three corpora, and compared
their performance. In the aforementioned NLP applications,
as will be explained in details below, the results confirm
that our parallel corpus performs on par with other available
corpora in most implemented NLP applications and performs
better than other corpora in the application of identifying the
English non-similar words.

A. WORD SEMANTIC SIMILARITY
a: MOST SIMILAR WORDS IDENTIFICATION
To evaluate the quality of our Arabic-English parallel corpus,
we trained a word embedding model (Skip-Grammodel [70])
on the Arabic and English parts of our parallel corpus. Then,
the trained models were examined to determine semantic
similarity between words and capture the interrelatedness.
Also, we evaluated our parallel corpus against other freely-
available parallel corpora, namely, GlobalVoices, TED, and
Wiki-OPUS. For each one of these corpora we built word
embedding models for Arabic and English, leading to a total
of six models for the three corpora. Again, we examined
these models by utilising them to capture sematic relatedness
between words.

b: NON-SIMILAR WORD IDENTIFICATION
The Arabic word embedding models trained on the afore-
mentioned four corpora, including our parallel corpus, were
also examined to perform the task of non-similar word iden-
tification. In this task, a list of words is given and the word
embedding model finds the non-similar word in the list.

c: RESULTS OF ARABIC WORD SIMILARITY MODELS
Table 5 shows some examples of Arabic words and their
top four nearest neighbours, according to the Arabic word
embeddingmodels for the four corpora. The word embedding
model trained on the Arabic part of our parallel corpus suc-
cessfully found the most similar words to any given words.
Indeed, the model’s performance is on par with those models
trained on the other corpora (i.e., Wiki-OPUS, TED, and
GlobalVoices), if not better. For example, the Arabic model
trained on our corpus captures the top four nearest neighbours
to the Arabic word (AlnAs, ‘‘people’’) as follows: (AlÂfrAd
‘‘individuals’’, AlÂšxAS ‘‘persons’’, Albašar ‘‘humans’’, and
AlAxryn ‘‘others’’). These four words are more similar to the
given word (AlnAs, ‘‘people’’) than the words produced by
the model trained onWiki-OPUS (yaçrfwn ‘‘they know’’, and
Ânahum ‘‘that they’’, for example). Moreover, the results of
the word embedding model trained on our corpus far exceed
the word embedding model trained on the talk-based corpus,

such as TED or a corpus collected from a news domain
like GlobalVoices. The TED model considers the words
(lÂnahum ‘‘because those’’) and (yurydwn ‘‘they want’’)
among the four most similar words to the word (AlnAs,
‘‘people’’), while the GlobalVoices model ranks the word
(AlTryqah ‘‘method’’) as the second most similar word to the
word (AlnAs, ‘‘people’’).

TABLE 5. Examples of Arabic words and their top four nearest neighbours
according to the Arabic word embedding models for the four corpora;
English translations are used for indicative purposes and written between
double quotes, underlined words indicate wrong predictions (i.e., cannot
be considered similar words, let alone being nearest neighbours).

Table 6 shows the results of the four word embedding
models on the task of non-similar word identification. All
four models, as seen in Table 6, succeeded in identifying the
non-similar words. This also confirms that the quality of our
parallel corpus can be regarded equivalent in quality to other
well-known available parallel corpora for Arabic and English.

d: RESULTS OF ENGLISH WORD SIMILARITY MODELS
The performances of the English models were examined
capturing word semantic similarity in order to find the most
similar words and to identify non-similar words as seen in
Table 7 and Table 8.
The English part of our parallel corpus performed well

on both tasks in comparison with other corpora. In fact,
the model trained on our corpus yielded better results for
the non-similar identification task than other models. For
instance, from the list of words (camel, lion, wolf, flower),
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TABLE 6. Non-similar word identification task using Arabic word
embedding models trained on four various corpora.

TABLE 7. Examples of English words and their top four nearest
neighbours according to the Arabic word embedding models for the four
corpora.

only our corpus model was able to detect the non similar word
(flower), while the other models extracted (camel) as a non-
similar word in the list.

B. ARABIC-ENGLISH NMT SYSTEMS
The parallel corpus is commonly used to build NMT sys-
tems. The higher the quality of the parallel corpus, the
better the performance of the machine translator. In this
section, we utilised our automatically created parallel cor-
pus and its counterpart corpora, namely, GlobalVoices, TED,
and Wiki-OPUS, in order to build NMT systems for both
Arabic-to-English and English-to-Arabic language pairs.
Then, we compared the results of the NMT systems to assess
the quality of our parallel corpus and to determine its effi-
ciency in relation to its counterparts when used to build the

TABLE 8. Non-similar word identification task using English word
embedding models trained on four various corpora.

MT systems. For each of the four corpora, we randomly
selected 2,500 sentences and dedicated them to testing, while
the remaining data in each corpus was dedicated to training.

We utilised the Transformer neural network to develop
NMT systems. The Transformer neural network is a model
architecture depending entirely on an attention mechanism
to derive global dependencies between the input and the
output [73], [74]. The training parameters were kept constant
when training all NMT systems as follows: dimension of the
model= 256, number of layers= 6, batch size= 64, dropout
rate = 0.1, number of epochs = 1000, number of heads = 8,
and feed-forward neural network units = 1024.
We built four NMT systems for translating from English

into Arabic using our parallel corpus and its counterparts:
GlobalVoices, TED, and Wiki-OPUS. Figure 7 shows the
accuracy of the English-to-Arabic systems during the training
process.

FIGURE 7. The accuracy of the English-to-Arabic translation models of
GlobalVoices, TED, Wiki-OPUS, and our corpus during the training phase.

During the training, the accuracy of the model of our
corpus increases continuously through the 1000 epochs, com-
peting with the Wiki-OPUS model and outperforming the
GlobalVoices and TED models.

We also utilised the Transformer neural network to develop
Arabic-to-English NMT systems for the four corpora.
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Figure 8 shows the accuracy of the Arabic-to-English trans-
lation systems during the training process.

FIGURE 8. The accuracy of the Arabic-to-English translation models of
GlobalVoices, TED, Wiki-OPUS, and our corpus during the training phase.

e: EVALUATION
We evaluated the results of the aforementioned NMT sys-
tems using two metrics: the Bilingual Evaluation Understudy
(BLEU) [75] and the Metric for Evaluation of Translation
with Explicit Ordering (METEOR) [76]. The BLEU metric
depends on modified precision and an n-gram-based lexical
similarity to compute the scores. Therein, the number of
common n-grams in the corresponding generated and refer-
ence translations is divided by the total number of words in
the generated translations in the test corpus. The compar-
ison between generated and reference translations is made
regardless of word order. We used the implementation of the
BLEU score provided by the NLTK, the Python Natural Lan-
guage Toolkit Library.12 On the other hand, the METEOR13

includes a fragmentation penalty that considers how well-
ordered the matched words in the generated translation are
in relation to the reference translations. The METEOR met-
ric is also characterised by its flexibility to not only lexi-
cally match words (i.e., exact matching) but also somatically
matchwords using stemming, paraphrases, andWordNet syn-
onyms. Unlike the BLEU score, recall is taken into account,
in addition to precision, by METEOR when computing the
scores [77]. We utilised the BLEU score because of its popu-
larity and the long tradition of using it for MT evaluation. The
METEOR was also used in our study, because it has been
shown to correlate much better with human judgment [76].
In addition, we performed a manual analysis of the generated
translations produced by various NMT systems, presenting
some examples of source sentences, their reference transla-
tions and the generated translations produced for them by
NMT systems.

We conducted two types of evaluations: within-corpus
evaluation (i.e., training and test sets derived from the
same dataset) and cross-corpus evaluation (i.e., training and
test sets are derived from two different datasets). As we

12https://www.nltk.org/
13https://www.cs.cmu.edu/ alavie/METEOR/

used the METEOR metric to assess the results of the sys-
tems (i.e., Arabic generated translations), we scored the
results of each NMT system twice. The first time we used
the METEOR metric without pre-processing the Arabic
translations (i.e., without tokenising, normalising and pre-
segmenting the text). The second time we pre-processed the
Arabic translations before using METEOR to compute the
scores. The AraNLP library has been used to normalise and
segment the Arabic text. The segmenter produces the three
Penn Arabic Treebank (PATB) clitic segmentations: conjunc-
tions, prepositions, and pronouns [69].

f: RESULTS OF ENGLISH-TO-ARABIC NMT SYSTEMS
The results for translating from English to Arabic is presented
in Table 9.

TABLE 9. The BLEU and METEOR scores of the English-to-Arabic
translation systems of GlobalVoices, TED, Wiki-OPUS, and our corpus
on test sets (within-corpus and cross-corpus evaluations). ‘‘w/o Proc’’
indicates without processing the text, ‘‘w/ Proc’’ indicates with processing
the text.

As can be seen, the performance of the English-to-Arabic
translation system trained on our parallel corpus is generally
on par with the NMT systems trained on other corpora (Glob-
alVoices, TED, and Wiki-OPUS), if not better than some.
In terms of the BLEU score that depends only on preci-
sion and exact matching, the GlobalVoices system performs
slightly better than other systems, even in cross-corpus evalu-
ation, when the test set is derived from a corpus different from
GlobalVoices data. However, the use of the METEOR metric
shows that TED,Wiki-OPUS, and our parallel corpus systems
perform better than the GlobalVoices system, taking into
account that the METEOR metric is based on the weighted
harmonic mean of unigram precision and unigram recall with

414 VOLUME 10, 2022



M. J. Althobaiti: Simple Yet Robust Algorithm for Automatic Extraction of Parallel Sentences

recall weighted higher than precision. This may indicate that
our parallel corpus, TED, and Wiki-OPUS are better than the
GlobalVoices corpus in terms of recall (i.e., the number of
unigram matches divided by the total number of unigrams
in the reference translation). On the other hand, in order to
understand why the BLEU score for the GlobalVoices system
is slightly higher than the other systems of the three remaining
corpora, we manually analysed the generated translations.
We observed that the generated translations produced by the
GlobalVoices NMT system are short in length (i.e., the num-
ber of words in each generated translation) in comparison to
the generated translations of other NMT systems. This leads
to higher precision of the GlobalVoices system, considering
the BLEU score depends only on precision, as explained
before. Appendix A presents examples of English source
sentences and their Arabic reference translations, along with
the generated translations produced by the NMT systems of
the four corpora, including our parallel corpus. In terms of
METEOR scores, which are computed after pre-processing
the Arabic texts, we notice that the scores increase for all
corpora. However, NMT systems trained on our parallel cor-
pus, TED, and Wiki-OPUS obtain better METEOR scores
than the GlobalVoices system. Pre-processing Arabic texts
involves segmenting the text into the three Penn Arabic
Treebank (PATB) clitic segmentations: conjunctions, prepo-
sitions, and pronouns as well as the normalised stem. There-
fore, having a translation system with a better METEOR
score after pre-processing the text refers to the system’s
ability to handle clitics in Arabic, such as attached pronouns
and preposition. That is, the system correctly translates the
English sentence that contains multiple pronouns into the
Arabic sentence with words containing attached pronouns,
prepositions, and conjunctions. For example, the English seg-
ment: ‘‘and they will write it by themselves’’ has the possible
Arabic reference translation: ‘‘fasyktubwnhA biǍnfushm’’
that contain only two words. In our study, the translation
systems of TED,Wiki-OPUS, and our parallel corpus demon-
strate their ability to correctly translate the English sentences
into their corresponding Arabic sentences that contain mor-
phologically rich words (e.g., words with attached related
pronouns). The GlobalVoices NMT system falls short of the
aforementioned NMT systems in terms of handling rich mor-
phological words when translating texts; see Figure 9 as an
example of one English source sentence and Arabic reference
translation, as well as generated translations of various NMT
systems.

Recognising each corpus’s strengths and weaknesses helps
explain the performance of the NMT systems trained on
them. Wiki-OPUS contains noise such as repeated sentences,
sentences written in a different language, and short sentences
containing only numbers. Also, instead of containing the Ara-
bic sentences that correspond with the English monolingual
part of the corpus, the Arabic monolingual part of the Wiki-
OPUS mistakenly includes a number of English sentences.
This results in the presence of some Arabic-English parallel
sentences in Wiki-OPUS, of which both sentences in each

FIGURE 9. Matching Arabic reference and generated translations after
pre-processing the texts. Bolded tokens indicate the clitic segmentations
after splitting them off of the words. Underlined tokens indicate the
matched tokens between the reference and generated translations.

pair are the same English sentence. Therefore, some Arabic
generated translations produced by the Wiki-OPUS system
are a mix of Arabic and English words (see Appendix A).
The advantage, however, is that the size of Wiki-OPUS helps
increase the NMT system’s performance and enables it to
translate some source sentences well and compete with the
systems of other corpora. Contrarily, the TED corpus has
a conversation-like style, which may affect its performance
in terms of cross-corpus evaluation on Wiki-based corpora,
such as Wiki-OPUS and our corpus. Meanwhile, the greatest
weakness of the GlobalVoices dataset is its small size.

In general, we observe that the NMT system trained on our
parallel corpus performs relatively equally to systems trained
on the other three corpora: GlobalVoices, TED, and Wiki-
OPUS. In order to test whether the difference in performance
between the NMT systems trained on the four corpora is sig-
nificant, we utilised bootstrap sampling statistical tests [78],
the de facto standards in NLP [79], over the systems’ results
(BLEU and METEOR scores). The alpha level of 0.05 was
used as a significance criterion. Table 10 shows the results of
each pair of our parallel corpus and the other three corpora
using a bootstrap sampling with 10,000 replicates. It dis-
plays the p-values and confidence intervals of the differences
between means.

Table 10 shows that the p-values >0.05 for most pairs
between the NMT system trained on our corpus and those
systems trained on the other three corpora. This finding sug-
gests that the translation systems trained on the four corpora,
including our corpus, are relatively similar with no significant
difference. It also indicates that our parallel corpus performs
equally to its counterparts when used with NLP applications
such asmachine translation. However, the p-values also prove
that the translation system trained on our parallel corpus and
the system trained on GlobalVoices are significantly different
in terms of cross-corpus evaluation (i.e., tested on a different
corpus from the one used in training). Our parallel corpus
produces better results than the GlobalVoices corpus in terms
of cross-corpus evaluation and METEOR scores as seen in
Table 9. The difference between our parallel corpus and
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TABLE 10. The bootstrap test results (p-values and CI) for the pairwise
comparisons of English-to-Arabic NMT systems trained on our parallel
corpus and its counterparts of other three corpora. ‘‘GV’’ indicates NMT
system trained on GlobalVoices corpus. ‘‘CI’’ indicates 95% Confidence
Interval. ‘‘p’’ is for p-value. ‘‘METEORp’’ is METEOR score computed after
pre-processing Arabic texts.

GlobalVoices in cross-corpus evaluation is significant based
on the statistical test as seen in Table 10.

g: RESULTS OF ARABIC-TO-ENGLISH NMT SYSTEMS
The results of the translation from Arabic to English are
presented in Table 11. It shows the BLEU and METEOR
scores of the implemented NMT systems on the test sets for
both within-corpus and cross-corpus evaluations.

The Arabic-to-English system trained on our corpus
achieved comparable results to the NMT systems trained on
TED and Wiki-OPUS corpora although TED corpus is larger
than our corpus and manually created by human translation.
One observation should also be mentioned here: the perfor-
mances of systems when translating from English to Arabic
are better than when translating from Arabic to English.
We may partially attribute this to the fact that Arabic has
a complex morphology [80], [81], and therefore, translating
from Arabic to English requires more training data to cover
the inflected forms of the words. Also, affixes and clitics
generally increase data sparsity (see Appendix B for exam-
ples of Arabic source sentences and their English reference
and generated translations).

Moreover, we utilised a bootstrap sampling statistical test
with 10,000 replicates and an alpha level of 0.05 over the

TABLE 11. The BLEU and METEOR scores of the Arabic-to-English
translation systems of GlobalVoices, TED, Wiki-OPUS, and our corpus on
test sets (within-corpus and cross-corpus evaluations).

results of Arabic-to-English translation systems, as shown
in Table 12. Clearly, the difference in performance between
the Arabic-to-English NMT systems of the four corpora is
generally not significant, which confirms that our parallel
corpus is an even match to its counterparts, even for trans-
lating from Arabic to English. Moreover, our parallel corpus
outperforms the GlobalVoices corpus in terms of METEOR
scores, and the statistical test indicates a significant differ-
ence between them on all test sets. As mentioned previously,
METEOR metric, unlike BLEU, uses not only precision, but
also recall. In addition, the METEOR metric for English
flexibly finds matched unigrams and phrases using stem-
ming and English WordNet synonyms. Our parallel corpus
obtains better METEOR scores than GlobalVoices because
of its ability to translate Arabic sentences into English while
retaining the meaning of the source sentences as much as
possible. Indeed, the generated translations of our parallel
corpus contains synonyms of the words in the reference trans-
lation. For example, when the reference translation was ‘‘So
the novel has won several awards’’, the generated translation
produced by system trained on our parallel corpus was ‘‘The
novel has won numerous awards and events’’ while Glob-
alVoices translation was ‘‘The novel has changed the life of
the people.’’ It is obvious that our parallel corpus accurately
utilised ‘‘numerous’’ instead of ‘‘several’’ when translating
the sentence and the twowords are synonyms.More examples
and clarification of generated translations by systems trained
on other corpora can be found in Appendix B.

With all that said, the translation of words containing
clitics from English to Arabic or vice versa still presents
difficulty for morphologically rich languages. For example,
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TABLE 12. The bootstrap test results (p-values and CI) for the pairwise
comparisons of Arabic-to-English NMT systems trained on our parallel
corpus and its counterparts of other three corpora. ‘‘GV’’ indicates an
NMT system trained on GlobalVoices corpus. ‘‘CI’’ indicates 95%
Confidence Interval. ‘‘p’’ is for p-value.

the morphologically rich Arabic word ‘‘fasykfykahm’’ which
means ‘‘So will suffice you against them’’ is translated
wrongly bymany online translators, such asGoogle translator
which translate the Arabic word into ‘‘It will suffice them’’.
These cases requiremore investigation and analysis. They can
be examined from two points of view: (a) the method utilised
for building the NMT system and (b) the parallel corpora
collected and prepared for training the MT system.

XI. CONCLUSION
This paper described our straightforward yet robust algorithm
to automatically create parallel sentences from comparable
corpora. The proposed method requires only a bilingual dic-
tionary and a word vectorisation method. The steps can be
summarised as follows: (a) align articles that are on the same
topic in Arabic and English, (b) translate English sentences
into Arabic using a bilingual dictionary (pseudo-Arabic sen-
tences), (c) automatically align Arabic sentences and pseudo-
Arabic sentences by computing the similarity between
sentences. The use of the bilingual dictionary required in the
translation steps reduces the computational cost of building
a machine translation system or using online ones. In addi-
tion, our proposed approach does not require correct gram-
mar when computing similarities and matching sentences
(i.e., actual Arabic sentences and pseudo-Arabic sentences).
In our study, we also compared two word vectorisation
methods: TFIDF and neural network-based word embedding.
TFIDF computed for words at the document level proved
to yield better results when computing similarity between
sentences with mistakes in structures and syntax.

We utilised Arabic and English Wikipedia, a free source
of comparable corpus. The resulting Arabic-English corpus
consists of 105,010 parallel sentences with a total number of
4.6M words. The quantitative and qualitative assessments of
the resulting corpus revealed the satisfactory quality of our
parallel corpus in comparison with other available Arabic-
English parallel corpora counterparts: GlobalVoices, TED
and Wiki-OPUS. The Arabic and English semantic word
similarity models trained on our parallel corpus competed
evenly with models trained on other corpora in the task of
similar word identification, but outperformed other models in
the task of English non-similar word identification. Utilising
our parallel corpus and the three aforementioned corpora,
we also built English-to-Arabic NMT tools. The NMT tool
trained on our parallel corpus yielded results comparable to
those of other corpora with an average BLEU score equal
to 28.62 and an average METEOR score equal to 51.03 for
cross-corpus evaluation. Regarding within-corpus evaluation,
the NMT system of our parallel corpus achieved a BLEU
score of 28.82 and a METEOR score of 61.91. The bootstrap
sampling statistical test over the results of NMT systems
suggested that the systems trained on the four corpora, includ-
ing our corpus, are not significantly different. This finding
confirms that our parallel corpus produces results comparable
to those of other corpora counterparts when used to build
NLP systems such as machine translators. The use of our
parallel corpus to build an Arabic-to-English NMT system
also demonstrated our parallel corpus capability to train a
translator that performed equally to other corpora with an
average BLEU score equal to 27.66 and an averageMETEOR
score equal to 48.96 for cross-corpus evaluation. For within-
corpus evaluation, the BLEU and METEOR scores were
27.62 and 49.99 respectively. The NMT systems trained on
TED andWiki-OPUS showed better results than those trained
on our parallel corpus. However, the statistical significance
test (i.e., bootstrap sampling test) revealed no significant
differences between them.

Our study revealed that the document-level TFIDF method
for word vectorisation led to better results for aligning sen-
tences and computing similarity scores than pre-trained word
embeddings computed based on the entire Wikipedia corpus.
We also found that the NMT systems trained on large cor-
pora drawn from the open domain were better at generating
accurate translations that were closer to reference translations
in terms of translating morphological segments attached to
the words, such as related pronouns, prepositions, and con-
junctions. The METEOR score of generated Arabic transla-
tions after segmenting them into clitics showed that TED,
Wiki-OPUS, and our parallel corpus returned better results
in terms of learning to translate rich morphological words.
The NMT system trained on our parallel corpus performed
solidly, handling clitics similar to its counterparts trained on
larger corpora (TED and Wiki-OPUS). On the other hand,
our parallel corpus NMT system showed significantly better
results than the GlobalVoices corpus when dealing with trans-
lating clitics, clearly evidenced by the METEORp scores.
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The METEORp scores were computed after segmenting the
generated Arabic translations and juxtaposing them with the
segmented reference translations.

In the future, we plan to apply the approach to create
parallel corpora from Wikipedia for other language/dialect
pairs: (Egyptian Arabic-MSA), (Moroccan Arabic-MSA),
(Egyptian Arabic-English), and (Moroccan Arabic-English).
We also plan to apply our proposed algorithm to online
comparable corpora, such as bilingual websites and blogs,
to automatically extract parallel sentences for various lan-
guage pairs.

During our study we concluded that the Arabic-to-English
MT system usually performs slightly less effectively than
the English-to-Arabic MT system. We may partially attribute
that to the fact that Arabic has a complex morphology where
affixes and clitics generally increase the data sparsity, and
thus Arabic to English translation requires more training data
to cover the inflected forms of the words. More investigations
can be dedicated to this point to move machine translation
for rich morphological languages, such as Arabic, forward.
Further studies are necessary to analyse the available parallel
sentences in terms of their coverage of the morphological fea-
tures of the language and their size, along with how these two
elements would affect the overall performance of the NLP
systems when trained on these parallel corpora (e.g., neural
machine translation).

We believe that the quality of the bilingual dictionary has a
strong impact on the overall quality of our proposed method.
In our current study, we used Wikipedia, an open domain
database, and therefore, a comprehensive bilingual dictionary
proved sufficient. Nevertheless, the specialised comparable
corpora (e.g., from the health and education domains) require
specialised bilingual dictionaries to extract parallel sentences
with high accuracy. In a future studywewill explore the use of
minimally supervised methods to build specialised bilingual
dictionaries in less time and effort.

APPENDIX A
EXAMPLES OF GENERATED TRANSLATIONS BY
ENGLISH-TO-ARABIC NMT systems14

14Please note ‘‘English gloss’’ is indicative to explain the resulted Arabic
translations.
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APPENDIX B
EXAMPLES OF GENERATED TRANSLATIONS BY
ARABIC-TO-ENGLISH NMT SYSTEMS
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