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ABSTRACT Researchers often need to gather a comprehensive set of papers relevant to a focused topic, but
this is often difficult and time-consuming using existing search methods. For example, keyword searching
suffers from difficulties with synonyms and multiple meanings. While some automated research-paper
recommender systems exist, these typically depend on either a researcher’s entire library or just a single
paper, resulting in either a quite broad or a quite narrow search. With these issues in mind, we built a new
research-paper recommender system that utilizes both citation information and textual similarity of abstracts
to provide a highly focused set of relevant results. The input to this system is a set of one or more related
papers, and our system searches for papers that are closely related to the entire set. This framework helps
researchers gather a set of papers that are closely related to a particular topic of interest, and allows control
over which cross-section of the literature is located. We show the effectiveness of this recommender system
by using it to recreate the references of review papers. We also show its utility as a general similarity metric
between scientific articles by performing unsupervised clustering on sets of scientific articles. We release
an implementation, ExCiteSearch (bitbucket.org/mmmontemore/excitesearch), to allow researchers to apply
this framework to locate relevant scientific articles.

INDEX TERMS Scientific literature, recommender systems, search engines, search methods.

I. INTRODUCTION
When pursuing a line of inquiry, assembling a comprehen-
sive set of relevant knowledge from the scientific literature
is a crucial first step. Whether writing a review, trying to
answer a question, assessing the feasibility of a research
topic, or extracting a dataset from previous studies, there is a
clear need to find a comprehensive and focused set of research
articles. However, locating this subset of the vast scientific
literature can be challenging.

The sheer volume of scientific articles published can be
overwhelming, and sifting through it all manually is chal-
lenging and often impractical [1]. There are many jour-
nals with overlapping scopes, ranging from very specific to
very general, and examining even just the publications in

The associate editor coordinating the review of this manuscript and

approving it for publication was Mario Luca Bernardi .

a single journal can be time-consuming. Probing through
many journals is often prohibitive due to time constraints,
causing researchers to turn to automated search methods.
Traditional search methods return content that is similar to
a handful of keywords, and many of the results may not be
relevant. Keyword searching is particularly problematic when
dealing with synonyms or multiple meanings of the same
terms, which can be quite common in technical contexts.

Recommendations are becoming increasingly important
and have been applied in many content domains including
music and movies. As data mining and machine learning
increase in usage and power, recommendations are taking a
progressively more dynamic approach [2].

In addition to recommending scientific articles for
researchers to read, the possibility of automated identification
of similar articles may be useful for extracting data from
the scientific literature. For example, extracting materials
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science data from the scientific literature can be used to train
machine learning models to predict new functional materi-
als [1], [3], [4]. Furthermore, quantifying similarity between
scientific articles allows unsupervised machine learning on
the literature itself, including clustering [5], [6]. This is
related to the concept of science mapping, which aims to
visualize or analyze a field of research [7].

Broadly, the approach we take here is to identify scientific
articles that are similar to a smaller, input set of articles that
are already known to be relevant, somewhat similar to some
movie or music recommendation systems that use previous
user ratings. Specifically, our approach is analogous to rec-
ommending additional songs to add to a given music playlist,
rather than recommending songs based on an entire music
library or based on a single song. Because researchers may
work in multiple subfields, recommendations based on an
entire library can be unfocused. On the other hand, recom-
mendations based on a single paper may not be similar to that
paper in the intended way.

Here, we describe and demonstrate the efficacy of ExCite-
Search, a research-paper recommender system that utilizes
a user-determined combination of citation information and
text similarity to find relevant papers. We also share a prac-
tical, flexible, and open-source implementation. Because of
ExCiteSearch’s focus on citations and flexible search meth-
ods, ExCiteSearch returns relevant results effectively without
overwhelming the user. Having a general measure of distance
or similarity between articles is useful for bibliometrics and
machine learning, as well as for recommendation, and hence
ExCiteSearch can be useful for a variety of applications.

As the volume of scientific literature has increased,
research-paper recommender systems have grown in impor-
tance due to their effectiveness for handling massive amounts
of data and their suitability over keyword-based searching [8].
The most common methodologies employed by various sys-
tems are collaborative filtering, content-based filtering, graph
networks, and hybrid search methods.

Content-based filtering is one of the most commonly used
and researched types of recommendation [9]. Content-based
filtering examines the description of an item and compares
it to the profile of a user [10]. Creating user profiles and
analyzing the description or content of an item consumes a
great deal of computing power and also does not take into
account the quality or the popularity of an item [11]. Addi-
tionally, content-based filtering’s reliance on a user profile
leads it to only recommend papers that are very similar to the
user’s knowledge base [12]. Furthermore, the reliance on a
user’s entire profile can be limiting when the user only wants
information on a specific subfield or new interest. Therefore,
the use of a user’s entire profile is a significant limitation of
current content-based filtering approaches.

Alternatively, in collaborative filtering, recommendations
are made based on ratings from users. Collaborative systems
perform well, but their success is reliant on having a high
number of user ratings, so a lack of data can worsen the
quality of recommendations [13], [14]. Collaborative filtering

works best with complex items such as music and movies
where variations in taste cause most of the variation in
preferences [15].

Graph-based recommendations are a less common
approach, and systems use different criteria, such as citations,
author collaborations, or year of publication to determine
connections between papers [16]. Citations linking scien-
tific papers are especially useful as a recommendation tool
because papers linked by citations have already been identi-
fied as being directly related [17]. One difficulty with graph-
based citations is the possible lack of citations across multiple
communities or subject areas because one academic commu-
nity may not be aware of related activity in another academic
community [18]. Using some measure of content similarity
in addition to the citation network may help mitigate this
drawback.

There are a number of existing citation analysis tools and
techniques that examine citations, but these tools have draw-
backs for practical implementation as recommender systems.
Many proposed tools and models are only useful for articles
available through PubMed or Citeseerx and are therefore are
ineffective for a variety of disciplines [35], [36]. There are
methods that determine the relevance of a citation by analyz-
ing its position within the text, such as citation intent classifi-
cation and in-text citations [37] [38], but these rely on parsing
the entire text of an article which is often prohibitive due
to constraints of time, computer power, and access. Indeed,
accurately parsing PDF files programmatically is often diffi-
cult. In addition, our work allows a researcher to find different
cross sections of the literature (e.g., the same method on
different systems vs. different methods on the same system),
which is not possible using pre-defined clusters.

All or some of the aforementioned recommendation
approaches may be combined into various hybrid techniques.
A weighted system computes the score of an item from the
results of all recommendation techniques available, whereas a
switching hybrid system switches between recommendation
classes. A mixed hybrid system presents recommendations
from several different recommenders at one time. The use of
hybridization can alleviate some of the problems associated
with relying only on content-based filtering, collaborative
filtering, and other recommendation techniques [15].

ExCiteSearch was designed considering the strengths
and weaknesses of these recommendation classes. ExCite-
Search uses a switching hybrid technique, changing between
graph-based recommendations and a form of text-based
searching depending on the user’s preferences. Allowing the
user to choose one or both of these recommendation tech-
niques in the search process is intended to overcome the
challenges associated with using just one recommendation
technique.

II. APPROACH
A. OVERVIEW
We define similarity between publications through a com-
bination of text similarity and connectedness through the
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FIGURE 1. An overview of ExCiteSearch’s core architecture. Given an
input set of papers and other optional parameters, recommend_papers
uses a combination of two underlying functions to identify related
papers. Other functions and objects (e.g., thumbs and Grapher) build on
this core architecture.

citation network. ExCiteSearch’s core functions use this def-
inition of similarity to determine which articles are most
relevant to an initial article or set of articles of interest.
The primary function for recommending papers, recom-
mend_papers, searches through articles that are connected
to any of the articles in the input set through the citation
network, quantifying the citation connection by using the
number of citations that link articles and then quantifying
text similarity by comparing titles and abstracts using cosine
similarity. Citations are taken from the reference lists, and
citation context is not considered. The objects are the Net-
work object, which represents relationships between articles
as a graph, and the TextSearcher object, which handles text-
based searching. Figure 1 illustrates some of ExCiteSearch’s
core functions, objects, and objectives.

B. PRIMARY USER FUNCTIONS
Recommend_papers is ExCiteSearch’s main search function,
which allows the user to tailor the search process. It can
take either a single DOI or a list of DOIs as input and can
return either a list of DOIs, a dictionary of DOIs and all
their metadata, or a dictionary of DOIs and a subset of their
metadata, such as the title and author. Recommend_papers
can also put a cap on the number of results returned, which
gives the user control over the size of the output.

Recommend_papers enables tailoring of the search process
by allowing the user to decide how much weight citation
similarity and text similarity will each take in the final results.
This works by running TextSearcher’s search function on
results from Network’s search function, and then weighting
the results accordingly. Min-max scaling is used on the cita-
tion similarity and text similarity to treat the two kinds of
similarity on an equal footing. If the citation weight is 0, then
only TextSearcher’s search function is used, and if the citation
weight is 1, then only Network’s search function is used.
After weighting and combining the two scores, the returned
papers are given in order from highest overall score to lowest.
Additionally, recommend_papers can also take in a second
list of DOIs that it will ignore both by removing them from the
citation network and disregarding them when examining text

similarity. ExCiteSearch can also read text files containing
lists of DOIs as the input to the search or the papers to ignore.

The ‘‘thumbs’’ function allows the user to guide the search
as it happens and get output from recommend_papers one
article at a time. It initially takes in a DOI or list of DOIs. The
most relevant article to the input is returned, and the user has
the option of opening it in a web browser. The user can then
either give the output a ‘‘thumbs up’’ or a ‘‘thumbs down’’
and the function takes this feedback into account and returns
a new paper. This continues until the user decides to quit. This
function was inspired by Vannevar Bush’s concepts of the
memex and associative indexing, where the initial input can
be used to automatically select another related publication
immediately [19]. This is also similar to certain music and
video recommendation systems [20].

Quantify_similarity intakes a pair of DOIs or a list of DOIs
and quantifies the similarity between the papers using a user-
determined combination of citation data and cosine similar-
ity. Quantify_similarity then either returns a single score, a
dictionary of DOIs and scores, or a Pandas DataFrame of
relevance scores. This allows quantification of the similarity
among a group of papers, which can be useful for machine
learning purposes such as clustering.

The Grapher class is a wrapper class that searches with
either a single DOI or list of DOIs as its query, using both
citation and text similarity, and presents the search results
graphically on a scatterplot, with cosine similarity plotted vs.
text similarity (Figure 2). Higher cosine similarity and higher
citation similarity suggest higher overall similarity. Upon
hovering over one of the dots on the scatterplot, the DOI of
that result will appear. The results can also be obtained as a
dictionary. The articles in Figure 2 with a citation distance of
0.75 are articles that are cited both by the query paper and the
papers that it cites.

FIGURE 2. An example of Grapher’s output for all papers within two
citations of an arbitrarily chosen paper [34]. Cosine similarity and citation
distance are shown between each paper and the input paper.

C. UNDERLYING OBJECTS
The Network object, which contains all of the citation infor-
mation, has its own search function that only looks at citation
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relationships. Citation similarity is quantified by the number
of citation connections between an article and the articles
in the input set. For example, if an article cites three of the
articles in the input set, then the similarity between that article
and the input set is three. Citing articles and cited articles are
treated the same. The farther away in the citation network a
citing article is, the less it contributes to the similarity metric.
For example, if a publication is two citations away from an
input article, then its connection counts as 1/2, while a publi-
cation three citations away counts as 1/3, and so on. This mea-
sure of citation similarity is related to the previous concepts of
co-citation [21]–[23] and bibliographic coupling [23], [24],
and is well-suited as a one-to-many similarity measure. The
Network object stores the relationships between papers as a
graph using the existing NetworkX package. The Network
object also handles its own citation-based search function,
which uses NetworkX to determine the closest DOIs in the
graph and return them [25].

Additionally, the TextSearcher object, which handles text-
based searching, has a search function that calculates simi-
larity by computing the cosine similarity of two publications.
Cosine similarity is a continuous, pairwise similarity metric
that treats pieces of text as term-frequency vectors, where
the similarity between two pieces of text is calculated as the
cosine of the angle between the vectors; this is one of the
most fundamental techniques in natural language processing
and has been shown to be very effective [37]. We also tested
term frequency–inverse document frequency and the JSTOR
topic inferencer, and found that a simple cosine similarity was
the most effective metric. TextSearcher retrieves the abstract,
when available, or title, when the abstract is not available,
of each publication, removes commonly used words such
as ‘‘and’’ and ‘‘the’’ to get text samples X and Y, and then
calculates the cosine as c = |X ∩ Y |/(

√
X

√
Y )) [26].

TextSearcher’s search function uses the cosines of titles or
abstracts, when available, to determine similarity.

Network and TextSearcher perform most of ExCite-
Search’s main functionalities, but ExCiteSearch is further
compartmentalized into several objects that perform its
underlying functions. The SciPaper object represents an indi-
vidual scientific paper. Each SciPaper has a dictionary of
attributes attached to it: DOI, title, author, year, journal,
abstract, and citations. The SciPaper object also has the func-
tion get_info, which can retrieve the metadata of a paper.
This function utilizes the OpenCitations [27] and Crossref
APIs [28], querying OpenCitations and then Crossref if the
paper is not in the OpenCitations database, and can obtain
metadata for most of the papers we tested.

In order to increase the speed of ExCiteSearch, the meta-
data of all these papers is stored in the Corpus object so
that a web query does not need to be made every single
time an article comes up in the search process. The Cor-
pus object represents a corpus consisting of articles whose
metadata has been indexed. The Corpus object also has the
capability to add records directly downloaded from Web of
Science.

FIGURE 3. The number of citations in common and the cosine similarity
between articles from six different journals, on a logarithmic scale. For
efficiency, this was done one citation outwards only using the references
from each article.

III. RESULTS AND DISCUSSION
To examine the relationship between citation connections
and text similarity, we plotted these two quantities against
each other for a variety of papers (Figure 3). Specifically,
we took 500 papers from Carbon, 500 papers from Journal
of Chemical Physics, 500 papers from Nature Chemistry,
500 papers from Physics of Plasmas, and 271 papers from
X-Ray Spectrometry. For simplicity, in this plot we counted
the number of papers that a given pair of papers both cite, as a
simplification of the citation similarity metric we use in the
rest of thework.While it is rare for papers withmany citations
in common to also have very low cosine similarity, there is
very little correlation overall between the number of citations
in common and the text similarity. Hence, using both citation
similarity and text similarity provides more information than
either alone.

There is no well-established benchmark for measuring the
efficacy of a research-paper recommender system, so we
created a simple, automated test of how well ExCiteSearch
may be able to find references for a review paper. Collecting
the references for a review paper is often an arduous task,
and an improved method for discovering the majority of
relevant references could save researchers significant time
and effort. To test the utility of ExCiteSearch in this task,
we created a function that would attempt to reproduce the
reference list of a published review paper (Figure 4). This
function was designed to roughly mimic how a human would
use ExCiteSearch to find the set of papers needed to write a
review. First, a small subset of the references of a given review
was chosen randomly. A user would locate these initial ref-
erences using existing methods, perhaps via a search engine,
or would already be aware of them from prior exposure. Then,
ExCiteSearch was used to search for papers relevant to this
initial set. A user would then add all relevant papers returned
to the tentative list of references. To mimic this, we keep any
recommended papers that are part of the review’s reference
list, as these are assumed to be relevant. The new, larger
list of references (stored locally in a simple text file) is then
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FIGURE 4. a) As a simple test of ExCiteSearch, we randomly chose a
subset of papers from a review paper’s reference list and used that as an
input to recommend_papers. The fraction of the review’s reference list
that was discovered was tracked as a function of the number of
iterations. b) For each review paper, 15 references were initially selected
and the cap on the number of results from each iteration was fixed at 60.
The results for each reference are shown as a light gray line, while the
median and quartiles are shown as the black line and error bars.
c) Varying the initial number of references selected, while the cap was
fixed at 60. d) Varying the cap on the number of papers returned, with the
number of initial references fixed at 15. e) We pulled records from Google
Scholar’s ‘‘related papers’’ feature for 20 different review papers.

fed iteratively back to ExCiteSearch to find more and more
relevant papers.

Using this function, we tested ExCiteSearch’s ability to
recreate the references of several review papers. We selected
ten review papers from Chemical Society Reviews and
ten review papers from the Annual Review of Chemical
and Biomolecular Engineering [29]–[33], [39]–[53]. ExCite-
Search was given a randomly selected subset of the references
of each paper, and the number of results was capped. This
was performedmultiple times as detailed in Figure 4, with the
recommend_papers function removing and ignoring all cita-
tion connections through the original review paper.Within the
first few iterations, the percentage of the references obtained
usually increased quickly (Figure 4b), even when only a
small number of references were initially chosen. These
results suggest that ExCiteSearch can accurately and effi-
ciently return related papers. A person collecting references
to write a review would select an initial set of publications
that are representative of the core topic of the review. That
is impractical for our test due to lack of domain knowledge
for each review, so the initial references used were randomly
selected each time. Additionally, a review article may cover
more than one subtopic, so a researcher may decide to use
ExCiteSearch separately to find recommendations for each
subtopic. Therefore, a researcher-guided search would likely
be more efficient than our function, which exhibits diminish-
ing returns as the number of iterations increases.

ExCiteSearch was still nearly always effective in finding
related papers in just a few iterationswhen initially fed 15 ran-
domly selected references (Figure 4b). Generally, 3% or less
of the reference list was found in one iteration, but in most

cases 10-30% was found in five iterations. There is a
significant difference between different review papers and
between different initial reference sets, due to the random
selection of the initial set as well as the variation between
reviews, scopes, and the number of references. However,
in nearly all cases there is a fast increase in the number of
papers found in just a few iterations at some point followed by
a leveling off, suggesting that once a certain well-connected
set of references is identified, ExCiteSearch can quickly find
a significant portion of the references.

Selecting a fewmore references initially generally has little
effect on the rate of discovery of additional papers in the
reference list (see Figure 4c). However, there is significant
variation based on which papers are initially selected, even
when the number selected is held constant. Again, this shows
that selecting a highly relevant initial subset can result in very
effective searches, and is more important than finding a large
initial subset. In all cases, the fraction of references found
tends to level off around 5 to 10 iterations. This suggests
that ExCiteSearch may identify highly relevant articles early
in the search process and the remaining articles may not be
as closely related to the core topic. In any case, finding a
significant portion of the reference set in just a few itera-
tions can greatly increase the efficiency of assembling the
reference list.

Increasing the maximum number of articles returned in
each iteration results in a slightly higher fraction of the
original reference list being returned for a given number of
iterations (Figure 4d). With a higher cap, ExCiteSearch has
more information to find relevant papers with, and therefore
can do so more quickly. However, because increasing the cap
has a small effect, it may be more convenient to use a smaller
cap in most cases.

Because most previous recommender systems use different
sorts of inputs and/or are not publicly available, it is diffi-
cult to directly compare ExCiteSearch to previous systems.
Because most researchers rely heavily on search engines to
locate relevant literature, we used Google Scholar’s ‘‘related
papers’’ function to provide a baseline for how difficult it
is to gather relevant literature. We pulled records manually
for each of the same 20 review papers that were used in
Figure 4b (see Figure 4e). Again, a direct comparison is not
possible, but it is clear that taking the top 20 results from
Google Scholar usually gives only a very small fraction of
the reference list, while ExCiteSearch can generally find a
significant fraction of the reference list in a few iterations.
Indeed, the fraction of the reference list returned fromGoogle
Scholar is nearly identical at 15 and 20 papers, showing very
fast diminishing returns. Further, Google Scholar can take
advantage of the citation connections between the review and
the papers it cites, whereas we removed these connections as
part of our test.
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FIGURE 5. Similarity shown on a logarithmic scale in dendrograms, produced using hierarchical agglomerative clustering, and heatmaps. a-d) The two
subgroups (red and blue) were generated by running recommend_papers on two different articles. e-h) The two subgroups were generated by searching
pairs of distinct but related topics on Google Scholar. Each dendrogram corresponds to the heatmap to its right. Darker color in the heatmaps indicates
higher similarity.

Overall, our results suggest that choosing a small number
of highly relevant papers and using a small cap can allow
researchers to discover a significant fraction of the relevant
literature in just a few (<5) iterations of ExCiteSearch. Fur-
ther, an expert-guided process is likely to be significantly
more effective than the semi-random and automated process
used in Figure 4.

We also used our similarity metric to perform unsuper-
vised clustering of various sets of papers, using hierarchical
agglomerative clustering to create dendrograms. As a simple
test, we first generated small datasets by running recom-
mend_papers twice, with a different paper as input each time.
The papers were on different topics, and hence this process
should create two groups of papers with higher similarity
within each group but little similarity between the groups.
We then clustered the results using the similarities calculated
by a 50-50mixture of citation connectedness and text similar-
ity (Figure 5a-d). As a more realistic test, we also performed
keyword searches on Google Scholar to find papers on two
distinct but related topics and extracted the first 6 journal
articles on each. Specifically, we searched for two solar
cell types (‘‘perovskite solar cell’’ and ‘‘silicon solar cell’’,
Figure 5e-f) and two catalytic reactions (‘‘ethylene epoxida-
tion’’ and ‘‘propylene epoxidation’’, Figure 5g-h). We then
performed hierarchical agglomerative clustering on each set
of 12 papers (Figure 5a,c,e,g).

As expected, the clustering tends to place more similar
papers near each other.While the papers do not perfectly clus-
ter into the two original subgroups, papers from within each
subgroup tend to be near each other, and papers that are very
closely related show bifurcations low on the dendrogram.
The very close relationships in some cases can dominate the
clustering, in addition to seeing the rough division into the
two input groups.

Overall, hierarchical agglomerative clustering on sets of
journal articles allows us to quickly identify groups of related
papers, which can give insight into journal scopes, trends
in the literature over time, etc. More generally, having a
notion of similarity between journal articles can be useful in
machine-learning methods that use similarity, such as kernel
methods.

IV. CONCLUSION
Research-paper recommender systems are crucial for effec-
tively managing the growing body of scientific literature.
Current approaches rely heavily on keyword searching or on a
researcher’s entire, curated library. ExCiteSearch’s approach
overcomes these limitations by allowing search based on a
small set of papers that are known to be relevant and finding
related papers using both the citation network and text simi-
larity. ExCiteSearch also allows users to customize the search
process and provides multiple modalities for exploring the
scientific literature. ExCiteSearch can be freely downloaded
at bitbucket.org/mmmontemore/excitesearch.

The effectiveness of ExCiteSearch’s search methods was
shown by its ability to reproduce much of the reference list of
a review paper and to separate papers on two related topics.
With the unique search methods used as well as its efficacy
in identifying related papers, the results suggest that ExCite-
Search is quite effective at assembling a comprehensive set
of literature on a focused topic.

ExCiteSearch is generally unique among paper recommen-
dation systems due to its use of previously identified papers
as inputs and its ability to tailor the search process. While a
few tools have recently appeared in this area, ExCiteSearch
is distinct from these existing tools in that it is open-source
and allows the user to consider both citation connections
and textual similarity. ExCiteSearch’s structure avoids many
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of the pitfalls of keyword searching and recommendations
based on an entire library and allows users more controlled
and comprehensive exploration of the literature on a focused
topic. Having a useful metric of similarity between papers
is also useful for informatics and bibliometrics applications.
The type of searching we use could be useful in many types
of search spaces.

ExCiteSearch may aid researchers in easily finding addi-
tional relevant literature to cite, in writing reviews, or in learn-
ing about unfamiliar subfields, and its structure is particularly
useful for identifying and filling gaps in a tentative reference
list. Further improvements in underlying algorithms on text
comparison and citation quantification, as well as the speed,
robustness, and generality of citation and text retrieval, may
further improve the effectiveness and user-friendliness of our
framework.
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