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ABSTRACT Non-terrestrial networks (NTNs) will become an indispensable part of future wireless
networks. Integration with terrestrial networks will provide new opportunities for both satellite and terrestrial
telecommunication industries and therefore there is a need to harmonize them in a unified technological
framework. Among different NTNs, low earth orbit (LEO) satellites have gained increasing attention in
recent years and several companies have filed federal communication commission (FCC) proposals to deploy
their LEO constellation in space. This is mainly due to several desired features such as large capacity and
low latency. In addition, recent successful LEO network deployments such as Starlink have motivated other
companies. In the past satellite and terrestrial wireless networks have been evolving separately but now they
are joining forces to enhance coverage and connectivity experience in the future wireless networks. The
3rd Generation Partnership Project (3GPP) is one of the dominating standardization bodies that is working
on various technical aspects to provide ubiquitous access to the 5G networks with the aid of NTNs. Initial
steps have been taken to adopt 5G state of the art technologies and concepts and harmonized them with
the conditions met in non-terrestrial networks. In this article, we review some of the important technical
considerations in 5G NTNs with emphasis on the radio access network (RAN) part and provide some

simulation based results to assess the required modifications and shed light on the design considerations.

INDEX TERMS New radio (NR), non-terrestrial networks (NTNSs), 5G.

I. INTRODUCTION

5G networks are evolving to meet the new demands in the
telecommunication industry. The increase in demands for
better services including high speed, low latency and IoT
massive connection, is pushing the communication industry
towards a unified network infrastructure in order to provide
customized services for various verticals industries. Different
use cases have diverse and sometimes conflicting require-
ments which calls for novel technological solutions. Unlike
its predecessors, 5G is an integration of vertical technologies
and architectures which is designed to be highly adaptive
and can tailor and optimize itself for different services. This
is in sharp contrast with previous generations where the
service requirements are sacrificed and compromised to fit
the network capabilities. Therefore, 5G needs to have a very
dynamic network structure to properly manage its resources
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and accommodate heterogeneous wireless connectivities.
Despite all the improvements in 5G, coverage is still one
of the main barriers that prevents many users around the
world from gaining access to wireless networks. According
to Global System for Mobile Association (GSMA) reports,
roughly 4 billion people still do not have access to the internet
to date [1].

Wireless networks coverage is limited to the access points’
locations and their footprints. To enhance the coverage the
number of access points should be increased and they should
be deployed in the locations where the service is requested.
Apparently, due to the economic and logistic reasons, the
cost for global terrestrial network deployment cannot be
justified. This is where the non-terrestrial networks (NTN’s)
comes in as an effective solution to complement the terrestrial
networks and provide coverage and capacity for under-served
and isolated areas. Although the coverage extension can be
identified as the main reason of interest in NTNs but there
are several other benefits to integrate NTNs with terrestrial
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networks. The 3rd generation partnership project (3GPP) as
the dominating standardization development body, has been
working to make satellites viable for coverage extension
and service provision [2]. Accordingly, several use cases
have been identified for NTNs which in turn promotes their
special role in the future network. In addition to providing 5G
coverage for isolated, unserved or under-served areas, NTNs
will reinforce the 5G service reliability by providing service
continuity for machine to machine (M2M) and IoT devices
and enhance 5G network scalability by providing efficient
multicast/broadcast resources for data delivery towards the
network edges or even directly to user terminals. A more
comprehensive list of NTN use cases in 5G is available in [3].

Integrating the 5G networks with satellite communications
as a unified system is a paradigm with technical challenges.
These challenges and potential incompatibilities should be
identified, assessed and then proper solutions should be
proposed to resolve them. Apart from the 3GPP, several other
projects such as Sat5G, VITAL, SATis5 and SANSA have
also demonstrated solutions to federate the satellite networks
with 5G technologies [4], [5]. These projects cover different
aspects from the New Radio (NR) compatibility in satellite
communications to the network architecture and methods of
implementing a unified hybrid 5G network using technology
enablers including software defined radio (SDR) and network
function virtualization (NFV).

In this paper we review some of the main challenges
and solutions for 5G NTNs. In the next section, we will
provide a review on the main components of satellites
based non-terrestrial networks including satellites and user
equipment and the connectivity structure. In Section III,
four fundamental procedures in 5G network are revisited.
These include synchronization, paging, random access and
handover. We review the impact of NTN on these items
and using simulations we give insight into how they are
affected and how they should be modified. Finally, Section IV
concludes the paper.

Il. SATELLITES-BASED NON-TERRESTRIAL NETWORKS

In satellite-based NTNs, satellites play the role of coverage
extension for isolated areas and provide edge content
delivery services for the terrestrial nodes. Integrated with
the 5G terrestrial networks, the service continuity would be
obtained and the goals of a unified heterogeneous network
can be achieved. In general, satellites are categorized into
three different classes, namely Geostationary Earth Orbiting
(GEO), Medium Earth Orbiting (MEO) and Low Earth
Orbiting (LEO) satellites.

GEO satellites are deployed at an altitude of 35786 Km
over the equator and have a circular orbit with zero inclination
angle. In an earth-fixed reference frame, their location
appears to be fixed in the sky. This is interesting since the
transmitting and receiving antennas usually do not need any
specific tracking capabilities. MEO satellites are deployed at
an altitude between 7000 Km to 25000 km and usually use
a circular orbit with different inclination angles. An example
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for MEO constellation is O3b network [6]. Leo satellites have
the lowest altitude between 300 Km to 1500 km and have
circular orbits which can be inclined or polar. The orbit period
of the GEO satellites is the same as the orbit period of the
earth but in the case of MEO and LEO, it is much shorter
and for this reason, they are usually referred to as Non-GEO
satellites.

Recently and after a silent period from the 90’s, significant
attention is being gained by LEO satellites and different
companies have shown strong interest in deploying them with
large constellations. Since the number of satellites in these
constellations is large, they are usually referred to as mega-
constellations. The main purpose of these constellations is to
provide ubiquitous internet access to the users [7]. In satellite
networks with Mega-constellation, hundreds or thousands
of LEO satellites are deployed to provide global coverage
and user service connectivity. There are several reasons that
make LEO satellites appealing. The first is the acceptable
delay of data transmission using LEO satellites. One of the
main concerns of integrating conventional GEO satellites
with terrestrial networks is the large round-trip time which
imposes heavy restrictions on the networks and their services.
Keeping in mind that 5G aims to minimize the delay in its
services, LEO satellites can have round trip times around
25ms or even less which is an order of magnitude less
than traditional GEO satellites. LEO satellites can provide
better coverage at high latitudes where GEO satellites would
suffer high propagation losses and longer round-trip times.
The other interesting property of the LEO satellites is the
better spectral efficiency achieved by these networks. In LEO
the free space path loss is lower than MEO or GEO. Apart
from lower signal energy loss, deploying a large number of
satellites with restricted footprints and focused beams on the
ground, like a cellular network, can provide better frequency
reuse capabilities which enhances the total network average
spectral efficiency. Reduction in cost of satellite development
and production and improvements in satellite deployment
capabilities also contribute to the promotion of using LEO
satellites in recent years.

In this paper, our focus is on LEO satellites and we review
some design challenges faced when integrating 5G and LEO
networks.

A. USER EQUIPMENT

In NTN two different types of user equipment are considered.
The first one is handheld devices with Omni-directional
antennas and the other one is the Very Small Aperture
Terminals (VSAT) terminals with directional antennas [8].
The handheld devices work in lower frequency bands
such as S-band and it is envisioned that they would be
able to connect to both terrestrial and non-terrestrial 5G
networks directly, making it possible to have a ubiquitous
5G network access. Devices supporting dual connectivity
will be able to seamlessly handover 5G connections between
terrestrial and non-terrestrial networks. Low-end IoT devices
also will operate in lower frequency bands and employ
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Omni-directional antennas with minimum complexity. These
devices do not need to support dual connectivity [10]. On the
other hand, VSAT terminals will operate in higher frequency
bands such as Ka-band. While bandwidth in handheld devices
is usually limited, VSAT terminals can operate with higher
bandwidth. They use directional antennas with higher gains
and better spectral efficiencies. VSAT terminals that connect
to the non-GEO satellites should be able to track LEO or
MEO satellites and therefore they are equipped with steerable
beam antennas. In [8] typical characteristics for each of these
devices are summarized.

B. SATELLITE PAYLOAD

Three different options have been proposed for satellite
payloads which are shown schematically in Fig.1. The first
one is the transparent payloads where the received signals
are forwarded to the ground gateway (GW) without any
processing. The received signals are only up-converted or
down-converted in frequency and then they are forwarded
to the GWs. The gateway will direct the received signal
to a gNB (i.e. 5G base station) which is usually deployed
nearby. This is a simple architecture that has been adopted
in many satellites systems. An example of the modern LEO
constellation utilizing transparent payloads is OneWeb [11].
In addition, several conventional broadcasting GEO satellites
use transparent payloads. In this architecture, the gNB which
is located at the GW, can simultaneously be connected
to multiple satellites. It is also possible to have multiple
instances of gNBs at a GW, which are coordinated and share
the same resources. The ground station will have multiple
highly directional tracking antennas deployed at the same
site. Here each satellite will act as a mirror which reflects the
transmitted signals of the gNBs to cover a larger area. One
can consider this as a gNB with a large set of different beams
or sectors covering a wide area. The access to these networks
are very dependent on the location of the GWs and therefore,
their location should be carefully optimized to achieve the
required coverage, throughput and delay constraints. Since in
transparent payloads the transmitted data is not processed at
the satellites, we can not have inter-satellite links (ISLs) to
build a space-based network and route data packets directly
between satellites.

The second payload type is the regenerative payload
which embarks on-board processors to receive and decode
exchanged signals. In 5G NTN with direct access to the
satellites, the connection link between users and the satellite
would use 5G NR, and the link between satellite and gateways
which is usually referred to as feeder link is a transport
link with arbitrary protocols. Using ISLs, satellites are able
to directly route a packet without using the GWs. This
will produce a space-based network where in many cases
can reduce the packet transmission latency in long-distance
communications [12]. Having on-board processing capabili-
ties and using software-defined radios (SDRs) and software-
defined networks (SDN) bring flexibility and adaptability to
these networks.
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FIGURE 1. Possible network structures in NTN.

The third payload type is a centralized unit-distributed
unite (CU-DU) separated structure which has been proposed
and used in NG-RAN [13]. The gNB is divided into CU which
is deployed at the GW and DU which is deployed on the
satellites. Usually, CU will host radio resource control (RRC),
service data application protocol (SDAP) and packet data
convergence protocol (PDCP) and DU hosts radio link control
(RLC), medium access control (MAC), and physical layers
(PHY). The F1 link which connects CU to DU is implemented
using the satellite radio interface (SRI). Each CU can connect
to multiple DU and may perform coordination according to
the CU-DU separation options [8].

In any of these three payload types, the link between
the user and the satellite can also be relayed. When UE
uses a relay to connect to satellites, SG-NR will be used to
communicate with the relay, and the relay can use 5G-NR
or other types of interfaces such as DVB-S2X to connect to
the satellites and GWs. Here, there is no need to modify the
conventional 5G user handsets and it is only the relay node
that is responsible for communicating with the satellites.

C. SATELLITE BEAMS

The design of the satellite antenna can have a huge impact
on the throughput and procedures involved in implementing
5G NTN including handover and paging. There are two main
types of antenna beams that are used for satellites namely
the fixed-beam antennas and the steerable-beam antennas.
In the first category as the name indicates, antenna beams
are fixed relative to the satellite body and therefore they will
move on the ground as the satellite moves. The speed of the
beams on the ground depends on the satellite altitude and
can vary from about 6.9 km/s to 0 for LEO with 600 km
altitude and GEO satellites respectively. On the other hand,
the steerable beams can keep the beam on a target user as long
as the minimum elevation angle for the satellite network is not
reached. In phased array antennas, by steering the beam from
the bore-sight the beam-width will increase and at the same
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time, the gain of the beam will begin to decrease. Modern
phase array antennas usually are capable of managing these
changes and reducing the beam widening and scanning loss
effects due to the beam steering. This type of antenna can
also potentially reduce the handover rate in the system.
With fixed beam antennas, as the satellites move rapidly,
we need to perform intra-satellite inter-beam handovers but
with steerable beams, this type of handover can be avoided.
It is worth noting that due to the limited number of RF chains,
in either of these antenna types only a limited number of
beams can be active at each time. The number of active beams
in practical satellite networks is usually less than 40 [7].
Therefore, utilizing effective beam management and resource
allocation techniques are crucial. The application of advanced
signal processing techniques like massive MIMO, can help
to improve the efficiency of the spectrum utilization [14].
By increasing the number of beams, the spectrum can be
more effectively reused in the network and more users can be
simultaneously served by the satellite. An example for LEO
satellites with fixed beams is OneWeb which has 16 highly
elliptical beams and both Starlink and Telesat use steerable
and adjustable beams [15], [16].

IlIl. 5G NON-TERRESTRIAL NETWORKS

In this section, we review some of the main challenges in
deploying 5G using non-terrestrial satellite networks. Delay,
doppler, and short visiting times are the main characteristic
of Non-GEO satellite networks. We will focus on the
main procedures in the network and discuss the technical
challenges. To meet those challenges, either the standard
procedures should be slightly updated and changed or smart
solutions should be proposed to successfully accommodate
available network structures and procedures.

A. SYNCHRONIZATION

Delay and doppler are the two main channel impairments
that should be addressed in NTNs. The first step for users to
access a 5G network is to receive the synchronization signals
transmitted from the satellites and synchronize with a gNB.
The synchronization signal blocks (SSBs) are transmitted
in periodic bursts with a periodicity of 5 ms to 160 ms
in time. Each burst has 240 sub-carriers in frequency and
4 OFDM symbols length [17]. The long delay and large
doppler frequencies make synchronization challenging. The
doppler will cause (carrier frequency offset) CFO at the
receiver which will degrade the performance of the SSB
detection. The amount of CFO depends on the relative speed
of the UE and satellite. In terrestrial networks, the maximum
doppler for a user with 1000 km/h speed in 3 GHz carrier
frequency region would be about 2.8 kHz and this would raise
up to 28 kHz for 30 GHz carrier frequencies. However, the
doppler frequency in NTN can be as high as 50kHz up to
720 kHz at 3 GHz and 30 GHz frequencies respectively. This
is far beyond what is tolerable in conventional 5G receivers
which should be usually less than Sppm. Therefore, in order
to keep the receiver structure unchanged, we need some
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mechanisms to reduce the carrier frequency offset (CFO)
at the receivers and meet the acceptable CFO levels in
5G. One common approach is to perform CFO or doppler
pre-compensation at the transmitter. The pre-compensation
is performed according to the doppler of a selected point
for each beam (i.e. centre of each beam) and can effectively
reduce the maximum CFO within acceptable regions [8]. This
is possible because of the known location of the beams and
ephemeris of the satellite at the network side. The residual
doppler depends on the size of the footprint of each beam
and smaller footprints will have smaller residual doppler. For
example let us consider a satellite orbiting in 600 km height
with minimum elevation angle for visibility equal to 40°.
Following the guidelines provided in 3GPP reports [8], for the
beam layout which obeys the hexagonal tessellation for the
terrestrial networks in UV-plane, the footprint of the antenna
can be produced as what is shown in Fig. 2 [8]. The radius
of the whole coverage area would be approximately 620 Km.
Assuming the radius of the footprint of the nadir beam to be
~50km, we need 85 beams to fill the coverage area. In such
a pattern, without performing any doppler pre-compensation,
the maximum carrier frequency offset produced by doppler
and experienced at the receiver is about 17.5 ppm. After
pre-compensation for each beam and according to center
point of the beams, this value is reduced to approximately
2.1 ppm for any individual beam which would be tolerable at
conventional 5G receivers.

Timing Advance (TA) is another mechanism in 5G that
will be affected due to large delays. The purpose of TA
is to adjust the transmission timing of different users so
that their received signals at the gNB are aligned in time.
Large propagation delays in satellite communications impose
serious restrictions on reusing the same terrestrial network
procedures and timing adjustments. The propagation delay
in NTN depends on the altitude of the satellite, payload type
and location of GWs, and ranges from several milliseconds to
hundreds of milliseconds. In contrast, propagation delays in
terrestrial networks are usually less than 1ms. This calls for
redesigning the timers to meet the new circumstances [18].
In terrestrial 5G networks, TA estimation is performed in the
random access procedure where the user wants to establish a
connection with the network. The gNB estimates the TA by
measuring the reception time of the received random access
preamble and feedback the TA to the UE. The maximum
TA which can be compensated is dependent on the NR
numerology and ranges from 2ms for 15kHz subcarrier
spacing to 0.15 ms for 240 kHz sub-carrier spacing [2]. These
values will restrict the NTN beam size.

In NTN, if UE has access to its own location and satellite
ephemeris, then it can calculate the TA and also the doppler
frequency with a good resolution. Otherwise, TA should be
adjusted using the network indication. Here, the common part
of the delay can be calculated by the network and broadcasted
to the users in each cell. Therefore, the TA adjustment
procedure will then only compensate for the remaining TA
difference between users in a cell. Consequently, the coverage
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FIGURE 2. Left figure shows that antenna beam layout in UV-plane and the right figure shows the same beam layout on the ground.

region or equivalently beamwidth of antenna patterns should
be carefully designed to meet the maximum possible TA
adjustment values in the initial access of the users in 5G.
Reusing the sample beam layout presented in Fig. 2, the
maximum TA difference for the users in the coverage area
of each beam is presented in Fig. 3. Accordingly, the results
show that the maximum TA difference is experienced in the
outer beams where the footprint of the beams expands and
in our example, the values are less than 0.7 ms. Therefore,
to be able to perform TA adjustments during initial access,
only 15kHz and 30 kHz numerologies can be reused and for
higher numerologies, the beam size should be reduced.

Apart from initial TA adjustments, the network attempts
to keep the TA value in the correct region by send-
ing the TA command during the UE connection period
(RRC-connected). Again the maximum TA adjustment or
refinement depends on the Numerology used in the NR and
should be kept in acceptable regions [8]. Our simulations for
different constellation parameters show that 5G NR will not
face restrictions in TA tracking in NTN.

Some designs propose to use different beams for the
control-plane and user-plane of the network. A wider beam
with large coverage transmits the SSB and broadcasts other
necessary information to the users. Then a narrow beam will
be directed towards UEs to serve them for data transmission.
We should note that in this design, the doppler and TA
pre-compensation performance would be limited due to the
large footprint of the wide beam. Also, the location of
the users should be available at the gNB to perform the
beamforming towards the UEs. This design will further
impose restrictions on the paging and random access capacity
of the network which is discussed next section.

As mentioned before, synchronization begins with SSB
block detection at the receiver. In NTN, Each beam of the
satellite can either represent a separate cell, transmitting a
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unique Physical Cell-ID (PCI) and their own SSB or a group
of them can join to represent a cell using one common PCI [8].
In this case each beam will still transmit its own SSB and
the situation will resemble a multibeam gNB. Currently, the
maximum number of beams that can be supported in each
gNB are 4, 8 or 64 in frequency range 1 (FR1), frequency
range 2 (FR2) and mm-wave frequency ranges, respectively.
So, an antenna capable of generating multiple beams should
divide its beams between multiple instances of gNB to meet
the 5G designs for multi-beam cases.

B. PAGING AND RANDOM ACCESS PROCEDURES

Paging and random access are two important control plane
procedures that should be studied under NTN conditions.
Studying their capacity and limitations will also give insight
into the supportable user density in NTNs. When there
is waiting data for an idle user in the network, the user
will be paged. In 5G, a paging message is sent in paging
occasions (PO) which occurs in a paging frame. In a non-
multibeam scenario at most 4 out of 10 subframes can be
used for paging and a paging message can at most include
32 paging records. Each paging record will include the UE
identity of the user being paged. Therefore, the maximum
number of UE that can be paged in a second is calculated
as:

Paging capacity = Npr X NpoperpF X Nygperro. (1)

where Npp is the number of paging frames, Npoperpr is the
number of paging occasions in each frame and Nygperpo is the
number of paging records in each PO. The maximum for Npp
is 100 per second and this implies that the maximum paging
capacity would be 100 x 4 x 32 = 12800 per second. This
capacity is calculated for a single beam. Usually, the paging
message is transmitted in the whole tracking area where a user
is camping and this information is obtained according to the
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location area information available in Access and Mobility
Management Function (AMF) in 5G core. Therefore, the real
paging capacity of each satellite depends on the number of
beams which is required to fill a tracking area region. In a
fixed beam scenario, the number of beams required to cover
atracking area is not a fixed value and changes as the location
and coverage area of each satellite change. Fig. 4 shows the
average number of beams required to cover a tracking area
with different radius. To generate this figure, we have used the
same settings described in the synchronization section and we
have considered a circular tracking area with different radius.
Then we have calculated the average number of required
beams over time to cover the tracking area. By increasing
the nadir beam radius, the average number of beams required
for paging will decrease but at the same time, the number of
cells or beams of each satellite will also decrease which will
reduce the total paging capacity. According to this figure, for
a tracking area with an average radius of 50 Km, on average
we need 4 beams to perform the paging for each user. Clearly
there would be a success probability for each round of paging
that will reduce the final paging capacity of the network.

Each user that is paged needs to go through the random
access procedure to initiate any connection. In 5G, the
physical random access channel (PRACH) is based on
a slotted Aloha random access scheme. Therefore, the
probability of collision between contending users trying to
access the network is calculated as:

_r
Peollision =1 — e M. )

where M is the number of access opportunities per second
and y is the random-access arrival rate per second. To main-
tain a high quality of service usually P qyision 1S kept as low
as 1%. The value of y is dependent on some of the other
parameters in the system. The number of users that have
been paged and are trying to access the network and the
number of users that try to initiate a connection are the main
contributors to y. In a terrestrial 5G networks M depends
on the network parameters including the frequency range,
PRACH configuration index, format of preamble, frequency
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multiplexing for the PRACH occasions, and number of
PRACH opportunities per second [8]. The maximum for M is
achieved with 56 possible preambles, setting frequency multi-
plexing equal to 8 and 1000 PRACH opportunities per second
which leads to 448000 available PRACH opportunities per
second per cell. Using (2) and setting Poyiision = 0.01 we can
calculate the maximum random-access arrival rate equal to
4500 requests/sec which is less than the calculated maximum
paging capacity of each cell. Therefore, in our example,
PRACH capacity is the dominant factor that determines the
maximum capacity of each cell.

The gNB needs to wait until it receives the transmitted
preambles of all users before processing them. Due to the
large delay differences between users in an NTN cell, this
may take longer than usual. This is shown in Fig. 5 where
the time difference between the reception of the nearest
user and further users is twice the delay difference of the
users and spans the reception window of the gNB. This
imposes a restriction on the number of available PRACH
opportunities in the network. Referring to our example and
beam layout presented in Fig. 2 and TA difference values
presented in Fig. 3, we have 85 beams (cells) in the antenna
coverage region where the available paging opportunities in
the outer ring which has 24 beams, is at most 500 rather than
the maximum of 1000, which is available in the remaining
cells. This reduces the maximum random-access arrival
rate to 2500 requests/s in these cells which compared to
4500 requests/s, is 44% less.

To give a rough estimate of the maximum paging
opportunities provided by each satellite in our example,
we can have 61 cells with a maximum paging capacity
of 4500 UE/s and 24 cells with the capacity of 2500 UE/s
which sum up to 334500 paging/s. Dividing by the coverage
area of each satellite, the maximum user density that can be
supported by each satellite would be ~0.3 user/km?. Also
considering the effect of location area size with a radius
of 50km, the supported density will further decrease to
~0.1 user/km?.
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C. PAGING AND TRACKING AREA MANAGEMENT

In terrestrial networks, the tracking area is a set of adjacent
cells that defines the perception of the core network from
the possible location of the UE. When there is a need for
paging a UE e.g. network has data waiting to be transmitted
to the UE, the paging signal will be sent out to all the cells
comprising the tracking area. To keep the network update
about the location of each UE, when the tracking area of a user
is changed due to the movement of the user, there is a need to
update the tracking area. There is a trade-off between the size
of the location area and the number of cells that paging signals
should be transmitted. Smaller tracking areas will reduce the
paging load, while larger tracking areas will reduce the need
for frequent Tracking Area Update (TAU) signaling which is
more signaling-intensive compared to the paging procedure.

The tracking areas can be defined as fixed or moving
with the beams. In non-terrestrial networks with moving cells
and moving tracking areas, even fixed users need to update
their tracking area information frequently which will lead
to extreme signaling loads that is difficult to be handled by
the network. A more practical solution is to consider fixed
tracking areas on the ground. In this case, the Tracking Area
Code (TAC) transmitted by the gNB will be dependent on
the location of the satellite. For example in satellites with
regenerative payloads, the TAC should be changed according
to their coverage region. The UE will listen to the TAC
broadcast and in case this code is changed will inform the
network for the TAU. As in terrestrial networks, there is a
trade-off between the tracking area size and the paging load in
the system. Large tracking areas will reduce the TAU request
loads but at the same time will reduce the paging capacity
of the network, since the paging signal should be transmitted
through multiple beams covering the paging area.

In a fixed tracking area scenario, the TAU signaling load
is dependent on the velocity distribution of the users. Users
with higher speeds will generate more TAU signaling load
since they tend to change their tracking area more frequently.
On the other hand, the paging load for each region is
dependent on the user density and their call-rates. Call-rate
refers to the number of times that the network needs to page a
UE for a specific purpose e.g. data waiting to be transmitted
to the UE or even TAU request triggered by the network.
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FIGURE 6. Total signaling load for paging and TAU procedures for
different scenarios.

To give an estimate of optimized tracking area sizes in NTN,
we have evaluated the TAU and paging signaling loads in a
network. In this simulation, the satellites orbits are polar with
an inclination angle of 86° and the height is set to 800 Km.
There are 18 planes in the network and 36 satellites equally
spaced in each plane. The antenna settings are the same as
in Fig. 2. The compromise between TAU signaling load and
paging signaling load has been shown in Fig. 6.

To generate the results we have assumed that there are
4 different categories of user speeds i.e. fixed, low-speed,
medium-speed and high-speed users. For each category,
a Normal distribution for the speed of users is considered.
The low speed velocities are modeled as A/(5, 3), the medium
speed with A/(70,30) and high-speed with A(250, 100).
The user density has been set to 20 users per km?. For
scenario 1, the users’ combination is set to be 50% fixed users,
30% low-speed, 15% medium-speed and 5% high-speed. For
scenario 2, these ratios are changed to 30%, 30%, 30%, and
10% respectively. For each scenario the effect of two different
call-rates has been shown. The results imply that for each
scenario there is an optimal tracking area size that minimizes
the total signaling load of the network. With higher call-
rates, the choice of the proper tracking area size becomes
more important and deviating from the optimal values will
significantly affect the total signalling load of the network.

D. HANDOVER CHALLENGES

Providing a reliable and seamless connection for the users in
non-terrestrial networks, especially when we are dealing with
fast-moving LEO satellites is another challenge in the NTN.
The signaling load, service interruption time, and handover
success rate should be carefully analyzed. Depending on the
payload type, antenna beam type, and how we define a cell
in the network, we can have different types of handover.
In a network with steerable antennas, mostly the handover
is only needed when UE has to switch to another satellite
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and this is due to the limited coverage of the serving
satellites. This type of handover is usually referred to as inter-
satellite handover. When using satellites with fixed beam
antennas, entering every new beam, the UE may need to
perform a handover. This type of handover is called intra-
satellite handover. We can also have another type of handover
called inter-network handover which occurs when switching
between two different networks where at least one of them is
NTN.

Before diving into the handover details, it is worth taking a
look at the handover procedure in 5G [19]. The conventional
method of handover in 5G is a hard handover where the
connection with the source gNB is broken before making the
new connection with the Target gNB. In terrestrial networks
due to the short round trip times (RTT), this will not impose
any significant issue to the network. However, in NTNs the
RTT is not negligible, thus the procedure should be assessed
carefully. The user will send the report of its received power
from different satellites to its serving (source) gNB and the
gNB will decide when to initiate the handover for each UE.
To perform the handover, the source gNB will first send a
request to the target gNB. The target gNB will perform the
admission and respond to the source gNB. The source gNB
will inform the UE to initiate the handover. As the gNB
receives the handover acknowledgment from the target gNB,
the downlink data transmission to the UE will be terminated
and after the UE receives the handover initiation command
from the source gNB it will stop uplink transmission. Then
the UE will go through a random access procedure to connect
to the target gNB using a 4-step RACH procedure which will
take at least 2 RTTs. During the time that the source gNB
has stopped the downlink transmission, it will forward the
downlink data of the user to the target gNB where the data
will be buffered until the connection with the UE has been
established. Upon completing the handover procedure, the
target gNB will send a request to the core network to update
the UPF anchor point.

In a network with transparent satellites, gNBs are imple-
mented at the gateways. Therefore, regardless of whether
there is one gNB responsible for all the beams of the satellite
or multiple gNBs, they are co-located and handover can be
performed quite fast. The data transfer between possible gNB
will not occupy any network capacity. In the case where one
gNB is controlling multiple beams, the handover would be
local and there is no need to send any request to the AMF and
core network. Note that in the transparent case, beams that are
connected to the gateway can belong to multiple satellites.

In a network with regenerative satellites, gNBs can be
implemented on the satellites. Assuming a fixed beam
scenario, intra-satellite handover is easy and does not need
to go through the gateways but the inter-satellite handover is
more complicated. To perform the handover, the source and
target gNBs should exchange control data. The control signal
exchange will go through the ISL if available, otherwise
they should go through a common gateway which will
increase the delay. Therefore, the handover usually takes
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place between satellites that have ISL in between. For
example in a constellation with inclined orbit satellites,
the handover often happens between satellites that are all
ascending or descending (because usually there is no ISL
between ascending or descending satellites). Also note that
to transfer UE data from the source to destination gNBs, ISL
capacity should be utilized. However, the RTT in regenerative
payloads is shorter compared to the transparent payloads.

From the network point of view, the number of handovers
in the network that should be handled is important. The
handover rate not only depends on the constellation and
antenna parameters, but also depends on the connection
duration. For example, we do not expect that IoT devices will
ever need to perform a handover because their connection
duration is usually very short in time. On the other hand,
for any long connection, we should perform handovers
every few minutes. The handover can be triggered by signal
strength measurements. A conventional method is to use a
threshold and compare the received signals from different
satellites. In NTNs we may use location information to
initiate handovers. Other parameters such as angle of the
users and TA values or doppler values may also be exploited
as indicators for handover time. For example, if the TA value
exceeds a predefined value, the handover can be triggered.
The location of GWs and the need for feeder link handover
also have their own impact on the handover rate.

In situations where satellites need to perform a feeder link
handover, some of the connections may need to perform
the handover prior to any handover requests triggered by
other methods. Note that satellites are usually able to connect
to multiple GWs at the same time and therefore, only a
portion of users may be forced to handover in the case of
satellite feeder link handover. Also, it is worth mentioning
that there is no fundamental difference between inter-satellite
handover rate for transparent and regenerative payloads and
the handover rate will be the same for both.

For the UE with directional antennas, the handover requires
more considerations. The user should be able to monitor the
received signal from other satellites while being connected
to the serving satellite. If the antenna can have only one
beam i.e. dish antennas, then usually the UE can not have
information about the received signal strength from other
visible satellites. As a result, user terminals with array
antennas and capable of generating multiple beams are more
applicable in these scenarios. Knowing the ephemeris of
the satellites in the network will help to shape the beam
towards the best directions and listen to other satellites more
intelligently.

In Fig. 7 the average handover rate for the users in a NTN
is shown. The payload type in this simulation is transparent
and the satellites’ orbits are polar with an inclination angle of
86° and the height is set to 800 km. There are 18 planes in the
constellation and there are 36 satellites equally spaced in each
plane. The handover rate is calculated using simulation for
different connection periods and for different users speeds.
The first observation is that the users’ speed can be ignored
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FIGURE 7. Empirical handover rate for users with different speed and
locations.

mainly due to the high speed of the satellites and there is
no much difference between handover rates for users with
1000 km and O km speed. The second observation is that
at higher latitudes, the hand over rate is slightly increased
mainly due to the fact that satellites get closer to each other
in polar orbits and there are more overlaps between footprints
of adjacent satellites. The third observation is that as the
connection duration goes beyond 300 s, the average handover
rate reaches its maximum. It can be observed from this
figure that for example for the users located in +40° latitude,
the average handover rate for long connection duration is
approximately 0.0085 handovers per second per user or
equivalently the average time between each handover is about
117.6 seconds.

IV. CONCLUSION

Non-terrestrial networks will be an indispensable part of the
future networks and several use cases for NTNs have been
envisioned. However, adopting the existing 5G technology
to be used in NTNs and especially in satellite-based NTNs
is challenging and there are several system-level and link-
level issues to be addressed. In this paper, we have reviewed
some of these challenges and some limitations have been
demonstrated in practical 5G satellite networks through
our simulation-based assessments. In particular, we have
shown that each beam’s coverage area should be deliberately
confined to meet the CFO requirements in standard 5G
devices. We have shown the impact of NTNs on the paging
and random access procedures in 5G and we have analysed
how these procedures interact to limit the user capacity of
the network as well as how they interact with tracking area
sizes to keep the signaling load minimum. Also, handover
procedure in NTN is reviewed and practical handover rates
in LEO constellations and their dependency on the location
of the users are evaluated.
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