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ABSTRACT Identifying the split and join patterns of dependency graphs is an essential step in Heuristics
Mining process discovery methods. The existing methods determine the split/join patterns (consisting of
AND and XOR relations) according to the event log information about the activities involved in the splits
and joins. Hence, they neglect the event log information available for the other activities on the paths from
split points to join points. On the other hand, the current methods determine the patterns of each split/join
separately and do not aim to select the best set of patterns. Therefore, the outputs of the existing methods
can be non-optimal. Furthermore, the current methods cannot guarantee that there is a matching And-join
for each AND-split, and vice versa. This can make some split/join patterns incapable of being activated.
To handle these issues, this paper, for the first time, presents an integer linear programming model which
identifies the optimal patterns of splits/joins with regard to all succession information that is available in
the event log; simultaneously, it ensures that for each AND-split there is at least one matching AND-join,
and vice versa. The objective function of the proposed model is inspired by replay fitness and precision
dimensions of process model quality. According to the assessments, the process models obtained by the
proposed method are superior to the results of the most prominent methods of determining split/join patterns
in terms of replay fitness, precision, simplicity, and matching AND-splits with AND-joins.

INDEX TERMS Heuristics Miner, integer linear programming, process discovery, process mining, mining

split/join patterns, optimization.

I. INTRODUCTION

Process discovery is a branch of process mining and a field
of research that uses the recorded events of process execution
to analyze business processes. A process discovery method
takes the recorded event log of process execution as input and
produces a process model that best describes the behavior in
the event log. The discovery of process models from event
logs can be performed for numerous purposes. For exam-
ple, identifying the models of real processes running in an
organization can be an essential step in process improve-
ment since it can provide an accurate insight into the real
processes and existing issues. Furthermore, discovering the
real process models can be employed for other applications
such as documentation, performance analysis, configuring
systems, etc. [1].

The associate editor coordinating the review of this manuscript and
approving it for publication was Pasquale De Meo.
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Heuristic mining methods are among the most popular pro-
cess discovery techniques due to their numerous advantages,
such as robustness to noise and effectiveness even in the
presence of unstructured process models [2], [3]. These algo-
rithms have two main steps. At the first step, the dependency
graph is discovered; this graph describes the pre-requisite and
post-requisite relations between activities. If there is an arc
from activity a to activity b in the dependency graph, it means
that a is a direct pre-requisite of b and b is a direct post-
requisite of a. However, when an activity has multiple post-
requisite activities (i.e., there is a split) or when an activity
has multiple pre-requisite activities (i.e. there is a join) the
dependency graph cannot describe the relationship between
the post-requisite or pre-requisite activities. For example,
supposing the dependency graph depicted in Fig. 1(a), it can
be understood that activity A is the direct pre-requisite of
activities B, C, and D. However, it cannot be inferred that
whether after occurring A, only one of B, C, or D can occur
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(i.e., they are involved in an XOR relation) or all of them can
occur in parallel (i.e., they are involved in an AND relation)
or any other possibility can occur (i.e., there is a combination
of XOR and AND relations). Hence, to clarify the mentioned
issue, the dependency graph split and join patterns are deter-
mined in terms of AND and XOR relations in the next step of
heuristic mining methods.

To the best of our knowledge, all existing methods in
determining the split/join patterns of dependency graphs
utilize only the event log information about the activities
involved in the splits/joins (i.e., activities that have the same
pre-requisite/post-requisite activity). In consequence, they
neglect the information about the other activities. However,
the patterns of splits/joins directly affect the behaviors that
the output process model can/cannot replay. For example,
all activities on a path from an AND-split to an AND-join
can concurrently occur with all other activities on a different
path from the AND-split to the AND-join. Thus, considering
the successions of activities that are on different paths from
a split to a join point can lead to a better decision about
split/join patterns. Moreover, the existing methods determine
the patterns of each split/join without considering their effects
on the overall quality of the process model; in consequence,
their results are likely to be non-optimal. On the other hand,
none of the existing methods can guarantee the matching of
AND-splits and AND-joins. i.e., none of them can ensure
that: 1) for each AND-split, there are some paths that are
branched from the AND-split and are joined in an AND-
join 2) for each AND-join, there are some paths that are
joined in the AND-join and are branched from an AND-split.
This can lead to the inability of some split/join patterns to
be activated.

To handle the issues mentioned above, this paper suggests
benefiting from the potentials of mathematical programming.
Mathematical programming has been used in some process
mining applications; nevertheless, it has not been used to
determine the split/join patterns of dependency graphs to the
best of our knowledge. Hence, in this paper:

« A novel integer linear programming (ILP) model is pro-
posed for determining the dependency graph split/join
patterns. The objective function of the proposed ILP
model focuses on finding the optimal combination of
concurrent activities considering the event log occurred
successions for all activities.

o The proposed Objective function of the ILP model
employs the concept of replay fitness and precision mea-
sures which are among the most prominent measures
in the literature of evaluating the quality of process
models. (The replay fitness measure describes whether
the behavior in the event log can be reproduced by the
process model. Whereas the precision measure describes
whether the behaviors that the process model can pro-
duce are present in the event log [1]).

o The ILP model constraints guarantee the accordance of
all concurrencies, as well as the matching of AND-splits
and AND-joins. i.e., they ensure that if two activities are
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on an AND-split, there are some paths started from them
that join in an AND-join, and vice versa.

« After determining the concurrent activities, a modified

version of the method has been used by Heuristics Miner
is presented to convert the dependency graph into a
Causal net by describing the split/join patterns in terms
of output/input bindings of Causal nets.

The rest of this paper is organized as follows. A review
of the literature and formal definitions are presented in Sec-
tions 2 and 3. Section 4 discusses and introduces the pro-
posed model. The method applied for converting the ILP
model outputs to process models is presented in Section 5.
Section 6 presents the experimental results, and finally,
Section 7 concludes the paper and suggests some future
studies topics.

II. LITERATURE REVIEW

To the best of our knowledge, there is no study in the literature
dedicated only to determining the type of dependency graph
splits/joins, and this topic has always been discussed as a part
of studies that propose/modify a heuristic mining method.
Heuristics Miner [4] is the first heuristic mining method. The
outputs of this method are in Heuristic nets notation. After
constructing the dependency graph, this method calculates
a measure of concurrency between each pair of activities.
The mentioned measure is calculated based on the frequency
of the occurred successions in the event log. The split/join
patterns are determined based on a minimum concurrency
measure threshold for activities involved in the splits/joins.
Hence, Heuristics Miner neglects the concurrency measures
available for all other activities that are on a path from a
split to a join point. Consequently, its results are likely to
be non-optimal and can be improved. In addition, the men-
tioned method does not utilize any solution to guarantee the
matching of AND-splits and AND-joins. i.e., it is possible
that for an AND-split, there are no paths to an AND-join, and
vice versa.

For example, suppose the event log and the dependency
graph presented in Fig. 1. The result of the determination
of the dependency graph split/join patterns by the Heuristics
Miner method is illustrated in Fig. 2(a). The output process
model was converted to BPMN notation to make the result
more visually understandable. As it can be seen, according
to the output process model, activities F and E can occur in
parallel. However, in the event log, they never occurred in the
same trace; hence, the process model is not precise and can
replay the behaviors that are not seen in the event log. This
happened because the method employed by Heuristics Miner
only considers the concurrency measures for the activities B
and C that are involved in a split, and it does not consider
the concurrency measures for activities £ and F that are on
a path from the split to a join. Moreover, in the obtained
process model, there is no matching AND-join for the AND-
split that activities B and C are involved in. The obtained
process model can also replay some infrequent traces, such
as < A,D,G >; this leads to reducing the precision and
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Trace Frequency
<A,C,B.E,G> 3
<A,B,C,F,.G> 3
<A,C,D,F,G> 4
<A,D,C,F,G> 3
<A,CF,D,G> 4

<A,D,G> 1
<A,CF,G> 1
<A,B,E,G> 11

(b)

FIGURE 1. (a) An example of a dependency graph, and (b) the event log related to the dependency graph.

FIGURE 2. The result of applying (a) Heuristics Miner, (b) Flexible Heuristics Miner, and (c) Fodina methods to determine

the split/join patterns of the dependency pr
output process models were converted to BPMN notation).

increasing the visual complexity (and as a result decreasing
the understandability) of the process model.

Flexible Heuristics Miner [5] is another heuristic min-
ing method. The outputs of this method are in Causal nets
notation which, compared to Heuristic nets, uses a different
representation for the split/join patterns. Using a specific pro-
cedure, for each split point, this method counts the frequency
of appearance of each possible pattern (i.e., each subset of
activities that are involved in the split) after the split point.
For each join point, the same approach is used to calculate the
frequency of occurrence of each possible pattern (i.e., each
subset of activities involved in the join) before the join point.
Then, based on the achieved values, the method describes
the split/join patterns in terms of AND and XOR relations.
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ted in Fig. 1 (to make the results more visually understandable, the

The method also does not guarantee the matching of AND-
splits and AND-joins. Back again to the previous example,
Fig. 2(b) shows the result of the determination of the depen-
dency graph split/join patterns by employing the Flexible
Heuristics Miner method. It can be seen that the obtained
process model suffers from issues that are similar to the
problems that exist in the process model obtained by applying
the Heuristics Miner method.

In 2012, [6] introduced a version of Heuristics Miner that
was dedicated to discovering process models from stream-
ing event data. This method uses an approach similar to
Heuristics Miner in determining split/join patterns; how-
ever, to make the algorithm stream-aware, it utilizes a dif-
ferent method for achieving the frequency of activities and
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(c) (d)

FIGURE 3. (a) Representation of input bindings of activity

r:1(ry=1{{j}, {h}, {g}} in Causal net notation, (b) representation

of input bindings of activity r: 1 (r) = {{j}, {h}, {g}} in BPMN notation
(c) representation of output bindings of activity r: 0 (r) = {{b, e}, {d, e}}
in Causal net notation, and (d) Representation of output bindings of
activity r: O (r) = {{b, e}, |d, e}} in BPMN notation.

number of occurred direct successions. In 2015, [7] proposed
a version of Heuristics Miner that uses the information about
the time interval (i.e., start and end time) of occurrence of
events. This study uses the approach comparable to Heuristics
Miner for determining the split/join patterns; nonetheless,
it introduced a new concurrency measure that utilizes the
information about the time interval of events.

In 2017, [8] introduced another heuristic mining method
called Fodina. This method uses an approach similar to Flex-
ible Heuristics Miner for mining spit/join patterns. However,
it introduced a technique to filter less frequent patterns.
It also presented some configurable options to make the
method more robust to noise. Reference [9] and [10] also
introduced another improvement to Heuristics Miner; nev-
ertheless, their methods did not present any innovation in
detecting the split/join patterns of dependency graphs. They
presented a method to make the process models extracted
by Heuristic Miner structured and sound. Considering the
previously mentioned example, Fig. 2(c) depicts the result of
employing the Fodina method to determine the dependency
graph split/join patterns. Accordingly, it encountered issues
similar to the problems that exist in the results of Heuristics
Miner and Flexible Heuristics Miner methods. Nevertheless,
due to the utilized filtering technique, it cannot replay some
infrequent traces such as < A, D, G > and as a result, it is
visually simpler (and in consequence more understandable)
and enjoys higher precision.

To address the existing issues in determining the split/join
patterns of dependency graphs, this paper suggests utilizing
the potentials of mathematical programming, especially ILP.
Employing ILP for process mining applications is not a new
topic, and there are numerous studies in this regard, for
instance, [11]-[18]. However, to the best of our knowledge,
there is no study in the literature dedicated to employing ILP
for determining the split/join patterns of dependency graphs.
Therefore, the mentioned studies are not related to this study.
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lll. FORMAL DEFINITIONS

Definition 1 (Event Log (L)): An event log L is a multiset
of traces, each mapped onto one process instance. Supposing
Ty, as the set of all traces in L, each trace t € Ty is an ordered
set of events occurring for the process instance corresponding
to t, and |7 | is the total number of traces in the event log.
Each event is mapped to an activity a € Ay, where Ay, is the
finite set of all distinct activities that are present in L and |Ay |
is the size of the set Ay.

Definition 2 (Causal Net (C)): A Causal net is a mul-
tiset like C = (Ac,ds, de, D, 1, 0), in which A¢ is a
limited set of activities modeled by the causal net. Sup-
posing p (A¢) = {A’ |A QAC} as a power set of Ac,
I : Ac — X Cp(Ac) | X ={0} v ¢ X} is the set of
possible input bindings for each activity, whereas O : A¢c ——>
(X Cp(Ac) | X = {0} v I ¢ X} is the set of possible output
bindings for each activity (input and output bindings are sets
of the subsets of activities). The Causal net should have
an initial activity a; € Ac¢ and a final activity a, € Ac,
such that  (a;) = {#} and O (a.) = {0}. The dependency
relation is expressed as D C Ac¢ x Ac, such that D =
{(a1,a2) € Ac x Ac | a1 € Ugsera)as A az € Uggeo(ar)as},
and all of the activities in Graph (Ac, D), should be placed
on a path from a; to a,.

The output bindings of each activity create certain obli-
gations, which are resolved by input bindings. For instance,
if r € Ac is an activity with I (r) = {{j}, {h}, {g}} (illus-
trated in Fig. 3(a)), it means that r can be executed if g,
h, or j has already been executed. In other words, it means
that g, h, and j are involved in an XOR-join. If O (r) =
{{D, e}, {d, e}} (illustrated in Fig. 3(c)), it means that after
execution of r either both of b and e, or both of d and e
should be executed in a parallel (concurrent) manner. In other
words, this binding expresses that b and e are involved in an
AND-split, it also expresses that d and e are involved in
an AND-split, whereas both of the AND-splits are involved
in an XOR-split. The equivalents of the bindings mentioned
above in BPMN notation are presented in Fig. 3(b) and
Fig. 3(d).

Definition 3 (Dependency Graph (G)): assuming a Causal
net C = (Ac, as, ae, D, I, O), the graph DG = (Ac, D) is
called the dependency graph of C. The function 6 : a €
Ap —— Ac maps each activity in the event log to an activity
in the Causal net/dependency graph.

Definition 4 (Succession and Direct Succession): Assume
alog L, activitiesa, b € Ay, andatracet € Ty .Fortracet,if b
occurred after occurring a, it means that b is a successor of a,
while, if b occurred immediately after occurring a, it means
that b is a direct successor of a. |a > b| is the total number of
direct successions of a by b that occurred for all t € T}

IV. PROPOSED ILP MODEL

This section introduces the proposed ILP model. The ILP
model takes a dependency graph, and its corresponding event
log as inputs and aims to find the optimal patterns for the
dependency graph splits/joins, considering all successions

1119



IEEE Access

M. Tavakoli-Zaniani, M. R. Gholamian: Improving Heuristic Process Discovery Methods

TABLE 1. The notations used in the rest of the paper.

Notation Description

A, « The set of all activities that are present in L. (see Definition 1)

Ag e The set of all activities that are present in DG (see Definition 3)

o(i) e The mapping of activity i € 4; to a member of A; (see Definition 3)

Dg e The set of all arcs (dependencies) that are present in DG (see Definition 3)

argp e A binary parameter that if in DG there is an arc from a€ 45 to be Ay (in other words if (a,b) € D) it
should be equal to one; otherwise, it is equal to zero.

ag e The initial activity of DG ( a, € A )(see Definitions 2 and 3)

Pab ¢ A binary parameter that if in DG there is a path from a € A; to b e A it should be equal to one; otherwise, it
is equal to zero.

Pl e A binary parameter that if in the graph obtained after removing loop closure arcs of original input dependency
graph DG there is a path from a€ A; to be Ag, it is equal to one; otherwise, it is equal to zero. (the
calculation is described in the appendix)

APen,, ;, e The penalty dedicated to allowing the direct succession of a € A; by b € A; in the output process model (it is
calculated using Equation (3))

NAPen, ; e The penalty dedicated to not allowing the direct succession of a € A; by b € A; in the output process model (it
is calculated using Equation (4)).

Support(i) e The frequency of occurring i € 4; in L (see Definition 12).

Support(i> j) e The total number of direct successions of i € 4; by j e A4; that are occurred for all ¢ € T} .(see Definition 12).

Confidence(i> j) | e An indicator of causal dependency between i€ 4, and j e A4, (it is calculated using Equation (2)).

S(a) o The set of activities that are divergent from a € 4; (see Definition 6).

J(a) e The set of activities that are joined to a € 4; (see Definition 7).

MS(a,b) e The set of the ordered pair of activities that are corresponding divergent activities of a € A; and b e A (see
Definition 8)

MJ(a,b) e The set of the ordered pair of activities that are corresponding joined activities of ae€ A; and be A; (see
Definition 9)

PS(a,b) e The set of ordered pair of activities that are on the different paths from divergent activities a <€ A; and
b e S(a) (See Definition 10)

PJ(a,b) e The set of ordered pair of activities that are on the different paths to joined activities a € 4; and b e J(a) (See
Definition 11)

M ¢ A sufficiently large number.

th o A user-defined threshold that is used in Equations (3) and (4). It determines the end-user’s preference for replay
fitness and precision of the output model.

that can be extracted from the event log. The proposed model
also guarantees the matching of the AND-splits and AND-
joins. In the rest of this section, first, Assuming the depen-
dency graph DG = (Ag, D¢) and event log L as the problem
inputs, the utilized notations and variables are defined in
Table 1 and Table 2. Then after presenting the definitions
and objective function, the model constraints are discussed.
Finally, the model constraints are presented in mathematical
terms.

It should be noted that according to Definition 2,
we assume that DG is connected and all activities in DG are
on a path from the initial to the final activity. However, DG
can contain cycle subgraphs/ loops (according to [19], a cycle
graph is a connected graph consisting of a single cycle/loop,
and the number of graph nodes is equal to the number of
graph arcs).

1120

The proposed model identifies the optimal combination
of concurrent activities regarding the mentioned considera-
tions. The obtained result can be converted to Causal nets
input/output bindings by the method described in Section V.

A. DEFINITIONS UTILIZED IN THE ILP MODEL
In order to explain the proposed objective function and con-
straints, the following definitions are utilized.

Definition 5 (Concurrent Activities): in Causal net C =
(Ag, as, a., Dg, I, O) containing the dependency graph
DG = (Ag,Dg) activities a,b € Ag are supposed as
concurrent (i.e., they can occur concurrently) if:

o There is at least one AND-split from which there are
paths to both a and b such that at least one of the paths
from the AND-split to a has no common activities with
any of the paths from the AND-split to b.
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TABLE 2. The variables used in the proposed ILP model.

Variable | Description

ha e A binary variable that if it is equal to one in the output process model a € A; is concurrent with b € 4. If it is equal
to zero a is not concurrent with b .

Fap)(c.d) | ® A binary variable that for divergent activities a € 4, b e S(a), and their corresponding joined activities ¢ € 4; and

d € J(c) it can be equal to one only when ¢ and d are concurrent.

9(a,p),(c,a)| ® A binary variable that for joined activities ¢ € 4, d €J(c), and their corresponding divergent activities a € 4; and

b e S(a), it can be equal to one only when @ and b are concurrent

Ua,p)(e,r)| ® A binary variable that for activities e, /'€ 4; and their corresponding divergent activities a € 4; and beS(a), it can

be equal to one only when a and b are concurrent

Vie.d)(e,s)| ® A binary variable that for activities e, f € A and their corresponding joined activities ¢ € A; and d € J(c), it can be

equal to one only when ¢ and d are concurrent.

o There is at least one AND-join that from both @ and b
there are paths to it, such that at least one of the paths
from a to the AND-join has not any common activities
with any of the paths from b to the AND-join.

Definition 6 (Divergent Activities): for each activity

a € Ag, the set of activities that is divergent from a is defined
as follows:

S ={beAg|Ix €Ag: (x,a) € Dg A (x,b) € Dg}
ey

For example, supposing the dependency graph presented
in Fig. 4, S (B) = {E,H}.

Definition 7 (Joined Activities): for each activity a € Ag,
the set of activities that are joined to a is defined as follows:

J(@ =1{beAcg|Ix € Ag : (a,x) € Dg A (b,x) € Dg} (2)

For example, supposing the dependency graph presented
in Fig. 4,J (D) = {G, H}.

Each set of the divergent or joined activities is the set of
activities that are respectively involved in a split or a join.
However, to express the proposed conditions and determine
the activities that can be concurrent more definitions are
required that are introduced as follows.

Definition 8 (Corresponding Divergent Activities): for
activities e, f € Ag, the set of the ordered pair of activities
that are their corresponding divergent activities is defined as
follows:

MS (e,f) = {(a,b) € Ag x Agla € S (b)
A (plfa,e =1lv aze)/\plfa,f = OAplfb,EZO
For example, supposing the dependency graph presented
in Fig. 4, MS (C,F) = {(B,E)}and MS (H,G) = {(H, E)}.
For activities e, f € Ag, The above definition determines
the pair of activities (a, b) € Ag X Ag that are involved in
a split, such that: 1) there are paths from a to e, and from b
to f. 2) In the graph obtained after removing the loops of the

original input dependency graph DG, there should be no paths
from a to f, or from b to e. The second condition is applied to
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ensure that none of the paths that are from a to e have common
activity with any of the paths from b to f. This condition
needs to be guaranteed since this definition is intended to be
utilized in the constraints determining the activities that can
be concurrent, and according to Definition 35, it is one of the
required conditions that determine whether two activities can
be concurrent or not. For this purpose, the paths in the graph
obtained after removing the loops of the dependency graph
DG are used instead of the paths in the original dependency
graph DG, because in the original dependency graph, the
existence of a path from a to f, or from b to e can be due to
loops; thus, it is not necessarily an indicator of the presence
of a common activity in at least one of the paths from a to e
with at least one of paths from b to f. Deriving the loop-free
graph from the original dependency graph is performed so
that only the loop closure arcs are removed, and no other arcs
are removed. The details about the employed procedure for
removing the loop closure arcs are presented in the appendix.
After obtaining the graph, detecting the graph paths is simply
possible by various methods in the literature for achieving
reachability matrix, like Warshall’s Algorithm [20]. Simi-
larly, the following definitions are proposed.

FIGURE 4. An example of a dependency graph.

Definition 9 (Corresponding Joined Activities): for activi-
ties e, f € Ag the set of the ordered pair of activities that are
their corresponding joined activities is defined as follows:

MJ (e,f) = {(c,d) € Ag x Aglc € J(d)
A(plfe,czl Vezc) Aplf,a=0 /\plff76=0
Aplfra=1Vf=d) 4)
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For example, supposing the dependency graph presented
inFig. 4, MJ (C,F) = {(D,G)}and MJ (H, C) = {(H, D)}.

Definition 10 (Activities on the Different Paths from Diver-
gent Activities): for divergent activitiesa € Ag and b € S (a),
the set of ordered pair of activities that are on the different
paths from a and b is defined as follows:

PS (a,b) = {(e,f) € Ag x Ag| (plfa’e —lve= a)
APlf o =0 ApIfp o =0 A (plf ,p =1V f =b)
(5)

For example, supposing the dependency graph presented
in Fig. 4, PS(B,E) = {(B,E),(B,F),(B,G),(C,E),
(C,F),(C,G),(D,E),(D,F), (D,G).

Definition 11 (Activities on the Different Paths to Joined
Activities): for joined activities ¢ € Ag and d € J (c), the set
of ordered pair of activities that are on different paths to c and
d is defined as follows:

PJ (c,d) = {(e,f) € A x Agl (plf o = 1 Ve =)
/\plfe,d:O /\plff,c:() A (plff,dzl Vf:d)
(6)

For example, supposing the dependency graph presented
in Fig. 4, PJ (D,G) = {(D,E),(D,F),(D,G),(C,E),
(C,F),(C,G),(B,E),(B,F), (B, G).

Definition 12 (Support): Support (i) is the frequency of
occurring i € Ay in L, whereas, Support (i > j) is the total
number of direct successions of i € Ap by j € Ap that
happened for all ¢+ € Tp. In fact, it is equal to |i > j| (see
Definition 4).

B. OBJECTIVE FUNCTION

The proposed objective function is inspired by two of the
most prominent measures in assessing the quality of process
models, namely, replay fitness and precision. The replay fit-
ness describes to what extent the process model can reproduce
the behaviors that exist in the event log. On the other hand,
the precision describes to what extent the behaviors that the
process model can reproduce are present in the event log.
Replay fitness and precision are complementary measures,
and a model with high replay fitness but low precision (and
vice versa) is not an appropriate descriptor for the behaviors
in the event log. Thus, the proposed objective function con-
siders both measures.

To consider replay fitness and precision, two ideas are
utilized. For event log L and process model C, the more
C allows the direct successions that exist in L, the higher
the replay fitness. Similarly, the more C allows the direct
successions that do not exist in L, the lower the precision.
To apply these ideas, first, the direct successions allowed by
a process model should be identified. The following rules are
employed for this purpose:

o Fori,j € Ar.if in the process model there is an arc from

0 (i) to 0 (j), it means that the model allows the direct
succession of 6 (i) by 0 (j).
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o For i,j € Ap, if in the process model 9 (i) and 9 (j)
are concurrent, it means that the model allows the direct
succession of 6 (i) by 6 (j), and it also allows the direct
succession of 6 (j) by 6 (7).

Hence, the formula presented in (7) is proposed for the
objective function. By optimizing this objective function,
it can be ensured that maximum precision is achieved while
attaining a certain level of replay fitness.

Min ZeeAG ZfeAG he x APene g
+ ZeGAG ZfeAc(l —aref — heys) x NAPeney  (7)

where, ar, s is a binary parameter that if in the input depen-
dency graph DG, there is an arc from e to f, it is equal to
one; otherwise, it is equal to zero. h s is a binary variable
that if it is equal to one, it means that in the output process
model e and f are concurrent, otherwise, ¢ and f cannot be
concurrent. APen, y and NAPen, y are penalties assigned to
respectively allowing and not allowing the direct succession
of e by f in the output process model. Therefore, the first
part of the objective function relates to optimizing the model
precision, whereas the second part pertains to obtaining a
certain level of fitness. Prior to explaining the calculation
of APen.y and NAPen,y, the term Confidence, which is
borrowed from the data mining (association rule learning)
literature [21], should be introduced. For event log L and
activities i,j € Ap, Confidence (i > j) is an indicator of
causal dependency between i and j. It can be calculated as
follows:

Confidence(i > j) = Support(i > j)/Support(i) ®)

Support(i) and Support(i > j) are previously described
in Definition 12. It is intended that the higher the
Confidence(i > j), the lower the penalty assigned to allowing
the direct succession of 6 (i) by 6 (j), and the higher the
penalty assigned to not allowing the direct succession of
6 (i) by 6 (j).Thus, the proposed formulation for APen, s and
NAPen, ;s are as follows:

MConfidence(i > j) =0
1 — Confidence(i > j)0

< Confidence(i > j) < th
O0Confidence(i > j) > th
O0Confidence(i > j) < th
MConfidence(i > j) > th

&)

Apeng iy 6())

NAPeng ;) 0() (10)

where, th is a user-defined threshold. Considering the formu-
lation of APen, s and NAPen, y, the first part of the objective
function guarantees that only for allowing direct successions
with Confidence(i > j) higher than th, no penalty is included
in the objective function. (Since in the dependency graph,
the arcs are predetermined, allowing direct succession in
the output process model is possible only through setting
activities as concurrent). For allowing the other direct suc-
cessions, a penalty will be included in the objective function,
especially when Confidence(i > j) is equal to zero, a very
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high penalty is included in the objective function for allowing
the direct succession of 6 (i) by 0 (j). The second part of the
objective function ensures that for each 0 (i) , 6 (j) € Ag with
Confidence(i > j)higher than th, the direct succession of 6 (i)
by 6 (j) should be allowed, i.e., there should be an arc from
0 (i) to 6 (j), or 6 (i) and 6 (j) should be concurrent; other-
wise, a very high penalty will be included in the objective
function.

Therefore, users can determine their preference for fitness
or precision by utilizing the th threshold. The higher the th,
the higher the preferred precision, and the lower the preferred
replay fitness.

C. DISCUSSING CONSTRAINTS
In this section, the model constraints are discussed and
explained. According to the aim of the proposed model
that is mentioned above, we proposed three sets of required
conditions. In Section 3.5, the conditions are formulated in
mathematical terms. The proposed required conditions are as
follows:
Conditions Related to the Matching of AND-Splits and
AND-Joins:
Condition 1 The divergent activities a € Ag and b €
S(a) can be concurrent only if for them, there exist at
least a pair of corresponding joined activities ¢ € Ag
and d € J(c) that are concurrent.
Condition 2 The joined activities c € Ag and d € J(¢)
can be concurrent only if for them, there exist at least
a pair of corresponding divergent activities a € Ag and
b € S(a) that are concurrent.
Conditions Related to the Accordance of Split/Join
Patterns With the Activities That Are Identified as
Concurrent
Condition 3 If divergent activitiesa € Ag and b € S(a)
are concurrent and their corresponding joined activities
¢ € Ag and d € J(c) are also concurrent, then all
activities that are on a path from a to ¢ should be
concurrent with all activities that are on a path from
btod.
Condition 4 The activities e, f € Ag can be concurrent
only if they have at least one pair of corresponding
divergent activities a € Ag and b € S(a) that are
concurrent.
Condition 5 The activities e, f € Ag can be concurrent
only if they have at least one pair of corresponding
joined activities ¢ € Ag and d € J(c) that are
concurrent.
Condition 6 If for the activities e,f € Ag there
exist no corresponding divergent activities or corre-
sponding joined activities, then e and f cannot be
concurrent.
Condition Related to the Accordance of the Activities
That Are Identified as Concurrent With Each Other
Condition 7 If for the activities e,f € Ag, e is
identified as concurrent with f, then f should also be
identified as concurrent with e.
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D. CONSTRAINTS IN MATHEMATICAL TERMS
The conditions discussed in Section 3.4 are formulated as
follows:

Ya,be Ag :be S (a),Ye,d : (c,d) e MJ (a,b) :
hed — Fa,b)c,d) = 0 (11)
Ya,beAg:be S (a):

ha,b < Z

(c,d)eMJ(a,b)
Ve,d e Ag:d €J (¢),Va,b: (a,b) € MS (¢, d) :
hap = Ga.byc.d) = 0 (13)
Ve,d e Ag:d €J(c):

hc,d =< Z

(a,b)eMS(c,d)
Ya,b e Ag : b e S(a),Ve,d € Ag : d € J(c),

Ve,f : (e,f) € PS(a,b) A (e,f) € PJ (c,d) :

T(a,b),(c,d) (12)

q(a,b),(c,d) (14)

he‘f > ha,b + hc,d -1 (15)
Ve,f € Ag,Va, b : (a,b) € MS (e, f) :

hap — Wb, e.f) = 0 (16)
Ve,f € Ag :

hef = Z

(a,b)eMS(e.f)
Ve,f € Ag,Vc,d : (c,d) e MJ (e, f) :
he.d — Ve, d)ef) = 0 (18)
Ve,f € Ag :
he‘f = Z
(c.d)eMI(e.f)
Ve,f € Ag :MS (e,f) =0~V MJ(e,f)=0:

U(a,b)(e.f) a7

Vie,d),(e.f) (19)

hes =0 (20)
Ve,f € Ag :
he,f = hf,e (21)

VYa,b,c,d,e,f € Ag :

Binary : ha b, (a,b),(c.d)» 4(a,b),(c,d)> Wa,b),(e.f)s V(c,d),(e.f)
(22)

Equations (11) and (12) ensure that Condition (1) is met,
while; (13) and (14) guarantee that Condition (2) is met.
Equation (15) pertains to the trueness of Condition (3).
Meeting Condition (4) is guaranteed by (16) and (17),
whereas (18) and (19) guarantee meeting Condition (5).
Equations (20) and (21) pertain respectively to the trueness of
Conditions (6) and (7), and finally, (22) determines the types
of the variables.

V. CONVERTING THE ILP MODEL VARIABLES TO CAUSAL
NET INPUT/OUTPUT BINDINGS

The proposed ILP model determines the optimal combina-
tion of concurrent activities considering several conditions.
However, to make the ILP model result applicable, it should
be converted to the split/join patterns representation of a
process modeling notation. This allows converting the input
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FIGURE 5. The result of applying the proposed method to determine the split/join patterns of the
dependency graph presented in Fig. 1 (to make the result more visually understandable, the output process

model was converted to BPMN notation).

dependency graph to a process model. For this purpose,
we decided to convert the result of the ILP model to the
split/join patterns representation of Causal nets since it is
the most popular process modeling notation among heuristic
mining methods. According to Definition 2, in this notation,
the split/join patterns are presented as input/output bindings
of activities. Therefore, this section proposes a method to
infer the input/output bindings from the identified concurrent
activities. By adding the input/output bindings to the input
dependency graph, the dependency graph is simply converted
to a Causal net.

The proposed method for converting the ILP model results
to Causal net input/output bindings is similar to the technique
used by Heuristics Miner. Heuristics Miner method identifies
the concurrent divergent/joined activities and then based on
it; the split/join patterns are built. This is comparable to the
approach that we intend to utilize; however, the Heuristics
Miner representation for split/join patterns is somehow dif-
ferent from Causal net notation. Therefore prior to applying
the procedure used by Heuristics Miner, we need to modify it
to make it able to build Causal net input/output bindings. The
proposed modified procedure is presented in Algorithm 1.

Supposing the dependency graph and the event log pre-
sented in Fig. 1 as the inputs of the proposed ILP model,
Fig. 5 shows the process model achieved after applying Algo-
rithm 1 to the outputs of the ILP model. To make the result
more visually understandable, the output process model was
converted to BPMN notation. It can be seen that in contrast to
the results of Heuristics Miner, Flexible Heuristics Miner, and
Fodina methods, the process model obtained by the proposed
method cannot replay the behaviors that are infrequent or
not observed in the event log. Therefore, the result of the
proposed method has higher precision than the mentioned
methods. In addition, for the AND-split in the process model,
there is a matching AND-join and vice versa. Hence the
proposed method can handle the previously mentioned defi-
ciencies that exist in the current methods.

VI. EXPERIMENTAL RESULTS

This section presents the evaluations made to assess the pro-
posed method. To the best of our knowledge, determining
the split/join patterns of dependency graphs has been done
only as a step of heuristic mining process model discov-
ery. Therefore, in this paper, we compare the performance
of the proposed method with the methods of detecting the
dependency graph split/join patterns used by the most promi-
nent heuristic mining algorithms, including Heuristics Miner
(HM), Flexible Heuristics Miner (FHM), and Fodina.
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Algorithm 1 The Modified Version of the Procedure Used by
Heuristics Miner for Building Input/Output Bindings From
Activities Identified as Concurrent and the Input Dependency
Graph
Input: dependency graph G = (Ag, Dg),
and the optimal values of hap : VYa, b € Ag
Output: /(a), O(a) : Va € Ag
For each a € Ag do:
For dir € {InBindings, OutBindings} do:
B(a) < {}
If dir = InBindings then:
X <« {b € Agl(b, a) € Dg}
If dir = OutBindings then:
X < {b € Agl(a, b) € Dg}
For index € {1,2} do:
For x; € X do:
flagl <0
For Bj(a) € B(a) do:
flag2 <1
For a; € Bj(a) do:
If hy 4 =0then:
flag2 < 0
If flag2 = 1 then:
Bj(a) < Bj(a) U {x;}
flagl <1
If flagl =0 then:
B(a) < B(a) U {{x}}
If dir = InBindings then:
I(a) < B(b)
If dir = OutBindings then:
O(a) < B(a)

To make the assessments, 27 event logs were utilized which
their specifications are presented in Table 3. Rows 1 to 12 of
the table correspond to all publicly available event logs used
in the experiments performed by the review and benchmark
paper [22]. This set of event logs consists of 10 BPI Chal-
lenge (BPIC) event logs (called BPICYx, where Y is the
year that the related challenge of the event log took place),
as well as “‘real events in a hospital for patients with sepsis”
(called SepsisCases) [23] and “‘road traffic fine management
process)” (called RTFMP) [24] event logs.

Moreover, the event log of “BPI Challenge 2011 [25] was
also used in the experiments of this section. This event log
consists of the actual events that occurred for the patients in
a Dutch hospital. However, the event log is very heteroge-
neous; hence, according to the suggestion of the challenge
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winner [26], the event log was decomposed into some smaller
logs by filtering the original log according to the “diagnosis
code” attribute of instances. There were some infrequent
activities in the obtained event logs, and even some activities
appeared only once. Thus, using a ProM6.6 plugin, namely
“Filter Log Using Simple Heuristics™, 2% of the less frequent
activities were removed for each obtained event log. The
achieved event logs are called BPIC11x(rows 13 to 20 of
Table 3), where BPIC11x is derived from the event log
obtained by considering only the events that took place for the
patients with “diagnosis code=X"’. For instance, BPIC11yj¢
is the event log achieved after removing 2% of the less
frequent activities of the events that occurred for the patients
with “diagnosis code=M13".

Four other real event logs were also utilized, including:
“event log obtained from the financial modules of the ERP
system of a regional hospital” (called HospBill) [27], *“Pro-
duction” (called production) [28], “Receipt phase of an envi-
ronmental permit application process” (called Receipt) [29],
and “edited_hh104_labour (from Activities of daily living
of several individuals dataset)” (called DailyActs) [30] (row
21 to 24 of Table 3). In addition, to further test the perfor-
mance of the proposed method in dealing with highly noisy
event logs, three synthetic event logs that have been used
by [8] were also utilized (rows 25 to 27 of Table 3). The
event logs are called “randsAIBmCaD”’, where, B and C
are respectively, average length and standard deviation of the
event log traces. The traces are created by random selection
of activities out of a set of activities with size D.

Hence, the event logs are in different sizes and cover a wide
area of applications such as finance, production, IT manage-
ment, healthcare, daily activities of people, and government
services. All real-world event logs are publicly available at
4TU Centre for Research Data.'

In order to make fair comparisons for each event log, it is
required that the same dependency graphs be used as the input
of all methods. Hence, in the first step, after adding artificial
initial/final activity to all traces of the event logs without
unique initial/final activity, the method used by Heuristics
Miner for dependency graph construction was applied to
achieve dependency graphs for each event log. This was done
using the “Mine for a Heuristic Net Using Heuristic Miner”
plugin for ProM 6.4 software. To perform evaluations with
more input data for each event log, two dependency graphs
were constructed. For this purpose, two different configura-
tions of the HM algorithm were employed.

The first and second dependency graphs are achieved by
setting the “dependency threshold” parameter to respec-
tively 80 and 100. These values were used because the
dependency threshold levels lower than 80 generally had not
enough efficiency in dealing with noises; while, the depen-
dency graphs constructed by using the dependency thresh-
old levels between 80 and 100 were usually identical with
the dependency graphs achieved by setting the dependency

1 https://data.4tu.nl/
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TABLE 3. Characteristics of the event logs utilized in the experiments.

Total Total
Number of
No. Event Log number number -
activities
of traces of events
1. BPIC12 13,087 262,200 36
2. BPIC13¢p 1,487 6,660 7
3. BPIC13inc 7,554 65,553 13
4. BPIC14¢ 41,353 369,485 9
5. BPIC15s¢ 902 21,656 70
6. BPIC15x 681 24,678 82
7. BPIC153¢ 1,369 43,786 62
8. BPIC154 860 29,403 65
9. BPIC15s¢ 975 30,030 74
10. BPIC17¢ 21,861 714,198 41
11. RTFMP 150,370 561,470 11
12. Sepsis 1,050 15,214 16
13. BPIC11,¢6 113 6149 155
14. BPIC1 15y 29 13572 118
15. BPIC11s,, 22 4955 143
16. BPIC1 153 14 5380 96
17. BPIC1 v 60 4961 99
18. BPIC1 1yis 195 23647 138
19. BPIC11mi4 128 6075 135
20. BPIC1 16 1050 14012 112
21. DailyActs 43 2,100 19
22. HospBill 100,000 451,359 18
23. Production 225 4,543 55
24. Receipt 1434 8577 27
25. rands10015m2a3 100 665 3
26. rands1000110m4a5 1000 11574 5
27. rands10000120m8al0 10000 215259 10

threshold to 80 or 100. For event log E, the dependency
graphs achieved by setting the dependency threshold parame-
ter to 80 and 100 are called E(dt80) and E(dt100) respectively.

For each of the dependency graphs, the different methods
were applied to determine split/join patterns and convert the
dependency graph to a process model (For the proposed
method, the th threshold was set to 0.3). Then, the obtained
process models were compared through different experiments
considering three different dimensions in assessing the qual-
ity of process models consisting of replay fitness, precision,
and simplicity.

The replay fitness and precision have been described in
Section 3.3. To evaluate the replay fitness of process mod-
els, the “ContinuosParsingMeasure (CPM)” measure was
utilized and implemented as it is described in [4]. This mea-
sure is among the most well-known methods in assessing
the replay fitness of Causal/Heuristic nets. However, since
there is no prominent method for evaluating the precision of
Causal/Heuristic nets to the best of our knowledge, we con-
verted the obtained process models to their equivalent Petri
nets prior to assessing their precision. Then, the precision
measure proposed by [31] was utilized to evaluate the pre-
cision of obtained Petri nets. This method is popular in the
literature and has been cited by many studies.

In the experiments, at first, all attained process models
were saved in ““.flex” format. Next, by means of the “Con-
vert Flexible Models to Petri Nets” plugin for ProM6.6, the
equivalent Petri nets for the process models were achieved,
and their extra invisible transitions were removed by using
the “Reduce Silent Transitions” plugin for ProM 6.6. Finally,
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TABLE 4. The quality measures obtained by the methods for each input dependency graph and its corresponding event log.

F-Score(CPMF,ETCP) CFC NMAND

B B 2

£ £ <

s = B = s 2 g = s 2 g =

£ & 2 % = E 2 ?é = £ 2 ?8)

= : s

(=9 (=9 =¥
BPIC12(dt80) 0.77(0.89,0.67)  0.60(0.93,045) 057(0.92041)  0.76(090,065) | 112 143 98 101 | 16 122 6 0
BPIC12(dt100) 0.64(0.86,0.51)  0.60(0.88,046)  0.81(0.86,0.77)  0.90(0.85094) | 62 64 33 36 |2 52 4 0
BPIC13,,(dt80) 0.74(0.930.61)  0.32(1.00,0.19)  0.74(00960.60) 0.86(0.81,092) | 19 50 18 15 | 4 24 6 0
BPIC13,,(dt100) 0.75(0.92,0.63)  040(097,025) 0.82(0.94,0.74) 0.850.81,089) | 17 36 16 14 | 4 26 6 0
BPIC13;,(dt80) 0.890.91,0.86)  0.29(0.98,0.17)  0.60(0.96,0.43) 0.80(0.89,0.73) | 39 120 42 38 | 4 2 12 0
BPIC13;,(dt100) 0.70(0.94,0.55)  0.28(097,0.16)  057,096041) 0.79(0.89,0.72) | 45 94 35 31 | 4 36 4 0
BPIC14(dt80) 028(0.95,0.17)  0.20(0950.11)  041(0.93,026) 0.81(0.87,045) | 61 70 32 21 |24 14 10 0
BPIC14dt100) 0.26(0.89,0.15)  0.18(0.92,0.10)  0.41(0.89,026) 0.78(0.840.73) | 53 67 29 17 |18 14 10 0
BPIC15,4(dt80) 0.86(1.00,0.76)  0.87(1.00,0.78)  0.87(1.00,0.78) 0.87(1.00,0.78) | 90 89 89 89 | 12 0 0 0
BPIC15,(dt100) 0.93(0.89,0.97)  0.90(0.90,091)  0.93(0.89,0.97) 0.93(0.89,097) | 39 47 33 33 | 4 14 4 0
BPIC15,(dt80) 0.74(099,0.59)  0.70(1.00,0.54)  0.72(0.99.0.57)  0.75(0.99,0.60) | 156 166 150 149 | 10 20 0 0
BPIC15,(dt100) 0.83(0.86,0.81)  0.71(0.87.0.60)  0.85(0.85,0.84) 0.86(0.85,0.87) | 52 51 34 33 |8 2 4 0
BPIC1534(dt80) 0.79(0.97,0.67)  0.72(0.99,0.56)  0.51(0.97.034)  0.79(0.97,0.66) | 153 187 156 151 | 0 48 14 0
BPIC15;(dt100) 0.83(0.87,0.79)  0.83(0.87.0.78)  0.79(0.850.73)  0.90(0.850.97) | 47 46 30 28 | 4 24 10 0
BPIC15,4(dt80) 0.63(0.980.46)  0.73(1.00,0.58)  0.71(1.00,055)  0.72(1.00,057) | 127 131 124 123 | 8 10 4 0
BPIC15,4(dt100) 0.87(0.85,0.88)  0.82(0.86,0.79)  0.85(0.850.85) 0.86(0.850.88) | 36 42 28 29 |2 14 8 0
BPIC155(dt80) 0.65(1.00,049)  0.80(1.00,0.67)  0.80(1.00,0.67)  0.80(1.00,0.67) | 124 123 123 123 | 2 0 0 0
BPIC155(dt100) 0.90(0.88,093)  0.72(0.89,0.61)  0.75(0.880.65) 091(0.87,0.94) | 33 42 27 28 | 6 30 4 0
BPIC174dt80) 081(0.950.71)  0.77(0980.63)  0.61(0.98,044) 0.88(0.94082) | 85 94 73 72 |8 3410 0
BPIC17(dt100) 0.77(0.90,0.68)  0.7500.93.0.62)  0.43(0.92,028) 0.91(0.88,093) | 66 68 38 38 | 6 4 10 0
RTFMP(dt80) 0.62(0.94046)  049(0.99,032)  0.94(0.98,0.90) 0.89(0.88,091) | 31 37 22 22 |18 32 2 0
RTFMP(dt100) 0.73(0.95059)  0.71(0.950.57)  0.97(0.93,1.00)  0.91(0.84,1.00) | 15 17 9 9 0 4 0 0
Sepsis(dt80) 0.72(0.96,0.58)  0.66(0.99,049)  0.06(0.97.0.03) 028(0.960.16) | 38 44 24 26 |10 40 12 0
Sepsis(dt100) 0.68(0.93,053)  0.60(0.96,043)  0.04(0.940.02) 067(091,053) | 32 36 16 20 | 6 20 6 0
BPIC11,04(dt80) 0.59(0.870.45)  0.30(0.90<0.18)  074(0.87:0.65)  0.75(0.87:0.66) | 276 490 211 198 | 6 63 4 0
BPIC11,05(dt100) 0.59(0.84:0.46)  0.33(0.87<0.20)  077(0.85<0.71)  0.78(0.84:0.74) | 267 431 197 177 | 0 35 1 ()}
BPIC1 15,(dt80) 0.31(0.930.18)  0.06(0.96:0.03)  043(0.94:028)  0.45(0.93:0.30) | 306 679 231 217 | 4 194 4 0
BPIC115,(dt100) 0.66(0.90:0.52)  0.09(0.95:0.05)  0,65(0.92:0.50)  0.65(0.90:0.50) | 261 560 179 166 | 0O 104 3 0

to apply the mentioned precision measure, the “Check Con-
formance Using ETC Conformance” plugin for ProM6.6
was employed. The mentioned replay fitness and precision
measures are called CPMF and ETCP in the rest of this paper.
However, as mentioned before, replay fitness and precision
are complementary measures and a process model with high
replay fitness and low precision is not a suitable descriptor for
the event log; this is also true of a process model with high
precision but low replay fitness. Hence, as is prevalent in the
literature, instead of using both replay fitness and precision,
the process models were compared according to the F-score
measure, which is the harmonic mean of CPMF and ETCP.
The F-score of a process model takes a very low value if
only one of the CPMF or ETCP measures of the process
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model is very low, even when the other measure is very high.
Using the F-score measure allows simultaneous comparison
of the replay fitness and the precision of outputs by only one
measure.

The other quality dimension that was assessed in the exper-
iments was simplicity. According to the simplicity dimension,
the process models should be as simple as possible. In other
words, the simplest process model that can properly describe
the behaviors in the event log is desired [1]. Since the same
dependency graphs were used as the input of all methods, the
Control Flow Complexity (CFC) [32] measure was utilized to
compare the simplicity of the process models. This measure
assesses the complexity of process models based on their split
patterns; hence, it is suitable for our experiments. Obviously,
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TABLE 4. (Continued.) The quality measures obtained by the methods for each input dependency graph and its corresponding event log.

F-Score(CPMF,ETCP) CFC NMAND

b= p= R > s 2 R > s = £ =

£ = 2 % T £ 2 ?é = £ 2 %

3 3 &

(=9 (=9 =¥
BPIC115(dt80) 0.53(0.92:0.37)  0.19(0.940.11)  055(0.92:039)  0.56(0.92:0.41) | 266 414 186 181 | 4 80 2 0
BPIC115,(dt100) 0.54(0.90:0.39)  0.23(0.93<0.13)  057(0.91:041)  0.58(0.90:043) | 259 372 178 171 | 4 78 4 0
BPIC11439(dt80) 0.50(0.93:0.34)  0.12(0.96<0.07)  049(0.94:033)  0.50(0.93:0.34) | 198 382 147 139 | 0 4 4 0
BPIC1 1439(dt100) 057(0910.41)  0.15(0.94€0.08)  057(0.92:0.41)  0.57(0.91:041) | 178 325 126 114 | 0 2 0 0
BPIC11y,(dt80) 036(0.89:0.23)  0.58(0.91<0.42)  057(0.89:0.42)  0.61(0.89:0.47) | 191 323 136 132 | 23 34 4 0
BPICI1 11;,(dt100) 0.54(0.87:0.39)  025(0.890.14)  .73(0.87:0.63)  0.74(0.87:0.65) | 171 279 126 119 | 9 24 2 0
BPIC1 1;3(dt80) 0.35(0.92:021)  0.05(0.96:0.03)  051(0.93:0.35) 0.53(0.90:0.38) | 397 109 288 266 | 48 88 8 0
BPIC11m;3(dt100) 0.48(0.89:0.33)  0.09(0.93<0.05)  0.55(0.90:0.40)  0.61(0.89:0.47) | 308 699 204 183 | 14 62 10 0
BPIC11114(dt80) 047(0.87:0.32)  0.16(0.90<0.09)  (,58(0.88:0.44)  0.61(0.87:0.47) | 280 414 188 174 | 9 78 1 0
BPIC11m14(dt100) 0.57(0.840.43)  0.18(0.870.10)  (,61(0.85:0.48)  0.63(0.84:0.51) | 256 377 168 155 | 5 13 0
BPIC1116(dt80) 034(092:0.21)  0.10(0.94€0.05)  0.48(0.93:0.33)  0.48(0.91:0.32) | 294 554 200 189 | 1 10 0 0
BPIC11m16(dt100) 0.58(0.88:0.43)  0.17(0.91<0.10)  0,62(0.89:0.48)  0.64(0.88:0.50) | 242 403 152 143 | 4 1 4 0
DailyActs(dt80) 0.44(0.88,0.29)  0.12(0.940.06)  035(0.90,021)  0.44(0.88,0.29) | 78 240 80 62 | 0 136 28 0
DailyActs(dt100) 0.44(0.88,029)  0.12(0.940.06)  0.35(0.90,021)  0.44(0.88,0.29) | 77 243 80 61 | 0 136 28 0
HospBill(dt80) 0.84(0.98,0.74)  0.37(1.00,023)  0.94(0.99,0.89)  0.94(0.99,0.89) | 70 145 61 61 |38 126 0 0
HospBill(dt100) 0.64(0.86,051)  024(0.91,0.14)  0.59(0.90,044) 0.87(0.86,089) | 71 92 36 36 |10 74 6 0
Production(dt80) 041(0.89,027)  0.11(0.92,0.06)  047(0.90,0.32)  0.87(0.84,091) | 195 302 133 108 | 64 100 50 0
Production(dt100) 0.42(0.89,027)  0.11(0.92,006)  0.48(0.90,0.33)  0.87(0.84,091) | 197 302 133 108 | 64 100 50 0
Receipt(di80) 0.96(0.97,0.95)  0.46(1.00,030)  0.85(0.99.0.74)  0.96(0.97,095) | 31 58 27 26 |12 42 4 ()}
Receipt(dt100) 0.84(0.98,0.73)  0.62(0.98,045)  0.82(0.98,0.70)  0.82(0.98,0.70) | 31 48 22 22 |0 16 0 0
rands10015m2a3(dt80) | 0.52(1.00:0.35) 0-52(1.00€0.35)  0.59(0.97:0.42)  0.84(0.89:0.79) | 17 17 2 9 0 0 0 0
rands10015m2a3(dt100) | 0.52(1.00:035) 0-52(1.00:0.35)  0.59(0.97:0.42)  0.84(0.89:0.79) | 17 17 12 9 0 0 0 0
rands1000110mda5(dt80) 0.23(1.00:0.13)  0.23(1.00<0.13)  021(0.99:0.12)  0.86(0.86:0.85) | 50 50 22 15 | 0 0 0 0
rands1000110m4a5(dt100) | 0.23(1.00:0.13)  023(1.00<0.13)  021(0.990.12)  0.86(0.86:0.85) | 50 50 22 15 |0 0 0 0
rands1000020m8al0(dt80) | 0.11(1.00:0.06)  0-11(1.00:0.06)  0.15(0.99:0.08)  0.87(0.82:0.92) | 784 784 132 30 | 0 0 0 0
rands1000020m8al0(dt100) | 0.11(1.00:0.06)  0-11(1.00:0.06)  0.1500.99:0.08)  0.87(0.82:0.92) | 784 784 132 30 | 0 0 0 0

the lower the CFC, the higher the simplicity of process mod-
els, and vice versa.

In addition to the measures mentioned above, for each
obtained process model, the number of cases each pair of
concurrent divergent/joined activities have no matching pairs
of concurrent joined/divergent activities was also calculated
(called NMAND). To further assessments, in our experiments,
the NMAND measures attained for each method were also
compared. The quality measures obtained by each method for
each input dependency graph and its corresponding event log
are presented in Table 4. For each input, the best-obtained
measure is boldfaced. According to the table, generally, the
proposed method outperformed the other methods in terms
of F-score, CFC, and NMAND measures. For each input,
considering the outputs with the best result in all terms of
F-score, CFC, and NMAND measures as the overall best
output, the cases in which the proposed method attained the
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overall best output are highlighted in gray. Accordingly, the
proposed method obtained the overall best output for 42 out
of 54 cases (i.e., 78%). This is an impressive performance,
especially when it is considered that HM, FHM, and Fodina
methods attained the overall best output in respectively 0, 2,
and 4 cases (i.e., 0%, 4%, and 7%). Therefore, in this regard,
there is a huge gap in the performance of the proposed method
with the performance of the other methods.

The number of cases that each method attained the
best/second-best result for a quality measure is presented in
Table 5. In addition, for each input and quality measure, the
distance between the measure attained by each method and
the best-attained measure was calculated. For each method,
the averages of the distances are presented in Table 6. In both
Tables 5 and 6, the best result for each measure is boldfaced.

Accordingly, the FHM method showed the best perfor-
mance in attaining the outputs with high CPMF, since it
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(d)

FIGURE 6. The process models attained by applying (a) Heuristics Miner, (b) Flexible Heuristics Miner, (c) Fodina, (d) the proposed method to
BPIC14;¢ (dt80) dependency graph.
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TABLE 5. The frequency of the cases each method achieved the best/second-best quality measure.

CPMF ETCP F-score CFC NMAND
HM 12 14 14 0 15
cases achioved he | FIM 54 ; 3 2 s
best quality measure Fodina 3 6 7 15 14
Proposed method 4 46 43 48 54
The frequency of the | HM 14 10 10 4 14
cases achieved the FHM 0 4 5 0 1
second-best quality Fodina 23 25 25 35 24
measure Proposed method 5 7 9 6 0
HM 26 24 24 4 29
Total F HM 54 7 8 2 9
Fodina 28 31 32 50 38
Proposed method 9 53 52 54 54
TABLE 6. The average distance of the quality measures obtained by each method from the best-obtained measures.
CPMF ETCP F-score CFC NMAND
HM 0.03 0.22 0.17 66.41 9.24
FHM 0.00 0.40 0.36 127.79 43.15
Fodina 0.02 0.22 0.17 10.22 6.78
Proposed method 0.06 0.01 0.01 0.26 0.00

obtained the best CPMF measure for all cases. However,
the FHM method achieved this performance at the cost of
attaining the ETCP, F-score, CFC, and NMAND measures
far lower than the other methods. Especially, the F-score
measures achieved by the FHM method were generally lower
than the result of the other methods and had the largest
average distance to the best result. It means that at the cost
of obtaining precision measures significantly lower than the
other methods, the FHM method achieved fitness measures
slightly higher than the other methods. Hence, despite attain-
ing high fitness, the outputs achieved by the FHM method
were not a good descriptor for their corresponding event logs.

On the other hand, the proposed method showed the worst
performance for the CPMF measure. Nevertheless, according
to Table 6, on average, the proposed method attained CPMF
measures 0.06 lower than the best value, whereas it showed
the best performance for ETCP, F-score, CFC, and NMAND
measures in both terms of frequency of attaining the best
result and average distance from the best result. In both
terms, there was a large gap between the performance of
the proposed method and the other methods. Thus, at the
cost of a slight reduction in CPMF measure, the proposed
method successfully attained far higher ETCP, F-score, CFC,
NMAND measures. Especially, the F-score measures attained
by the proposed method had the lowest average distance
from the best result, and they were generally higher than
the other method. Therefore, compared to the other methods,
the slightly lower CPMF measures achieved by the proposed
method are justifiable because this led to achieving far higher
ETCP measures. Hence, considering all measures of replay
fitness, precision, simplicity, and matching of AND-splits
and AND-joins, the proposed method showed a significantly
better performance than the other methods. To enable a visual
comparison of the results of each method, as an instance,
the process model obtained by applying each method to
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TABLE 7. Some statistics about the problem-solving times.

Media | Standard deviation
n

202.92 0.00 11 51.03

Maximum | Minimum

BPIC14¢(dt80) dependency graph is presented in Fig. 6. The
results were converted to BPMN notation to make the results
more visually understandable. Accordingly, it can be seen that
the result of the proposed method enjoys far less complexity
than the results of the other methods and, in consequence,
is more understandable; At the same time, according to
Table 4, it has the highest F-score.

Finally, since the application of ILP may raise a con-
cern about the problem-solving time, Table 7 presents some
statistics about the time spent on solving the proposed ILP
model for the above-mentioned real-world inputs. All exper-
iments were performed on a PC with Intel(R) Core(TM) i5
CPU @2.40GHz and 8GB RAM.

According to Table 7, in the worst case, the problem was
solved in 202.92 seconds which can be considered as an
acceptable time, especially considering the fact that some
of the utilized event logs are of large size (in terms of the
number of unique activities, events, and traces). The median
and minimum of problem-solving times were far lower. The
real-world event logs used in the experiments of this paper
cover a wide range of application areas and event log sizes;
thus, it is anticipated that the ILP model can be solved
in a short or at least acceptable time for most real-world
applications.

VIi. CONCLUSION AND FUTURE WORKS
The Heuristic mining methods are among the most widely
used methods of process discovery due to several advantages,
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such as their ability to deal with noises and unstructured
processes. This category of methods is mainly composed of
two main steps 1) constructing dependency graph, 2) deter-
mining the split/join patterns of the dependency graph. There
are some methods in the literature to mine the split/join
patterns of dependency graphs; nevertheless, all of them use
only the event log succession information about the activities
involved in the splits/joins. Whereas the types of splits/joins
determine whether the activities on the paths between splits
and joins can occur concurrently or not. In addition, existing
methods determine the split/join patterns in a local manner,
and when detecting the pattern of a split/join, the effect it
has on the overall quality of the process model is neglected.
Therefore, the result of the existing methods is prone to
be non-optimal.

On the other hand, the existing methods cannot guarantee
that there is at least a matching AND-join for each AND-split,
and vice versa. Consequently, some of the split/join patterns
can be unable to be activated. To address the mentioned
issues, in this paper, for the first time, an ILP model for
determining the split/join patterns of dependency graphs is
introduced, which optimizes the split/join patterns regarding
all successions that exist in the event log. The proposed
objective function is inspired by two of the process model
quality dimensions named replay fitness and precision. At the
same time, the constraints of the ILP model ensure that the
dependency graph AND-splits match the AND-joins. Fur-
thermore, by means of introducing appropriate constraints,
the proposed ILP model can be made more flexible, and it
can also be capable of using domain knowledge. The input
of the proposed ILP model is a dependency graph and its
corresponding event log, whereas its output is the activities
identified as concurrent. To convert the outputs of the ILP
model to the split/join patterns, a modified version of the
method has been used by the Heuristics Miner algorithm is
employed.

The proposed method is evaluated against the most
prominent methods of determining split/join patterns of
dependency graphs. Accordingly, it outperformed the other
methods in terms of fitness, precision, simplicity, and the
matching of AND-splits and AND-joins.

Some constraints can be introduced in future works to
make the method more flexible. In addition, some con-
straints for utilizing domain knowledge can also be intro-
duced. Another potential research topic can be improving the
technique employed for converting the ILP model outputs to
split/join patterns.

SUPPLEMENTARY MATERIAL

In this paper, GAMS and MATLAB were employed to
implement the proposed method and perform experiments.
The codes utilized in this study are available in the
following repository: https://github.com/MaTavakoli/ ILP_
DetermineSplitJoinPatterns.git, to allow other researchers to
utilize and make comparisons in future studies.
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Algorithm 2 The Proposed Procedure to Remove Loop Clo-
sure Arcs From the Original Input Dependency Graph DG
Input: dependency graph DG = (Ag, Dg),
the parameters P, : Ya, b € Ag which
represents paths in DG, and ay as the initial activity
of DG
Output: LoopFreeDg
DistFromlInitial < DetecDistFromlnitial(Ag, Dg, a)
LoopFreeDg < Dg
For (a,b) € Ag x Ag do:
IfP,, =1and Py, =1 then:
If DistFromlinitial(a) > DistFromlnitial(b) then:
LoopFreeDg(a, b) < 0
Function DetectDistFromlnitial (Ag, Dg, as)
DistFromlInitial (az) < 0
DeterminedDistSet < {ag}
CurrentDistSet < {ag}
CurrentDist < 0
While DeterminedDistSet # Ag do:
CurrentDist <— CurrentDist + 1
NewCurrentDistSet < {}
For a € CurrentDistSet do:
X <« {b € Ag| (a, b) € Dg} — DeterminedDistSet
For x; € X do:
DistFromlInitial(x;) <— CurrentDist
NewCurrentDistSet <— NewCurrentDistSet U{x;}
DeterminedDistSet <— DeterminedDistSet U{x;}
CurrentDistSet < NewCurrentDistSet
Return DistFromlinitial

APPENDIX: APPLIED PROCEDURE TO DERIVE THE
LOOP-FREE GRAPH FROM THE ORIGINAL

DEPENDENCY GRAPH

This appendix describes the procedure applied for deriving
the loop-free graph from the original dependency graph. For
this purpose, an assumption is made that all activities are
reachable from the initial activity of the dependency graph.
This assumption is also included in the definitions of Causal
nets and dependency graphs (Definitions 2 and 3). If there is
no unique initial activity in the event log, it can be added arti-
ficially to all traces in the event log, and then the dependency
graph can be constructed.

In the proposed procedure at the first step, the minimum
distance of each activity a € Ag from the initial activity of
DG (ay) is calculated. Next, the existence of paths between
activities in the original dependency graph is detected by
Warshall’s Algorithm. For activities a, b € Ag, P, p is equal
to one if in DG there is a path from a to b; otherwise, it is
equal to zero. If for activities a,b € Ag, both P,; and
Py, are equal to one, it means that in DG, a and b are
involved in a loop. We assume that the origin activity of each
loop closure arc is more distant from the initial activity than
the destination activity of the arc. Hence, in the final step,
whenever two activities are identified as being involved in a
loop, and there is/are arcs/arcs between them, the proposed
procedure removes the arc that its origin activity is more
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distant from the initial activity than its destination activity (if
there exist such an arc in DG). Supposing the new set of arcs
as D' g,the loop-free graph is DG’ = (Ag, D'¢). The pseudo-
code of the proposed procedure is presented in

Algorithm 2. Here again, the existence of paths between
activities in DG’ = (Ag, D) can be detected by Warshall’s
method.
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