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ABSTRACT Malicious anchor node is a serious issue in underwater sensor networks. This problem gets
compounded under sparse deployment scenario. To overcome this issue, the authors present a Compressed
Sensing for Malicious node Compensation theorem (abbreviated as CS-MC Theorem) which would be
applicable to underwater localization. To counter malicious node behavior, CS-MC Theorem is justified
through three lemmas. For underwater acoustic propagation, a specific Li-norm minimization method is
derived. It describes the condition for unique localization of target by discretizing the target search space.
Malicious node is identified by inserting the anchor nodes into the discretized grid. An insertion vector
concept is introduced to determine the extent of node metastasis. Derivations are performed to prove
the mathematical basis of the proposed algorithm under acoustically stratified and unstratified scenarios.
Numerical results establish the feasibility of CS-MC algorithm for sparse underwater acoustic sensor

network.

INDEX TERMS Underwater sensor localization, compressive acoustic sensing, sound speed stratification,

insertion function, malicious anchor node.

I. INTRODUCTION

Underwater localization has come a long way since the inven-
tion of acoustic communication techniques. Acoustic signals
overcome the issue of high attenuation which is faced by
radio-frequency signals under water, thus it is the prime thrust
area of development in terms of underwater communication.
To overcome the errors of inertial navigational system (INS),
a depth gauge was combined with a Kalman filter for accu-
rate gravimetry data processing [1]. A similar approach was
proposed in greater detail in [2]. Although the results were
an improvement over traditional underwater sensors such as
ultrashort baseline (USBL) and Doppler Velocity Log (DVL),
but Kalman filter is a computationally expensive proposition.
Therefore, a neural network based collaborative navigation
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and control is developed that leverages the power of USBL
data to control the trajectory of autonomous underwater vehi-
cles (AUVs), as formulated in [3]. To achieve target localiza-
tion using underwater bearing estimates, an experimental data
is collected using buoyancy Slocum glider to compensate for
the drift error in [4]. However, it does not leverage cooperative
localization of multiple AUVs, which is taken up by [5] in
conjunction with Kalman filter fusion for underwater ranging
and estimation. The next phase of improvement which is
still lacking, is the prospect of sparse sensing in underwater
localization, which would enable far off sensors to achieve
appreciable positioning accuracy. Similar to human localiza-
tion in [6], an underwater target such as a submarine may be
localized using spatial clustering approach followed by edge
feature based shape recognition in an effective manner.
There are certain challenges and issues in UASN Local-
ization. In [7], underwater measurements are being taken by
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forward calibration based estimation method. While 2D mea-
surements reduce error, a new beam distribution model is for-
mulated to simplify beam distribution characteristics. It also
enables generation of templates necessary for result compar-
ison. While both acoustic communication as well as under-
water measurements are studied, the effect of node drift has
altogether been bypassed since nodes are attached to seabed
instead of floating ones. Had the nodes been floating, their
orientation would have affected the pose-graph [8], requiring
a three stage pose-graph optimization for adequate underwa-
ter localization. Location management is an important part of
the localization process because it incorporates node move-
ment into its prediction scheme. By optimizing a secondary
node location using Grey Wolf Optimizer [9], both the tidal
model and Node stress model are considered. However, the
effect of underwater navigation remains to be addressed,
which is taken up by emphasizing on the declination and incli-
nation components of geomagnetic field [10]. This enables
authors to overcome geomagnetic interference without delv-
ing into localization uncertainty concept. To deal with the
relation of spectral spreading with spatial spreading due to
localization uncertainty, the author in [11] has attacked local-
ization uncertainty using a spectral graph theory concept to
localize signals in the space-frequency continuum. However,
there is scope of detailed discussion of regarding the spatial
node distribution underwater. This scope has been addressed
in [12] where the authors have computed the impact of
anchor-node AUV geometry in an acoustically stratified
underwater scenario on localization accuracy. Further, they
have analyzed Cramer Rao Lower Bound (CRLB) of the
target in an angle-constrained and range-constrained envi-
ronment. A close yet unique implementation of the CRLB
analysis in an underwater environment is presented in [13]
because it is combined with a track-before detect algorithm
in general sonar systems. Such an approach would be crucial
in an underwater tracking system because sound would travel
much faster in water than in air, thereby lowering the latency
considerably. What would be even more useful [14] is if
different placement patterns were analyzed with respect to
CRLB. To further increase the localization accuracy, a hybrid
approach of Time difference of arrival (TDoA) and Bearing
angle of arrival (BAoA) is quite common. However, various
positioning errors have been incorporated into the combined
TDoA and BAoOA in [15] to achieve source localization.
Since they’ve missed out on sound speed profiling (SSP),
underwater acoustic channel has been derived in presence
of statistical interference in [16]. It is an important step in
the underwater localization because unlike radio frequency
whose impermeability is mostly limited to metallic surfaces,
acoustic signal faces absorption, reflection and attenuation
from any solid material surface. Therefore, in presence of
a weak signal, retrieval of sparse signals by adaptive sam-
pling has been proposed in [17] and aptly named “‘Distilled
Sensing”’.

The domain of compressed sensing in underwater sce-
nario is relatively new. In [18], an attempt has been made
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to derive CRLB to estimate Doppler shift and Time delay
in a unified metric through a compressive sampling method.
Compressive sampling helps to reduce the dimension of the
equation, thereby simplifying the solving process. However,
compressive sensing requires efficient sampling. Therefore,
an efficient sampling scheme is proposed in [19] to forego
the need for matrix multiplications. Direct estimation of fre-
quency is performed without reconstruction of compressed
sensing samples. A sparse Bayesian Learning framework is
proposed for localization of off-grid targets [20]. By evo-
lution of grid to formulate a sparse recovery followed by
implementation of hierarchical Laplace distribution, the pro-
posed work goes head to head with existing algorithms
in terms of noise robustness and number of measurements
required to retrieve the sparse target. Another advantage of
compressed sensing is the reduction in the front end circuit
chains. Therefore, it is preferred to use compressed sensing
scheme to measure M observations than to actually use N
anchor nodes to estimate the target [21]. Grid quantization
that has not been applied to underwater domain but has
tremendous potential, is seen in [22] To recover spectrally
sparse signals from mere handful of information, requires
a new algorithm such as norm based signal retrieval which
uplifts the sparsity of a scenario. Authors in [23] have focused
on reducing the SNR loss by improving the compressed
sensing kernels using information- theoretic approach. This
improvement is augmented by discretization of time delay
distribution. But, underwater discretization hasn’t been con-
sidered specifically, nor underwater localization. Another
application of time-varying supports is dealt with the help of
a proposed compressive-sensing framework called ‘‘Potential
Greedy Matching Pursuit” where the authors have tried to
relate target traces with real target positions. This technique
shall be crucial in underwater systems since underwater nodes
are always moving with the drift in water current. An essential
requirement of sparse recovery is the block-matrix represen-
tation of the sparse signal equations which enables accurate
grid-point position determination of targets. The method pro-
posed by the authors in [24] is unique because besides reduc-
tion in sampling rate, the method also allows received signals
to be represented in terms of target deviations. Therefore,
weaker signals would mean greater malicious behavior of
nodes, which needs to be explored in the underwater domain.

Some of the issues and challenges in Underwater Acous-
tic Sensor Network Localization which shapes the problem
definition of the current work, are as follows.

a) Lack of literature on underwater grid discretization: One
of the requirements of sparse sensing is the necessity
for grid formation. Accurate grid formation ensures the
desired correlation between actual and estimated target
positions. However, to the best of authors’ knowledge,
discretization of grid has not been discerned individu-
ally. Since underwater sensor nodes depend upon moor-
ing or anchoring lest they drift off, there is a need to
discretize underwater grid model in order to accurately
estimate the target location.
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TABLE 1. Recent literature on sensing based localization applicable to underwater acoustic sensor networks.

LAofgleri?}t:;n Type of issue addressed Method used
C-TOL [25] Analysis of the effect of node symmetry on the Convex-combination weighted approach, Triangulation uncertainty for
expected triangulation uncertainty node location estimation
PG-WLS [26] Polygonal geometry with or without perturbation Weighted Least squares with polygonal geometry for non-coherent
effects under non-coherent localization localization of sensor node
FSS-FSE [7] Forward Seabed elevation estimation in 2D space Forward scan sonar (FSS) used with unmanned underwater vehicles

is attempted for the first time
Underwater positioning and ocean current
estimation

UL-KF Fusion [5]

(UUVs)

Fusion of Unscented Kalman Filter and Linear Kalman Filter for
cooperative localization of multiple autonomous underwater vehicles
(AUVs).

b) Malicious behavior of Underwater acoustic sensor
nodes: The underwater topology as a whole is subjected
to drift due to ocean current. This unintended shift
creates an offset from the prior position of the anchor
nodes. This necessitates the formulation of appropri-
ate measures to compensate for malicious behavior of
the underwater nodes in order to improve localization
accuracy.

¢) Lack of compressed sensing based techniques in under-
water acoustic domain: Compressed sensing is used
to recover signals from incompletely received signal.
Unlike radio frequency which can travel through mul-
tiple media, acoustic signals gets attenuated by slightest
of obstacles, reducing the sample size of observed sig-
nals. Therefore, compressed sensing techniques which
are quite helpful in land and air, should be carefully
modified to suit the acoustic communication parameters
of the underwater positioning system.

These issues have been actively addressed in the current
work, and their highlights are outlined in section B clearly.

A. MOTIVATION AND APPLICATIONS

Acoustic communication has immense application in under-
water scenarios, such as sound navigation and ranging
(SONAR). It is used in devices such as ultra-short baseline
(USBL), Doppler velocity log (DVL), artificial underwater
landmarks (AUL) etc. UASNs have the potential to explore
the underwater landscape. The prime importance of acoustic
communication in underwater sensor network localization is
to determine the coordinates of a target by sensing its proper-
ties such as sound speed response to an incoming beacon, the
physical dimensions of the target, the mobility pattern of the
target etc. Since compressed sensing promises the ability to
retrieve signals from limited resources, it could be applied
to underwater sensing and localization while being less
demanding. Applications of UASNs are used for underwa-
ter surveying using acoustic underwater vehicles (AUVs)
tectonic-plate activity monitoring, underwater geothermal
vents, oil rig structural stability, submarine path planning,
amongst many others. These gaps can be addressed using
Compressed-sensing based underwater localization, as dis-
cussed in our work. Some of the recent works pertaining to
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wireless sensor network Localization have been summarized
in Table 1 for visuality.

B. NOTABLE CONTRIBUTIONS

Two major shortfalls of localization using underwater acous-
tic networks are: first, water being a fluid, fails to contain
the position of sensor nodes in their intended position for
any amount of time. This leads to uneven distribution of
sensor node density. While high node density doesn’t hurt,
sparse node density is a significant challenge to underwater
localization. Second, the dependence of sound speed on other
parameters of water such as temperature, pressure, salinity
makes underwater acoustic communication a lot trickier. This
problem gets compounded in a saline water scenario such as
an ocean or brackish water lake.

To address these issues, this paper presents a compressive
sensed underwater localization for spatially sparse acoustic
sensor nodes. The chief contributions of this work are enu-
merated as follows:

a) The concept of metastasis of underwater sensor nodes
is defined and derived in details to model their drifting
behavior.

b) A framework of acoustic positioning recovery is pro-
posed to approach underwater localization under metas-
tasizing acoustic sensor nodes.

¢) Sparse underwater acoustic sensor localization based on
compressed sensing L.1-norm minimization is presented
for both unstratified as well as acoustically stratified
conditions.

d) For compressed sensing to work, the bounds on inser-
tion function are optimized in two steps; one each for
stratified and unstratified acoustic channels.

C. ORGANIZATION OF PAPER

The flow of this paper is as follows: Section 1 deals with the
Introduction to the UASN Localization and the necessity of
Compressed sensing based sparse representation that is the
main thrust area of the proposed work. Section 2 provides a
thorough framework of the problem formulation pertaining to
malicious node behavior under acoustic ranging techniques.
The issue of node-metastasis is defined and a CS-MC The-
orem is proposed to uniquely solve the UASN localization
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under sparse representation and using compressed sensing
approach. L1-Norm minimization is employed for realistic
scenarios and compared according to different parameters.
Section 3 describes a three stage justification of the pro-
posed CS-MC Theorem through a series of statements and
their mathematical proofs. Section 4 computes the perfor-
mance analysis in terms of the error plot, localization ratio,
correlation function and bias norm. Section 5 summarizes
the findings of the work done by drawing important con-
clusions and takeaways from the preceding derivations and
computations.

1) TABLE OF ABBREVIATIONS AND NOTATIONS

UASN Underwater Acoustic Sensor network

CS-MC Compressed Sensing for Malicious node
Compensation

CRLB Cramer Rao lower bound

Autonomous underwater vehicle
underwater anchor nodes
underwater sensor nodes

=zgse
zz<

Number of UANs
Number of USNs

hp.m discrete time media interface between
m" UAN and n™* USN

8,(113,1 6] Malicious behavior due to transient

ocean current

L.L.RP (x,, (j)) log likelihood ratio of x,, (j)

7 malice sensitivity matrix

g Tidal constant

Lo Correlation function

d target baseline measurements

® Vector which stores indices of non-zero
elements

A Generalized node-metastasis

d (ai, o j) Standardized distance between i and j!

instance of triangulation «

V() Insertion function for triangulation «

G Discrete lattice framework

P Search space for target in the next
discrete-time domain

n Coordinates of a grid point

gn (no) Grid based tidal measurement

m Estimated number of grid points con-
tributing to feasible solution of localiza-
tion

SScont search space in continuous domain

B A constant in the interval (0,1)

& Target parameters (such as mobility etc.)
y Output of a discrete function

A Encapsulation signal

R discretizing vector matrix

y (s) discrete partial malice vector
loc location vector

m orthogonal coefficient vector
S Sensing matrix
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w Retrieval vector containing location
information and orthogonal coeffi-
cient information

a, b Distinct solution to discrete UASN
positioning equations

& Measurement noise

n.A.S), (A.S) Acoustically  unstratified  path,

acoustically stratified path

Positive constants for acoustically
stratified and unstratified path,
respectively

CA.S C(n.A.S)

C,, CéA‘S),C(é”'A‘S) Cumulative covariances: overall,

acoustically stratified, acoustically

unstratified

N Matrix storing miss rate of UASN
localization

773 Unit matrix of triangulation between

k™ and k™ anchor node

Bregman Projection of actual and
estimated triangulation of underwa-
ter target.

B (o, @)

Il. PROBLEM FORMULATION

In this section, we attempt to lay down a broad framework of
the problem formulation. The UASN consists of a transmis-
sion model as explained in equations (1) to (10). To justify the
irregularities in underwater measurements, a malicious-node
model is described here. Based on the type of malicious-node
encountered by the UASN, the pattern of spreading of under-
water sensor network is modelled through the concept of
“node-Metastasis” in section A. “Generalized metastasis of
node” is defined in Definition 2.1.a. Then, a mathemati-
cal approach to node-metastasis is presented with the help
of a proposed theorem for Compressed Sensing for Mali-
cious node Compensation abbreviated as the CS-MC theorem
(to overcome node-metastasis in underwater scenario). The
concept of CS-MC Theorem is extended with the help of
Corollary 2.1.a. To prove this theorem, a Proposition 2.2.a
is stated and proved in section B of acoustic positioning
recovery. Then, a signal model and a noise model are stated
in section C, followed by a grid based underwater malicious
node model in section D. To sense the sparse sensor network,
an Lj-norm minimization scheme is presented for UASN
Localization in section E, which is verified in section 4.
A flowchart illustrating the steps mentioned above is pre-
sented in Figure 1.

In an underwater scenario with M underwater anchor
nodes (UAN) and N underwater sensor nodes (USN), the
discrete time media interface between m” UAN and n* USN
is given as

B = [l ), By (1) 4 ooy (L= 1] (1)

Here, the beacon containing anchor node location is broad-
casted by each of the m € {1, M} and propagated through
channel % across different kinds of direct path as well
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Need for Compressed Sensing based UASN Localization

|

CS-MC Theorem

| | J

: Incoherence Restricted
Sparsity l Isometry Property
| |
Lemma Lemma Lemma
3.1a 3.1b 3.1c
Boulndedr?ess Acoustically Acoustically
ol nser.tlon Stratified Unstratified
Coefficient
J |
Proof Proof Proof
— !
Malicious Node Node Metastasis
Behavior Modeling Modeling
[ |
Definition Proposition
L Proof J
L, norm

Minimization Scheme

FIGURE 1. Outline of the proposed CS-MC Technique for underwater
localization.

as multipath. The received beacon at n” USN may be rep-
resented as
M L-1

D= ham Dxm G=D+wa (), ()

m=1 [=1

where, the noise in the acoustic channel is w, (j) for j7
sample with noise variance % Then, the average statistical
parameter of the received beacon is given by

EGu() =Y hum(DE (n (= 1)) 3)
var 5 ) =3+ 3 [ O[> var o G — D) +02, (&)

where, the expectation and variance have their usual nota-
tions. Due to the various malicious node behaviors, the
received beacon may be reiterated as

Y G4 1) = B (1) % G) + 88, () (5)

where, Sf,l)m (j) is the malice associated with UANs and USNs
due to transient ocean currents.

8D () = yu G+ D) = iy (D) X () (6)

Then, the conditional probability density function of received
beacon is given by

PQnG+D lxm () = £1)
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1
2mvar (8}, ()
¥+ = (Fhaw O +E (55, 0)))
2var (80 ()

X exp

)

To determine the estimated beacon signal received by USNs
in presence of malicious node behavior, the log likelihood
ratio of n'”* received beacon is given by

P mlxm () = +1)>
P mlxm () = =1)

L.L.R (X (j)) = In < ®)

We approximate malice 8,(,11,1 of underwater nodes as
Gaussian distributed, therefore, the statistical parameters
associated with malicious node 8,(,1211 (j) is given by

E(50, ) = E(n G+D ~han DE G (D) ©)

var (80, ()) = var G G+ D) = [ O var (i G3)
(10)

A. METASTASIS OF NODE

The extent to which a system of UASN drifts away in water
due to water current, has been defined in this work as ‘“Metas-
tasis of node” of a UASN. To clarify this term, let us define
“Generalized metastasis of node” first.

Definition 2.1. (Generalized Metastasis of Node): Suppose
for all o; € © that p,, satisfies the parameters 6, (i) and o;,
define the standardized distance d (ai, aj) between i and j
time instances by

Joti = ] = 830 (D) = 5w ()
max (0‘,’, Uj)

d(ot,‘,(xj) = (11)

where 8,(,1),,1 (i) and 8,3{2" (j) are malicious behavior of anchor
nodes i and j, respectively.

Assume that the extent of metastasis of node for ® is
A > Oifd(a,-,o(j) > |i—jlAforall oj,j € ® and i # j.
The standardized distance d (ai, ozj) is measured between the
edges of one triangulation «; to the other triangulation «;,
and standardized by the level of tidal constant. This allows
the extent of node-metastasis for sparsely tidal correlation
function to be smaller than that of heavily tidal correlation
function. The relation d (ai, (xj) > |i —j| A is necessary
to prevent parameters from being too bunched up together.
Simply keeping d (a,-, aj) > A does not suffice because
it is weaker condition. Evidence of its weakness is visible
when o; increases rapidly, leaving us with d (j, o) =~ A
causing unrealistically small reading of node-metastasis for
a given correlation function. Section A represents an exam-
ple of parameters and correlation functions that satisfy the
Definition 2.1.a. The upcoming CS-MC theorem shall link
the extent of node-metastasis with uniform and non-uniform
malicious behavior of node.
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1) NODE METASTASIS IN UASN LOCALIZATION WITH
NON-UNIFORM MALICIOUS BEHAVIOR

In this section, Localization of UAS Nodes is dealt with the
help of correlation function p,, when the correlation function
po has different properties due to non-uniform malicious
behavior. In order to widen the aspect of the results, the
correlation function p, must satisfy unique solution to UASN
Localization problem for different kinds of non-uniform
malicious behavior as well. That is, the correlation function
shall have malicious spin and rectilinear malice of varying
quantities around each vector support, as well as radial malice
in presence of tidal constant. In presence of multiple mali-
cious behavior, we need to show that the UASN localization
problem is solvable depending upon a lower bound that still
maintains support vector separation.

Let © be the vector of indices of non-zero elements of the
parameter of interest. Let us assume p,, satisfies the radial
malicious behavior condition with parameters o;, D; and N;
which are different for all measurements «; € ©. Upon
changing the above parameters, the effect on corresponding
correlation function is observed. By observing the correlation
function it can be intuitively concluded that when o; and D;
are small (such as the rate of change of target travel), the cor-
responding correlation function p,,; is more closely related,
whereas when o; and D; are large, the corresponding corre-
lation function pg; is more widely related. These intuitions
are supported by derivations in Sections 2 and 3. To ensure
mathematical backdrop, we already defined the generalized
concept of generalized node-metastasis in equation (11).
Now, we state and prove Compressed Sensing for Mali-
cious node Compensation (CS-MC) theorem which describes
the node-metastasis during UASN localization under non-
uniform malicious behavior.

Compressed Sensing for Malicious node Compensation
(CS-MC) Theorem:

With the assumption that correlation functions concur
malicious node behavior, the solution to our UASN Local-
ization Problem is unique when the generalized node-
metastasis A (described in Definition 2.1.a) satisfies

1—-k%
< y) k, forcase 1
A = 27N, (12)

1—ky, for case 2,

where, case 1 corresponds to unstratified underwater acoustic
network scenario, given by the expression V” (o) 45 <
0 as detailed in Lemma 3.1.c. Case 2 corresponds to
the stratified acoustic scenario, given by the expression
Amin 18max-lloo < V(@) < Amax [I0max+ lloo» as detailed in
Lemma 3.1.e.

k = number of acoustic anchor nodes involved actively

N, = no. of beacon signals transmitted to broadcast the
anchor node locations

y = delta between stratified and unstratified acoustic
velocity.

N, = %, where A = wavelength of acoustic signals

¢ = velocity of acoustic signals
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T = time elapsed between two consequtive beacon signal
transmissions

The CS-MC Theorem is proved in Section 3. It links the
concept of the minimum metastasis of node that would enable
the best possible UASN Localization despite non-uniform
malicious behavior. Concurrently, we may say that true local-
ization is achieved as long as the parameters ¢; are not too
bunched up. The extent of metastasis of node is measured
with respect to different types of malicious node behavior,
which can vary as in Section D. The result matches our
intuition: smaller o; and 8,(1[),,1 (i) result in closely related corre-
lation function pg,. As stated previously, the theorem requires
a certain level of distinctness between o; and «; to be able to
constrain the localization error of the measurement vector.

In practice, UASN Localization Problem can be
approached simply by ranging methods after discretizing the
continuous parameters. To extend the concept of CS-MC
Theorem in the discrete domain, we present the idea through
the following corollary.

Corollary 2.1.a: Let the set of indices of non-zero elements
of the true location matrix be denoted by ®. Assume that
® is present on a known discrete lattice framework G :=
{n1,...nm}sothat ® C G. Also assume that CS-MC theorem
is fulfilled such that UASN localization is solvable in spite
of non-uniform malicious node behavior. Define the search
space 7 for target in the next time domain by

ne=[mg ...p ], (13)

where, m is the upper limit on the count of grid points. Then,
the compressive sensing based UASN localization problem

minimise (7)
Subject to y = dx (14)

has a unique feasible solution m satisfying

Mypreshold € G, under case 1
mj .= (15)
m ¢ G, under case 2

Case 1: anchor node location coincides with grid point
location

Case 2: acoustic ranging is just marred by node malice, and
the outcome contains nothing useful

Here, x is the transmitted signal, ® is the compressed
sensing matrix and y is the sensed signal for transmission of
location sensing beacons.

Proof of Corollary 2.1.a: If the search space of subsequent
time domain is restricted to lie on discrete lattice framework,
then the estimated points as a probable solution to UASN
localization would be a subset of probable solution in the con-
tinuous domain. Let the search space in continuous domain be
denoted by SScons. Since SS¢on; is a valid solution to UASN
localization problem according to CS-MC Theorem, there-
fore, by assumption, SS..,; 1s supported on discrete lattice G,
so the result follows. [ ]
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B. PROOF OF ACOUSTIC POSITIONING RECOVERY

For the purpose of acoustic localization, the concept of
unique solution to Insertion function is introduced in
Proposition 2.2.a.

Proposition 2.2.a: Let ® := {«a1,...,0r} C R denote
the support of target baseline measurements d. Assume that
for any baseline sample {11}, there is a v € R such that the
insertion matrix V («) given by

V() :=7v"np satisfies V (a;) € k {£1}, (16)
where, k is the number of anchor nodes, and

IoVI3

1-8=
VI,

<148, whereg e (0,1) (17)
Then p is the unique solution to our UASN Localization
Problem.

Proof: For underwater scenario, the search space is
continuous in nature. To enable L1-norm minimization, the
search space needs to be discretized. Insertion function is
used to provide a discrete template for positioning of anchor
nodes and targets along the grid crossings This requires the
insertion function V («;) to be bipolar non return to zero, that
is, either +1 or -1, so that each unknown parameter «; leads
to corresponding insertion value V (¢;) that points to the next
consecutive insertion (in case of +1) or to the immediate
previous insertion point (in case of -1). The second condition
is a standard form of the Restricted Isometry Property [27],
which is essential for sparse representation. For now, inser-
tion matrix may be understood as a collection of all the
feasible solutions of the sparse sensing measurements. In our
case, insertion matrix shall store the critical information about
the location of target in a sparse UASN scenario. ]

Let target parameters (such as mobility etc.) be denoted
by &. To demonstrate accurate target baseline measurement d,
we need to reaffirm the interpolation of £ on the support
® of target baseline measurement d. This interpolation is
facilitated by utilizing an estimated insertion function V (c)
and expressing it in terms of linear combination of target
coordinates.

UASN Localization Problem is the idea of estimating the
underwater target location with the help of a set of underwater
sensor nodes and a set of underwater anchor nodes. Under-
water target location depends upon a set of parameters. Let
these parameters be denoted by x; : x1, ...x; € R. Let them
be extracted from the output y of a discrete function

n

Y=Y af (x) (18)
i=1
Upon sampling “y” at discrete instancesj = 1, 2, ..., m, we
have,
T
S=[y1) yQ@ ...ym]
n
=Y aif (x), (19)
i=1
169378

Triangulation error without L1-norm minimization
‘ ‘ :

Error (m)
N “w -
i W s n

N~

1.5 -

1 15 20
time ?min)

FIGURE 2. Triangulation error computed using L,-norm (conventional
method).

where, f (x;) is the vector of f (x;) values forj = 1,...,m.
Formulation of UASN Localization could be approached via
iterative least squares approach [28] that could be fine-tuned
to run till it achieves a said performance level.

However, the difficulty in solving such a problem is that
the resulting formulation is usually non-convex, and the L;-
norm may not converge to global minima [25]. An example
of Triangulation localization with Ly-norm optimization is
shown in Figure 2. Thus, by reducing the dimension of param-
eter space, we can optimize the localization problem. A suit-
able method would be to represent the UASN Localization
Problem as a minimization of L{-norm [29] and discretize
the support of the parameter vector [30] to devise a sparse-
retrieval problem. If the parameters x; : x1,...x; € R are
expressed as a linear combination of malicious parameter
dx;, then X is such a signal that encapsulates the parameter
information with corresponding coefficients.

A=Y ¢idy, (20)

Now, representing the H variable in terms of A and x;

Hz/}@mw @1

Although the above function is linear, it has a greater number
of unknowns and fewer equations than unknowns, which
makes exact retrieval near impossible. To reduce the number
of unknowns to be comparable to the number of equations,
we constrain the dependence of A to a limited number of
parameters. In other words, A is sparse, therefore the retrieval
method is sparse as well. The sparse UASN Localization
retrieval problem may be formulated as

Minimize |support (A)] (22)
Subject to f f(x)Adx = H (23)

The resulting triangulation localization with Lj-norm mini-
mization achieves better results, as shown in Figure 4. This
leads us to the signal and noise model of the framework,
discussed in Section C.
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C. SIGNAL MODEL AND NOISE MODEL
In underwater acoustic sensor network, we expect signal
sources as follows:

1) Straight acoustic path (abbreviated as n.A.S) from
mostly isotropic underwater regions such as unstrati-
fied waters, where the speed of sound remains con-
stant despite change of temperature, pressure and depth.
In this case, sound travels in a straight line from source
to destination.

2) Stratified acoustic path (abbreviated as A.S) refers to
the ray traced by acoustic signal under water, when the
variation in depth, temperature and pressure results in
the variation of speed of sound. Accordingly, a sound
speed profile (SSP) [12] is maintained and the acoustic
signal follows SSP to travel in a curved path.

The noise sources are also incorporated as follows:

1) Symmetric Gaussian noise, which arises due to random
errors in measurement

2) Malicious Spin

3) Rectilinear malicious behavior
These conditions suggest that the location information to be
retrieved from the measured vectors would be sparse and
distributed over few elements. Development of suitable tech-
niques to enable this retrieval with utmost accuracy and low-
est possible computational complexity, shall lead to effective
underwater ranging. Let the extent of malice be expressed as
a linear combination of amplitude and phase errors. We shall
show that upon discretizing the search space of malicious
behavior, we shall be able to apply suitable techniques such as
Li-norm minimization, which work efficiently in the discrete
domain.

D. UNDERWATER MALICIOUS BEHAVIOR MODEL

For single target localization, the determined real-valued
tidal measurement g, (19) of a grid-based point (179) for the
n' retrieval at time t, is probabilistically dependent on the
partial derivative of PDF of the sensed signal y with respect
to the unknown parameter «, as

5 (logpe ) ]
gn:E{M} | o)

30{,'

where, E {-} is the expectation operator and the PDF [31] may
be approximated as a joint effect of sensed area in spherical
two dimensional surface (along an acoustic strata) around the
target and the exponentially decaying spherical volumetric
effect (along the acoustic strata as well as depth) around the
target as in equation (25)

Pe () = 47 (8, (50)) 1% - ¢~ 37 GnCno)r (25)

where, r is the transmission range of the sensing coverage
and &, (o) represents the type of malicious behavior due
to transient ocean current. Since the PDF is in continuous
time domain, L1-norm cost function would not be applicable
for minimization. Therefore, the infinite dimension of the
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measurement vector needs to be brought down by discretizing
it along the sensing parameter s as follows:

g=Ry (s, (26)

where, g is the tidal measurement vector with N number of
acoustic nodes measuring range for an instance of time, R is
discretizing vector matrix with each element equaling binary
values and p (s) is the discrete partial malicious-node vector
such that y (s) = [y (s1) Y (s2) ...y (s) ] for ‘I’ number of
depth points.

E. UASN LOCALIZATION VIA L1-NORM MINIMIZATION
Let us continue from equation (26) by taking a vector
loc containing the true locations of nodes in the form
of 2D-coordinates. Let the orthogonal basis vector of loc be
given by m, and the sensing matrix be s. Then, the received
signal y will be

Yy=S-W, 27

where, w incorporates location vector loc and the orthogonal
coefficient vector m, that is, w = m - loc. w can be retrieved
by L;-norm minimization of w from the received signal y by
putting equation (27) as a constraint.

Minimize Hw — s—ly”1 (28)
Subject to Wyepg =87y (29)

Thus, summarizing section 2, malicious behavior of under-
water nodes 8,(,1),,, was dealt with in terms of sensitivity u of
localization to malicious node behavior in section A. The
generalized node-metastasis A of Definition 2.1.a is then
related to the acoustic positioning recovery in the section 2.2.
Under non-uniform malicious behavior, the actual metastasis
A undergone by the node is related to the positioning of
UASN by the CS-MC theorem. To justify UASN localization
by discretizing the search space of target locations ©, a sparse
sensing localization is theorized in Corollary 2.1.a which
paves way for derivation of an insertion function V («;) in
equation (16) of section B. The difficulty in solving the sparse
UASN localization through L, -norm is shown to be overcome
when using L1 -norm minimization, as formulated in the proof
of Proposition 2.2.a. After stating the signal and noise mod-
els, respectively in section C, the tidal measurement vector g
in section D is discretized using the discretization matrix R to
yield the desired L-norm minimization based sparse UASN
location retrieval problem, to be solved in section 3. Solution
of this expression (equation (28)) involves an in-depth look
into the bounds of coefficients a and b of the insertion matrix
V (¢;), (Lemma 3.1.a), how to maximize the insertion matrix
V (@;) in an unstratified (Lemma 3.1.c) as well as acoustically
stratified channel scenario (Lemma 3.1b).

IIl. OBSERVATIONS

Besides Invertibility and Bounds on coefficients, we must
focus our attention to whether or not the anchor nodes overlap
the laid down grid points, that is, insertion function must
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achieve optimality. For that, we verify boundation condition,
and approach the optimality criteria in two steps, as illustrated
in Lemma 3.1.a. The bounds on acoustically stratified and
unstratified channel compel two more stages, one, to arrive
at |V (o)| < 1, and second, to justify local maxima of V («).
Lemma 3.1.b proves the former by utilizing Perron-Frobenius
Theorem [32] for an acoustically stratified channel, whereas
Lemma 3.1.c takes the assistance of Bregman Projection [33]
to prove the latter in case of an unstratified channel.

A. JUSTIFICATION OF CS-MC THEOREM

To explain the ramifications of boundedness of coefficients
a and b on the insertion function V («), we state and prove
Lemma 3.1.a. The bounds on insertion matrix V («) in the
specific case of acoustically stratified channel is stated and
proved in Lemma 3.1.b, while the bounds on insertion matrix
V (@) in the case of acoustically unstratified channel is stated
and proved in Lemma 3.1.c.

Lemma 3.1.a: Let the insertion function V («) consisting
of coefficients a and b be bounded. Then at points of inser-
tion «, V («) attains local maxima, that is, V" (o) < 0 and
[V(x)| < 1.

Proof of Lemma 3. 1.a: Proof of bounds on insertion matrix
can be carried out in two stages: First, we show the general
expression of V («) is less than one in case of acoustically
stratified path. Next, we prove that insertion function V (&)
achieves a local maximum in case of acoustically straight
channel. To obtain the overall insertion function, we utilize
triangle inequality condition [34] to unify equation of acous-
tically stratified V (@)?S) as well as unstratified scenario
V (o) ™45 as shown:

V@l =V @S + V(@49 @0)

V (a) is expressed as a combination of coefficients in a
manner similar to the sum of terms of the derivative of the
covariance function with respect to the unknown parameter «.
To start, two coefficients a and b are combined in an Loo-
norm with the covariance Cg(A'S) in acoustically stratified

a(AS)
medium, and the first order differential dcé*a such that the
coefficients describe the discrete grid closely.
act
V@) = llalloo € + 1bllo0 —, 31)
o

A similar approach as equation (31) for the acoustically
unstratified channel (denoted by n.A.S) is given by equation
(32) as follows

(n.A.S)
and, V(@9 = e CI49) + o0 “E—  (32)
o
The combination of stratified as well as unstratified inser-
tion function is expressed as V (a)“#€d as shown in
equation (33).

= ‘V (a)unified

169380
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FIGURE 3. Target trajectory representation with GPS coordinates for
actual positioning information.

(A.S)
= |lallw CgEA'S) bl 5 4 lalla Cén.A.S)
oo
(nA.S)
aC
o

Therefore, the optimum value of insertion function is deter-
mined by deriving the second order derivative of the insertion
function in equation (34)

& (a)unified . v ((X)(A‘S) +V” (a)(n'A'S)

~ (A.S ~ (A.S
= (1= lla—bllo) €7 + 1bllo €7y
~ (nA.S ~ (nA.S
+ flalloo e 1Bl 7o (34)

A floating sensor node is subject to node drift due to water
current. Therefore, the GPS coordinates taken as a proof
of actual locations help to determine the error during esti-
mation. One such path trajectory is shown in Figure 3 to
denote the start point and the end point positioning measure-
ment for a floating target. To justify the bounds on |V («)|
in an acoustically stratified channel, we state and prove
Lemma 3.1.b as follows:

Lemma 3.1.b: Let the insertion vector V (o) whose coef-
ficients a and b are bounded, be placed in an acoustically
stratified channel with minimum and maximum metastasis
of node denoted by Amin and Amax, respectively, and the
effect of the maximum possible malicious behavior in the
additive and subtractive sense be denoted by 8.5+ and §;ax—»
respectively. Then, the bounds on the insertion vector V («)
is given by the relation (35)

Anmin [18max—lloo < V(@) < Amax 10max+ Il oo (35)

Proof of L3.1.b: Consider the minimization problem

V (a) := min {xTNx} (36)

Subject to constraints
0<x 37
lxlla = IV (@)l (38)

where, x is a column vector, and N is a semidefinite matrix.
We have 1 > /V (@), where equality may be achieved
keeping Perron-Frobenius Theorem [32] into consideration
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for the upper bounds of (35). By replacing x with underwater
anchor nodes UAN such that UAN = [an an; ... an, ]T,
where an,, stands for the presence of o™ anchor node respon-
sible for ranging and measurement of target, we also have
(UAN)?, = |V (@)]I3 — Y (UAN)? which broadly specifies
i£k
the difference between insertion vector grid, and i malicious
UAN location as the requirement for placement of k" UAN
such that the malicious effect of i UAN is compensated
safely. Starting with N =1 as a unit vector matrix and hence,

(UAN)" (1) (UAN) = 1 IV @)113+ ) (1ii— 1) (UAN);
+ > )" 1y (UAN); (UAN);

i#k  k

> (UAN)g IV ()13 (39)

which proves |V («)|
channel.

To state and prove that V” () < 0 in acoustically unstrat-
ified channel scenario, we have Lemma 3.1.c as follows:

Lemma 3.1.c: LetV (a)("'A'S ) be the insertion matrix in the
region of no acoustic stratification. Then, V" (o) A5 < 0.

Proof of Lemma 3.1.c: Let the fitness function of coeffi-
cients a and b be denoted by U («) such that the Lagrangian
of Bregman Projection [35] B («, @) be given by

< 1 in the acoustically stratified

(R, M) = B (a, &R) — tr (MTR) , (40)

where, A (-) denotes Lagrange’s cost function and tr (-)
denotes trace of vector matrix. Taking first differential of
Lagrange’s cost function, we have

a{r

AL

oR

3 {B (. &R) —1r (MTR)} 0
aR B

d{B(a,aR)} dir (MTR)
OR ~ 0R

(41)

=
=M

R

—o;U’ (o arg min (B));

—o;U" (v arg min ()); (t; — (e arg min (8);))
+U’ (¢ argmin (B)); «;

=M

= Z — [@iU" (a arg min (B)); (i — (« argmin (8);))]
— M (42)

Therefore, [U” (¢ argmin (B)) © (@ — (@ arg min (,B)))]T o=
-MT <0 = V" (a) <0, where,

V" (@) = [U” (@argmin (8)) © (@ — (@ argmin ()] «
(43)

O is the elementwise multiplication operator, and it holds true
when o — (@ argmin (8)) = 1.
Thus,

V' (o) A5 = [U” (@ argmin (B)) © I]T o
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Triangulation error after L1 norm minimization
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FIGURE 4. Triangulation based localization using L;-norm minimization.

= U (wargmin (B)) «

:> V// (a)(n.A.S) < 0 (44)

which shows that the insertion function has a local maxima
in case of acoustically unstratified channel.

Summarizing section 3, it has been shown that under the
conditions such as sparsity, boundedness and invertibility of
coefficients a and b, sensing matrix s and insertion matrix
V («), compressed sensing based retrieval of UASN localiza-
tion is feasible.

IV. SIMULATION RESULTS
Simulations were performed by recording actual position
of the target using Global positioning system (GPS) of a
smartphone, as the target moved from start point (denoted
by START P() or Y(i), “i” denoting the path sequence) as
shown in Figure 5. Sound Navigation & Ranging (SONAR)
measurements were then taken to record the range and bear-
ing of the target between the start point START P(i) and
end point END P(i). To ensure sparsity of the scenario, the
ranging paths were spread apart denoted by dotted yellow
lines, namely, Y1, Y2, Y3, Y4 and Y5, and the dotted pink
lines, namely, P1, P2 and P3. For computational convenience,
the start point for all the three pink paths were kept the same.
For a given target along one of the paths, the neighbor nodes
were assumed to be taken at the rest of the paths, distributed
randomly.

The nomenclature of various schemes are outlined as fol-
lows:

« Proposed method called Compressed-Sensing Malicious-
node Compensation (abbreviated as CS-MC)

o Triangulation method (abbreviated as C-TOL) [25]

o Forward Scan Sonar- Forward Seabed Elevation estima-
tion technique (abbreviated as FSS-FSE) [7]

« Fusion of unscented Kalman filter and Linear Kalman
filter for joint estimation of target (abbreviated as
UL-KEF fusion) [5]

Triangulation method [25] uses the concept of triangulation
uncertainty to determine the localization error of estimated
position. FSS-FSE technique [7] uses an acoustic approach
in the form of Sonar Scan readings in the two dimensional
underwater domain to estimate the distribution of seabed
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FIGURE 5. Target trajectory in a realistic UASN scenario.

elevation. UL-KF algorithm [5] jointly estimates underwater
positioning as well as sea drift with the fusion of Kalman filter
in positioning as well as sea drift with the fusion of Kalman
filter in case of multiple ranging. The performance metrics
are explained in brief as follows:
i Localization error: It is defined as the norm of the
error in positioning decided by actual coordinates
and the estimated coordinates, given by the formula:

L.E = mean <\/(ax — &) + (ay — &y)2) for actual

node positions (ax, ay) and estimated node positions
(6 ).

ii Localization ratio: This parameter is defined as the num-
ber of targets localized to the total number of targets.
If a.n,, denotes the number of anchor nodes and « is the
position of target, then the frequency of (L.E) < Im
denotes successful retrieval of target for a given set of
measurements from neighboring nodes.

iii Correlation function of actual and measured parameter:
Sparsity is affected by the amount of correlation in
possessed by the neighboring nodes and the target.

iv The Bias norm of target coordinates « is given by the
formula

max
Z Uijter

Bias = | ™= _ 4 (45)
1termax

where, &, denotes the triangulated position of the target
using m™ or n™ UAN or USN, respectively, a denotes the
actual coordinates of the target and the number of passes is
given by ifer.

A. DISCUSSION

1) LOCALIZATION ERROR

Localization error for the proposed scheme and the compared
methods is shown in Figure 6. The localization error due to
the proposed method is up to 20.69% lower than FSS-FSE
and up to 70.34% lower than UL-KF fusion method or the
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triangulation method. CS-MC achieves lower localization
error because of the ability to sense a sparsely deployed
scenario followed by discretization of grid vector which
enables easier categorization of target’s whereabouts. In the
next set of standard comparisons, Figure 7 demonstrates the
distribution of positioning errors in terms of the x-coordinate
and the y-coordinate for different path-trajectories in the form
of scatter-plots while employing the proposed CS-MC tech-
nique. It may be observed that most of the positioning errors
are negligible because the plots are centered around zero
on the x-axis. However, the y-axis plots are spread between
42 and —2 m, indicating that positioning is more prone to
error along the longitude if the anchor nodes are positioned
laterally beside the target position. Paths Y2, Y4 and Y5 are
positively skewed whereas path Y3 is negatively skewed. Path
Y1 shows negligible skewness, attributed to the presence of
anchor nodes which are completely non-overlapping with the
target trajectory, leading to uniform probability of positive as
well as negative errors. Skewness can be attributed to positive
or negative value of insertion vector coefficient. According to
Lemma 3.1.b, positive skewness denotes malicious behavior
in a subtractive sense, while negative skewness is an indi-
cation of abundance of additive sense of maximum possible
malice. In either case, the insertion function V («) remains
bounded as per equation (35). To denote the effect of Distance
of the target and the anchor nodes from stationary position on
the localization accuracy, a percentage error plot is presented
in Figure 8. In absence of any acoustic stratification, the
fitness function of the insertion matrix coefficients a and b,
given by U (o) undergoes Bregman’s Projection optimiza-
tion, which results in reduction of percentage error in posi-
tioning by 17.15% at a separation distance of 200m, 29.95%
at 400m, 45.61% at 600m, 42.46% at 800m before tapering
off to 5.08% at 1000m and 0.21% at 1200m as compared
to conventional insertion vector. It may also be observed
that effect of sparse sensing based localization is profound
up to 800m, but beyond that, the rate of localization failure
increases rapidly, which is more of a physical limitation rather
than the limitation of the proposed technique.

2) LOCALIZATION RATIO

Localization ratio is the ratio of the number of successful
attempts to the total number of attempts at localization in
a sensor node deployment scenario. Successful localization
attempt is counted as the one where the localization error is
less than the threshold. In present context, three thresholds
are shown: namely error < 1 m, error < 2 m and error
<3 m. As observed from the graph of Figure 9a, localization
ratio peaks at 75 hits for an insertion coefficient variance
of 1.995 and 58 hits for 2.512, using the proposed method.
In comparison, the FSS-FSE method manages 63 hits at
02 = 1.99 and 48 hits at 0> = 2.512 which is lower
than CS-MC by 16% and 17.24%, respectively. The per-
formance of UL-KF fusion is lower than CS-MC by 20%
and 18.96%, respectively. In Figure 9b, once the tolerance
for error is relaxed from < 1 m to < 2 m, it is observed
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that successful localization is achieved for a wider range of
insertion coefficient variations. Consequently, a non-zero hit
is observed for 1.259, 1.584, 1.995, 2.512, 3.162, 3.981 and
5.011, as compared to fewer variances of Figure9a. After
further relaxing the error bound, number of successful hits
saturates to 124 for 02 = 1.259 to 0> = 5.011, while
extending towards o> = 6.309 before tapering off to zero
for higher variances.

3) CORRELATION FUNCTION

The cross-correlation between insertion matrix when the tar-
get is on path Y with that of path P, is also calculated and
shown in Figure 10. For a distance of 1242 m from the start
position, path Y1 and P1 experiences peak correlation, indi-
cating difficulty in compressive sensing due to degradation of
sparsity between the node and the target. The reason could be
attributed to the weak fulfilment of equation (15) of Corollary
2.1.a, resulting in a weak search space 3. In comparison, paths
Y2 and P2 experience a correlation which is lower by 13.25%
at its peak. Further reduction of 8.84% and 9.93% is observed
for correlations of paths Y3 and P3 (abbreviated from now
on as (Y3,P3)) and paths (Y4,P4), respectively, as compared
to the correlation of path (Y2,P2), which indicates stronger
fulfilment of the search space  as mentioned in equation (13)
of Corollary 2.1.a.

Underwater paths performance is determined by cross cor-
relation of multiple paths Y1, Y2, Y3, Y4 and Y5, as shown
in Figure 11. The correlation peaks at 1.69 for paths (Y3,Y5)
at 398m and 952m, followed by 1.64 at 1535m for paths
(Y1,Y5). These points represent the worst-case scenario for
CS-MC algorithm and all other path trajectories follow a
similar pattern with peaks at more than one point. If just the
peaks are considered, then (Y1,Y5) is safer than (Y3,Y5)
by 3.24%. The possibility of estimated locations matching
with the discrete lattice points is the lowest for (Y3,Y5),
followed by an increase of 3.24% for (Y1,Y5), 5.01% for
(Y2,Y5), 10.74% for (Y3,Y4), 15.17% for (Y1,Y4), 16.58%
for (Y2,Y4), 27.86% for (Y1,Y3) etc.

The contour plot of insertion vector V () is given in
Figure 12. The coefficients a and b of insertion vector V (o)
are moderately negative for Y5 path measurements, denoted
by dark blue contours of moderate radius. For localization
to take place successfully, the alignment of insertion coeffi-
cient with lattice framework is crucial according to equation
(16) of Proposition 2.2.a. However, to satisfy the restricted
isometry property (RIP), if the insertion function is made
non-continuous, then number of hits with a given polarity
(positive or negative) would be useful metric that would
quantify the contours of Figure 12. Therefore, deeper blue
would mean more negative bias of the insertion function coef-
ficient, whereas lighter yellow would indicate positive bias of
insertion coefficients. Contours of large radius would indicate
more number of coefficients with the specified polarity, and
smaller radius would indicate fewer number of coefficients
of the insertion function of CS-MC. As observed from the
Figure 12, paths Y3 and P2 demonstrate distinct positive bias.
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FIGURE 6. Localization performance in terms of absolute positioning
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FIGURE 7. Scatter plot of positioning error using CS-MC technique.
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FIGURE 8. Error in estimating the insertion vector as a function of anchor
node distance.

Path Y5 on the other hand, exhibits inclination towards nega-
tive valued coefficients. Extremes of coefficients appear more
and more as the source to destination distance is increased.

4) BIAS NORM

A bias plot is computed in Figure 13 for various path trajec-
tories using the proposed CS-MC method. Using Bregman’s
projection method, the alignment of estimation coefficients
is the closest to the ideal fitness function of equation (40)
for Path Y3 followed by Y5. Consequently, the bias is the
least for Y3 as compared to other paths. Precisely, CS-MC
presents a reduction of 68.06%, 23.49%, 21.72% and 15.93%
over the worst case scenario, by paths Y3, Y5, Y4 and Y2,
respectively.
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FIGURE 9. Localization ratio with varying tolerance of error (a) less than
1m, (b) less than 2m, (c) less than 3m.
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FIGURE 10. Cross-correlation function for multiple path trajectories.
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FIGURE 12. Contour plot of insertion coefficients for different target
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To observe how erroneous estimation piles up with
successive measurements, cumulative Bias is plotted
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FIGURE 13. Bias plot of the proposed method for different target
trajectories.
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FIGURE 14. Cumulative Bias of CS-MC method as a function of number of
measurements.

in Figure 14 for paths Y1 though YS5. Once again, Y3 racks
up the lowest set of errors, followed by Y5. This gives us
a glimpse into future improvements to the proposed work by
reducing the cumulative effect of errors in case of underwater
sparse retrieval of location information. In terms of cumu-
lative Bias, the proposed method posts a savings of 69.9%,
29.82% and 19.79% by paths Y3, Y5 and Y4, respectively,
over the worst case scenario.

V. CONCLUSION

The authors established a compressed-sensing based local-
ization framework for estimating the target position in a
malicious and acoustically stratified medium with the help
of the proposed CS-MC Theorem. Compared to the unstrat-
ified acoustic path, the proposed method achieved improved
localization performance of at least 20.69% and a reduction
of percentage error by at least 17.15% up to 800m distance
of separation in terms of insertion vector. For the malicious
types discussed in the present context, the proposed method
exhibit lower node-metastasis by at least 16%. Incoherence
was measured and found to be improved up to 27.86% over
the conventional techniques, which meant that the CS-MC
Theorem could trap estimated positions more efficiently even
under node duress. Considering the fitness of the estimation
coefficients, the CS-MC method promised an upliftment of
at least 15% over the worst-case counterpart. Based on these
observations, the authors in the present work expect that
the proposed method using CS-MC model can effectively
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counter malicious effects of underwater acoustic nodes and
compensate for localization errors even in the presence of
node metastasis, as proven in Lemma 3.1.a-c. In the upcom-
ing work, further analysis shall be attempted in sparse node
geometries to achieve AU V-assisted compressed sensing and
acoustic positioning.

APPENDIX
There is no appendix.
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