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ABSTRACT Walking is a human need. Even when physical disabilities or social situations, such as the
COVID-19 pandemic, prevent people from walking, virtual reality can provide an opportunity for virtual
walking or travel. In this study, a virtual walking system was developed in which users view omnidirectional
movies while receiving scene-congruent vibrations to their left and right forefeet and heels. The timings
of foot vibrations were generated by estimating the camera motion trajectory with visual simultaneous
localization and mapping (visual SLAM) applied to four omnidirectional movies. Congruent vibration
patterns were prepared for four ground scenes.Modulation of walking-related sensations and groundmaterial
perceptions by congruent and incongruent vibrations was verified using psychological measurements. The
results showed that rhythmic foot vibration improved the sensations of self-motion, walking, leg action, and
telepresence irrespective of scene–vibration congruency. Moreover, congruent vibrations were better than
incongruent vibrations for walking-related sensations and telepresence in indoor corridors and snowy ground
scenes. The perception of ground materials was enhanced by scene-congruent vibrations, whereas it was
confused by scene-incongruent vibrations. These findings suggest that vibration patterns do not necessarily
need to match the ground exactly to induce virtual walking sensations; however, scene-congruent or similar
vibrations improve virtual walking sensations and ground material perception. By applying our methods,
we can convert various public omnidirectional movies into realistic virtual walking experiences.

INDEX TERMS Psychology, tactile perception, virtual reality, virtual walking, visual perception.

I. INTRODUCTION
Humans move with their feet to explore environments, look
for food, escape from threats, and communicate with others.
Walking is a basic human activity that improves human phys-
ical and mental health [1]–[3]. Factors such as feasibility,
accessibility, safety, comfort, and pleasure affect or can be
limiting factors to walking [4]. In terms of feasibility, for
example, persons with disabilities affecting their legs cannot
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walk. Others do not walk if the destination is too far, instead
using other forms of mobility, such as driving. In terms of
accessibility, for example, people walk if there are sidewalks
or trails. In terms of safety, local crime rates affect decision-
making about walking; moreover, the COVID-19 pandemic
has discouraged people from walking outside [5]–[7]. Virtual
reality can remove some of these limiting factors for walk-
ing, and hence, various virtual walking systems have been
developed [8], [9]. In particular, we aim to remove physical
limitation factors of uses so that we have developed a virtual
walking system for seated observers.
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Virtual walking systems can be categorized as active
[10]–[28] and passive [29]–[39] systems. In active virtual
walking systems, users move their body parts to produce
locomotion in virtual environments. Gestures accompany-
ing walking, such as virtual steps [10]–[13] or swinging
arms [14], [15], are used in the walk-in-place (WIP) method.
Locomotion by which the body leans in the appropriate direc-
tion is another WIP gesture [16], [17]. An omnidirectional
treadmill makes natural walking motion possible [18]–[20].
Other devices to enable walking motions with actuators
have been developed, such as foot-supporting arms [21],
moving tiles [22], and rotating large spheres [23]. Mapping
the cycling biomechanics of the legs of users to virtual
walking has been proposed [24]. A walking system with
low-friction shoes on a dish-shaped apparatus has been devel-
oped [25], [26] and made commercially available, such as
Virtuix Omni One. The redirection technique manipulates the
route of a user walking in a virtual environment to cause
the virtual path to deviate from the real-world path, so that
users can walk in infinite space within a limited physi-
cal space [27], [28]. These active virtual walking systems
work by combining visual and other sensory displays, such
as immersive or head-mounted displays. A rich sensation
of walking can be induced by these systems because the
motor commands and proprioception of users are included.
However, people with walking disabilities cannot use these
systems, and some of the systems are large and cannot be used
at home. Passive walking systems provide a virtual walking
opportunity for persons with walking disabilities and can be
built inexpensively.

Passive virtual walking systems utilize sensory stimuli
and/or passive movement of the limbs or body. Visually
induced self-motion perception (vection) is one of the
most popular sensory phenomena for locomotion in vir-
tual environments [40], [41]. Vection has been investigated
extensively in perceptual psychology [42], [43], and similar
illusory self-motion perception can be induced by auditory
stimuli [44]–[47] and by a combination of auditory and tac-
tile stimulations [42]. Vection requires global visual motion
in a large field [48]–[50]. It is dominated by background
motion rather than foreground motion [51], [52] and unat-
tended motion rather than attended motion [53]. Perspec-
tive jitter [54], [55] and naturalistic scenes [56] enhance
vection strength. Most passive virtual walking systems for
seated users combine vection with other sensory displays.
Lécuyer et al. [29] simulated camera motion as perspective
jitter to induce a walking sensation, and Terziman et al. [30]
utilized artificial visual and tactile vibrations corresponding
to footsteps during virtual walking (the ‘‘King-Kong effect’’).
The FiveStar or Five Senses Theatre system [32] presents
proprioceptive and tactile sensations of the body passively
evoked by actuators, in addition to multisensory stimuli, such
as vision, audition, air flow, and smells. Electrical stimulation
of the muscles of the legs [33] and small motions of the lower
limbs [34] or the entire body [35] by mechanical actuators
can elicit a virtual walking sensation. Kruijff et al. [36] used

visual, auditory, and tactile stimulation of the feet to simulate
footsteps, and showed that vection can be enhanced in a
leaning-based locomotion interface with these stimulations.
Kitazaki et al. [37] captured visual motion images of an
actual walker with footstep timings and presented the cap-
tured optic flowwith foot vibrations that were synchronous to
the oscillating optic flow and footstep to seated participants.
In addition to the sensation of self-motion, the sensations of
walking, leg action, and telepresence were enhanced by the
synchronous foot vibrations. Walking avatars induced an illu-
sory sense of agency over walking for seated participants [57]
and enhanced virtual walking sensations [38], [39].

Omnidirectional movies or 360◦ movies [58]–[60] are
becoming popular and are in the public domain on Internet
websites and YouTube. These movies can be made using con-
sumer 360◦ cameras, such as RICHO THETA and Insta360.
If these omnidirectional movies are used in a virtual walk-
ing system, virtual travels to various places in the world
can be offered to anyone. To realize this, it is necessary to
estimate the motion trajectories of the camera/viewpoint in
the movies. Visual simultaneous localization and mapping
(visual SLAM) can be applied for this estimation [61]–[63].

Regarding vibration patterns during walking,
Terziman et al. [30] compared two vibration models (one
contact of heel strike and two contacts of both heels strike and
toe strike) and found that the sensation of walking was better
with only one contact of the foot rather than two. Regarding
the ground materials during walking, Turchet et al. [31] used
different vibration patterns depending on the ground material
(snow, forest floor, and sand). Humans’ haptic perception
of ground compliance is affected by vibration amplitude,
waveform, amplitude envelope, and frequency distribution of
the feet during walking [64]. However, Kitazaki et al. [37]
applied identical foot vibrations to three different ground
scenes. Because humans optimally integrate visual and hap-
tic information [65]–[68], the walking sensation can be
enhanced by presenting foot vibrations congruent with the
ground scene. However, whether vibration patterns congruent
with the ground materials improve virtual walking sensations
or scene-incongruent vibration patterns cause virtual walking
sensations to deteriorate has not been investigated.

The aim of this study was to develop a virtual walking
system for seated users, enabling them to experience virtual
walking in various scenes, even if they have physical disabil-
ities or are prevented from walking outside. For this purpose,
a virtual walking system based on omnidirectional movies
was developed by estimating the motion trajectory of a virtual
viewpoint/camera with visual SLAM and adding rhythmic
foot vibrations. Then, whether the walking-related sensations
weremodulated by the congruency between the visual ground
scene and the vibration patterns was tested, as well as whether
the congruent and incongruent vibration patterns affected the
perception of the ground materials. We hypothesized that
both the walking-related sensations and the perception of
the ground materials would be improved when the vibration
patterns were congruent with the visual ground scene.
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FIGURE 1. Overview of the virtual walking system. Visual stimuli were
presented on an HMD controlled by a computer, which also controlled
and presented tactile stimuli thought the vibration system on the feet.
A noise cancelling headphone was used to eliminate sound from the
vibration system.

II. METHODS
A. PARTICIPANTS
Fourteen volunteers participated in the experiment — all
male, mean 21.64 years old ±0.81 standard deviation (SD).
Their anthropometric data were obtained from thirteen par-
ticipants, whereas one participant declined to provide the
data — mean height 1.71 m ± 0.04 SD, mean weight
61.69 kg ± 10.22 SD, mean Body Mass Index (BMI)
21.19 kg/m2

± 3.51 SD. The sample size was determined by
a power analysis: a medium effect size f= 0.25, alpha= 0.05,
power = 0.8, and repeated measures of analysis of variance
(ANOVA) — four movie conditions × three vibration con-
ditions — using G ∗ Power 3.1 [69], [70]. All participants
had normal binocular vision and physical abilities. They
gave written informed consent before the experiment. All
experiments were approved by the Ethical Committee for
Human-Subject Research at Toyohashi University of Tech-
nology and were performed in accordance with the commit-
tee’s guidelines and regulations.

B. APPARATUS
A computer (Intel Core i7 10700 CPU, NVIDIA GeForce
RTX 2070 Super Graphics, DDR4 32GBmemory) controlled
the visual and tactile stimuli using Unity (2018.4.28f1).
Visual stimuli were presented on a head-mounted display
(HMD) (Figure 1): HTC VIVE, resolution 1080 [width] ×
1200 [height] pixels for each eye, refresh rate of 90 Hz.
Tactile stimuli were presented to the left and right forefeet
and heels of the participants through four vibro-transducers
(Acouve Lab Vp408). These vibro-transducers were mounted
on acrylic plates separately and suspended from aluminum
frames by springs to prevent vibrations from being trans-
mitted to other parts, while the midfeet of participants
were supported by wood plates that were connected to the

FIGURE 2. The foot vibration systems. Four vibro-transducers presented
vibrations on the left and right forefeet and heels. The vibro-transducers
were suspended from aluminum frames by springs to prevent vibrations
from transmitting to other parts.

aluminum frames (Figure 2). The vibro-transducers were
driven by a multichannel power amplifier (Behringer
EPQ304, 40 W (8�× 4 ch) and a multichannel preamplifier
(Behringer FCA1616, input 16 ch, output 16 ch) connected
to the computer. The amplitude of vibration was fixed during
the experiments and sufficiently strong for all participants to
feel vibrations while wearing socks. White noise (70 dBA)
was presented to the participants through a noise-canceling
headphone (SONY WH-1000XM4) to prevent participants
from hearing sounds from the vibro-transducers. The system
latency was as high as 11.11 ms.

C. STIMULI AND CONDITIONS
1) VISUAL STIMULI
Four omnidirectional motion scenes with different grounds
(indoor corridor, grassy ground, concrete paved road, and
snowy ground) were used (Figure 3; see Supplementary
video). We chose these different grounds based on previ-
ous studies on the perception of ground materials during
walking [64], [71], [72]. Giordano et al. [71], [72] showed
that humans can discriminate solid materials from aggregate
materials using only haptic sensations on feet during walking,
and the perception of ground compliance depends on the
vibration patterns on the feet during walking [64]. Thus,
we prepared a variety of grounds with different solidness and
compliance; the indoor corridor was the most solid, followed
by the concrete paved road. The grassy ground was less
solid, and the snowy ground was the softest. We predicted
that participants could discriminate between these ground
materials using only haptic sensations.

Three scenes (indoor corridor, grassy ground, and con-
crete paved road) were captured on the campus of Toyohashi
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FIGURE 3. Example images of four visual stimuli: (A) indoor corridor scene, (B) grassy ground scene, (C) concrete paved road scene, and (D) snowy
ground scene.

FIGURE 4. Amplitude profile of vibrations: (A) indoor corridor scene, (B) grassy ground scene, (C) concrete paved road scene, and (D) snowy ground
scene.

University of Technology, Aichi, Japan, using a commer-
cial 360◦ camera (RICOH THETA Z1, 3840 [width] ×
1920 [height], pixel resolution, 29.97 fps) with a camera
gimbal (DJI RONIN SC). The snow ground scene was taken
from YouTube [73] because it was not possible to capture
a snow scene at the test site. All movies were captured by
a walking person holding the 360◦ camera in their hand.
All scenes were forward-moving images at an approximately
constant speed (1.26–1.41 m/s, depending on the scene) for
30 s. Omnidirectional motion images were presented on the
inside surface of a sphere, Skybox (Unity 2018.4), and the
viewpoint of the participant was located at the center of
the sphere. There were no binocular disparities.

2) TACTILE STIMULI
The vibro-transducer presented vibrations by receiving sound
inputs. Four footstep sounds were prepared that matched
the ground materials of the scenes (indoor corridor, grassy
ground, concrete paved road, and snowy ground, Figure 4).
The sounds were chosen from the source asset of Unity —
Floor of Classic Footstep SFX, Footstep (Grass), Ground of
Classic Footstep SFX, and Footstep (Snow) respectively for
the indoor corridor, grassy ground, concrete paved road, and
snowy ground scenes. The duration of the vibrations was
400 ms. The transition of the camera position and rotation
information in the movies was estimated using OpenVS-
LAM [63]. From the estimated camera motions, left and
right (two-channel) footstep timings were generated for each
movie with a constant step distance (81 cm/step). Thus, the
walking speed depended on the transition speed of the scene

(1.56–1.74 steps/s). This timing generation was not in real
time but was automatically calculated before the experiment.
These two-channel vibration timings were converted to four
channels (the left and right forefeet and heels) by adding a
105-ms difference between respective contacts with the heel
and forefoot.

3) CONDITIONS
The experimental conditions were combinations of four
different ground scenes (indoor corridor, grassy ground,
concrete paved road, and snowy ground) and three
scene–vibration congruency conditions with within-subject
design. The scene–vibration congruency conditions consisted
of congruent, incongruent, and no-vibration conditions. In the
congruent condition, each vibration was matched to the
ground type in the scene. In the incongruent condition, one
from the three non-matching vibrations was randomly chosen
and presented to the scene. In the no-vibration condition,
no vibration was presented, and only the visual scene was
presented.

4) QUESTIONNAIRE
Participants were asked to complete two sets of question-
naires (Figure 5). The first consisted of descriptions regarding
walking-related and telepresence sensations (Figure 5A).

W1. I felt as if my whole body was moving forward (self-
motion).

W2. I felt as if I was walking forward (walking sensation).
W3. I felt as if my feet were striking the ground (leg action).
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FIGURE 5. Two questionnaires. Participants were asked to respond to
each item with the visual analog scale (VAS). The order of items in each
questionnaire was randomized for each trial. (A) An example of response
screen of questionnaire items on walking-related and telepresence
sensations. (B) An example of response screen of questionnaire items on
ground material perception.

W4. I felt as if I were actually there in the scene
(telepresence).

These characterizations were based on previous stud-
ies [37], [38]. The order of items was randomized for each
trial. The responses of participants were obtained using a
visual analog scale (VAS). A line was presented on a screen,
and the leftmost side of the line implied no sensation, whereas
the right side of the line implied the same sensation as in the
actual walking experience. The data were digitized from 0 to
100 for the analysis.

The second questionnaire consisted of choices between
four pairs of contrasting adjective characterizations regarding
ground materials (Figure 5B). These were selected based on
the results of a preliminary experiment in which eight pairs
of adjectives were used; Cronbach’s coefficient α was used
to eliminate similar items amongst the set ‘‘smooth–rough,
soft–hard, wet–dry, slippery–sticky, fragile–tough, sinking–
bouncing, shallow–deep, and sparse–dense,’’ in order to
improve the measure of scale reliability.

The four pairs that were used were as follows:
G1. Smooth–Rough
G2. Soft–Hard
G3. Wet–Dry
G4. Slippery–Sticky
The order of the items was randomized for each trial. The

participants were asked to identify, via a VAS, the feeling
of the ground materials that they experienced in each trial.
A line was presented on a screen. The leftmost side of the line
indicated one adjective, and the right side of the line indicated
the other adjective. The data were digitized from−50 to+50
for the analysis.

D. PROCEDURE
The participants sat on a chair while wearing HMDs and
placed their feet on a foot vibration system (see Figure 1).
The position and height of the foot vibration system were
adjusted for each participant to receive sufficiently strong
tactile stimuli before the experiments. They wore noise-
canceling headphones to prevent hearing the sounds of the
vibro-transducers. Each trial consisted of a blank screen (5 s),
a fixation cross (5 s), and a stimulus presentation (30 s). Par-
ticipants performed 48 trials (four ground types× three vibra-
tion congruency conditions × four repetitions) in random
order.

E. STATISTICAL ANALYSIS
The VAS data of walking-related sensations (self-motion,
walking sensation, leg action sensation, and telepresence)
were digitized between 0–100 for statistical analysis. The
VAS data for ground perception (pairs of adjectives: G1.
smooth–rough, G2. soft–hard, G3. wet–dry, G4. slippery–
sticky) were digitized between −50 to +50 for statis-
tical analysis. Statistical tests were performed with the
R 4.1 software. First, normality of data was tested using the
Shapiro–Wilk test α = 0.05). If the data did not vio-
late the normality (p > 0.05), a two-way repeated mea-
sures ANOVA was performed (four ground types × three
vibration congruency conditions). If the data violated the
normality test (p < .05), a two-way repeated measures
ANOVA was performed with an aligned rank transformation
(ANOVA with ART) procedure [74] as a non-parametric
test. Then, we performed an analysis of simple main effects
and a post-hoc multiple-comparison analysis as necessary.
For parametric data, if there was a lack of sphericity with
Mendoza’s multisample sphericity test, the reported values
were adjusted using the Greenhouse–Geisser correction [75].
Shaffer’s modified sequentially rejective Bonferroni proce-
dure was applied for post-hoc multiple comparisons. For
non-parametric data, Tukey’s method with Kenward–Roger
degrees of freedom approximation [76] was applied for
post-hoc multiple comparison analysis.

III. RESULTS
A. WALKING-RELATED AND TELEPRESENCE SENSATIONS
1) SELF-MOTION SENSATION
For the self-motion sensation (Figure 6A), ANOVA with
ART revealed a significant main effect of scene–vibration
congruency (F (2, 26) = 19.00, p < .0001, η2p = 0.60) and
the interaction between the ground scene and scene–vibration
congruency (F (6, 78) = 3.23, p = .007, η2p = 0.20).
The analysis of the simple main effects showed that the

effects of scene–vibration congruency were significant in all
ground scenes (indoor: F (2, 26) = 18.28, p < .0001, η2p =
0.58; grass: F (2, 26)= 9.69, p= .0007, η2p = 0.43; concrete:
F (2, 26) = 8.92, p = .001, η2p = 0.41; snow: F (2, 26) =
23.75, p< .0001, η2p = 0.65), while the effect of the different
ground scenes was significant in the congruent condition
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FIGURE 6. Results of walking-related and telepresence sensations: (A) self-motion sensation,
(B) walking sensation, (C) leg action sensation, and (D) telepresence. The horizontal axis indicates four
different ground scenes. The vertical axis indicates the value of digitized VAS (0–100). A box indicates
the range between Q1 (25%) and Q3 (75%), the thick line in the box indicates the median, and a set of
whiskers indicates the maximum and minimum values. ∗ indicates p < .05.

(congruent: F (3, 39) = 5.60, p = .0027, η2p = 0.30), but not
significant in the incongruent and the no-vibration conditions
(incongruent: F (3, 39) = 0.47, p = .71, η2p = 0.035; no-
vibration: F (3, 39) = 1.31, p = .29, η2p = 0.091).

For all ground scenes, the scores for the congruent and
incongruent conditions were significantly higher than those
for the no-vibration condition. The score for the congruent
condition was significantly higher than for the incongruent
condition only for the snowy ground scene (Table 1A). The
scores for the indoor-scene condition and snowy-scene con-
dition were significantly higher than for the grassy-scene
condition only in the scene–vibration-congruent condition
(Table 2A).

2) WALKING SENSATION
For the walking sensation (Figure 6B), the ANOVA with
ART revealed a significant main effect of scene–vibration
congruency (F (2, 26) = 49.45, p < .0001, η2p = 0.79) and
the interaction (F (6, 78) = 2.98, p = .011, η2p = 0.19).
The analysis of the simple main effects showed that the

effects of scene–vibration congruency were significant in all
the ground scenes (indoor: F (2, 26) = 48.65, p < .0001,
η2p = 0.79; grass: F (2, 26) = 32.07, p < .0001, η2p = 0.71;
concrete: F (2, 26) = 28.50, p < .0001, η2p = 0.69; snow:

F (2, 26) = 46.97, p < .0001, η2p = 0.78), whereas the
effects of the different ground scenes were significant in the
congruent vibration conditions (congruent: F (3, 39) = 5.79,
p = .002, η2p = 0.31) but not significant in the incongruent
and no-vibration conditions (incongruent: F (3, 39) = 0.83,
p = .48, η2p = 0.060; no-vibration: F (3, 39)= 0.85, p = .47,
η2p = 0.062).
For all ground scenes, the scores for the congruent and

incongruent conditions were significantly higher than those
for the no-vibration condition. For the indoor-scene, the score
for the congruent condition was significantly higher than that
for the incongruent condition (Table 1B). The scores for the
indoor-scene and snowy-scene conditions were significantly
higher than for the grassy-scene condition only in the scene–
vibration-congruent condition (Table 2B).

3) LEG ACTION SENSATION
For leg action sensation (Figure 6C), ANOVA with ART
revealed significant main effects of the ground scene
(F (3, 39)= 5.51, p= .0030, η2p = 0.30) and scene–vibration
congruency (F (2, 26) = 78.47, p < .0001, η2p = 0.86), and
the interaction (F (6, 78) = 4.31, p = .0008, η2p = 0.25).
The analysis of the simple main effects showed that the

effects of scene–vibration congruency were significant in all
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TABLE 1. The post hoc multiple-comparison analysis of the simple effects
of the scene-vibration congruency condition for each ground scene.

the ground scenes (indoor: F (2, 26) = 57.01, p < .0001,
η2p = 0.81; grass: F (2, 26) = 47.15, p < .0001, η2p = 0.78;
concrete: F (2, 26) = 42.33, p < .0001, η2p = 0.77; snow:
F (2, 26) = 54.11, p < .0001, η2p = 0.81), whereas the
effects of the different ground scenes were significant in the
congruent vibration conditions (congruent: F (3, 39) = 9.67,
p < .0001, η2p = 0.43) but not significant in the incongruent
and no-vibration conditions (incongruent: F (3, 39) = 1.82,
p = .16, η2p = 0.12; no-vibration: F (3, 39) = 0.20, p = .90,
η2p = 0.015).

For all ground scenes, the scores for the congruent and
incongruent conditions were significantly higher than those
for the no-vibration condition. For the indoor and snowy
ground scenes, the scores for the congruent condition were
significantly higher than those for the incongruent condition
(Table 1C). The scores for the indoor-scene, concrete-scene,

TABLE 2. The post hoc multiple-comparison analysis of the simple effects
of the scene difference for the scene at the congruent condition.

and snowy-scene conditions were significantly higher than
for the grassy-scene condition only in the scene–vibration-
congruent condition (Table 2C).

4) TELEPRESENCE SENSATION
For telepresence (Figure 6D), ANOVA with ART revealed
significant main effects for the ground scene (F (3, 39) =
4.70, p = .0068, η2p = 0.27), scene–vibration congruency
(F (2, 26) = 13.07, p = .0001, η2p = 0.50), and interaction
(F (6, 78) = 2.77, p = .017, η2p = 0.18).
The analysis of the simple main effects showed that the

effects of the scene–vibration congruency were significant in
all the ground scenes (indoor: F (2, 26) = 9.44, p = .0008,
η2p = 0.42; grass: F (2, 26) = 8.20, p = .0017, η2p = 0.39;
concrete: F (2, 26) = 9.94, p = .0006, η2p = 0.43; snow:
F (2, 26) = 15.22, p < .0001, η2p = 0.54), whereas the
effects of the different ground scenes were significant in the
congruent vibration conditions (congruent: F (3, 39) = 6.33,
p = .001, η2p = 0.33) but not significant in the incongruent
and no-vibration conditions (incongruent: F (3, 39) = 0.39,
p = 0.76, η2p = 0.029; no-vibration: F (3, 39) = 1.61,
p = .20, η2p = 0.11).
For all ground scenes, the scores for the congruent and

incongruent conditions were significantly higher than those
for the no-vibration condition. The score for the congruent
condition was significantly higher than for the incongruent
condition only for the snowy ground scenes (Table 1D). The
scores for the indoor-scene and snowy-scene conditions were
significantly higher than for the grassy-scene condition only
in the scene–vibration-congruent condition (Table 2D).
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5) SUMMARY OF WALKING-RELATED SENSATIONS AND
TELEPRESENCE
In summary, the rhythmic foot vibration improved sen-
sations of self-motion, walking, leg action, and telepres-
ence regardless of its congruency with the ground scene;
the congruent vibrations were better than the incongruent
(scene unmatched) vibrations for self-motion sensation in the
snowy scene, for walking sensation in the indoor scene, for
leg-action sensation in both the indoor and snowy scenes, and
for telepresence in the snowy scene. In the scene-congruent
vibration condition, the indoor and snowy scenes were better
than the grassy scene for self-motion, walking, and telepres-
ence sensations, and the indoor, concrete, and snowy scenes
were better than the grassy scene for the leg-action sensations.

B. GROUND PERCEPTION
1) SMOOTH–ROUGH PERCEPTION
For the ground perception of smoothness and roughness
(Figure 7A), ANOVA revealed significant main effects of
the ground scene (F (3, 39) = 26.77, p < .0001, η2p =
0.67), scene–vibration congruency (F (1.22, 15.86) = 7.09,
p = .013, η2p = 0.35), and interaction (F (6, 78) = 10.63,
p < .0001, η2p = 0.45).
An analysis of the simple main effects showed that the

effects of the scene–vibration congruency were significant in
all the ground scenes (indoor: F (2, 26) = 12.20, p = .0002,
η2p = 0.48; grass: F (1.37, 17.82) = 6.58, p = .013, η2p =
0.34; concrete: F (2, 26) = 5.04, p = .014, η2p = 0.28; snow:
F (1.38, 17.99) = 11.20, p = .0018, η2p = 0.46), whereas
the effects of the different ground scenes were significant
in the congruent and the no-vibration conditions (congruent:
F (1.86, 24.21)= 35.80, p< .0001, η2p = 0.73; no-vibration:
F (1.22, 15.91) = 9.58, p = .0049, η2p = 0.42) but not sig-
nificant in the incongruent vibration condition (incongruent:
F (3, 39) = 1.99, p = .13, η2p = 0.13).

The indoor scenewas perceived as generally smooth, rather
than rough and smoother in the scene–vibration-congruent
and no-vibration conditions than in the incongruent condi-
tion. The grassy ground scene was perceived to be rough in
the congruent condition, neutral in the incongruent condition,
and smooth in the no-vibration condition. The concrete road
scene was perceived as generally smooth rather than rough,
and there was no significant difference between the vibration
conditions (p > .05). The snowy scene was perceived to be
rough in the congruent condition, neutral in the incongruent
condition, and smooth in the no-vibration condition. The
details are listed in Table 3A.

The grassy ground and the snowy ground scenes were
perceived as significantly rougher than the indoor and con-
crete road scenes in the scene–vibration-congruent condition
(Table 4A).

2) SOFT–HARD PERCEPTION
For the ground perception regarding softness and hardness
(Figure 7B), ANOVA with ART revealed a significant main

TABLE 3. The post hoc multiple-comparison analysis of the simple effects
of the scene-vibration congruency condition for each ground scene.

effect of the ground scene (F (3, 39) = 47.07, p < .0001,
η2p = 0.78) and the interaction (F (6, 78)= 25.14, p< .0001,

η2p = 0.66).
The analysis of the simple main effects showed that the

effects of the scene–vibration congruency were significant
in the all ground scenes (indoor: F (2, 26) = 18.53, p <
.0001, η2p = 0.59; grass: F (2, 26) = 17.11, p < .0001,
η2p = 0.57; concrete: F (2, 26)= 12.37, p= .0002, η2p = 0.49;
snow: F (2, 26) = 33.72, p < .0001, η2p = 0.72), whereas
the effect of the different ground scenes was significant both
in the congruent and the no-vibration conditions (congruent:
F (3, 39) = 58.10, p < .0001, η2p = 0.82; no-vibration:
F (3, 39)= 22.70, p< .0001, η2p = 0.64) but not significant in
the incongruent vibration condition (incongruent: F (3, 39)=
1.58, p = .21, η2p = 0.11).
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FIGURE 7. Results of ground material perception for each pair of adjectives: (A) smooth–rough, (B) soft–hard,
(C) wet–dry, and (D) slippery–sticky. The horizontal axis indicates the value of digitized VAS (−50 to +50) for
each pair of adjectives. The vertical axis indicates four ground scenes. A box indicates the range between Q1
(25%) and Q3 (75%), the thick line in the box indicates the median, and a set of whiskers indicates the
maximum and minimum values. ∗ indicates p < .05.

TABLE 4. The post hoc multiple-comparison analysis of the simple effects
of the scene difference for the scene at the conaruent condition.

The indoor scene was perceived as generally hard, rather
than soft and harder in the scene–vibration congruent condi-
tion than in the incongruent and no-vibration conditions. The

grassy ground scene was perceived to be soft in the congruent
condition, neutral in the no-vibration condition, and hard
in the incongruent condition. The concrete road scene was
perceived as generally hard, rather than soft and harder in the
congruent condition than in the incongruent and no-vibration
conditions. The snowy scene was perceived to be softer in the
congruent condition than in the no-vibration condition and
slightly harder in the incongruent condition. The details are
listed in Table 3B.

The indoor and concrete road scenes were perceived as
significantly harder than the grassy ground and snowy ground
scenes both in the scene–vibration-congruent condition and
in the no-vibration condition (Table 4B).

3) WET–DRY PERCEPTION
For the ground perception regarding wetness and dryness
(Figure 7C), ANOVA with ART revealed a significant main
effect of the ground scene (F (3, 39) = 19.64, p < .0001,
η2p = 0.60) and the interaction (F (6, 78) = 9.31, p < .0001,
η2p = 0.42).
Analysis of the simple main effects showed that the effects

of the scene–vibration congruency were significant in all the
ground scenes except for the grassy ground scene (indoor: F
(2, 26) = 7.83, p = .0022, η2p = 0.38; grass: F (2, 26) =
2.42, p = .11, η2p = 0.16; concrete: F (2, 26) = 9.92,
p = .0006, η2p = 0.43; snow: F (2, 26) = 9.62, p = .0007,
η2p = 0.43), whereas the effects of the different ground
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scenes were significant in all vibration conditions (congruent:
F (3, 39) = 24.97, p < .0001, η2p = 0.66; incongruent:
F (3, 39) = 2.98, p = .043, η2p = 0.19; no-vibration:
F (3, 39) = 11.90, p < .0001, η2p = 0.48).

The indoor scene was perceived as generally dry, rather
than wet, and dryer in the scene–vibration-congruent condi-
tion than in the incongruent and the no-vibration conditions.
The grassy ground scene was generally perceived as dry,
rather than wet, and there were no differences between the
vibration conditions. The concrete road scene was perceived
to be dryer in the congruent condition than in the incon-
gruent and no-vibration conditions. The snowy scene was
perceived to be wetter in the congruent condition than in
the no-vibration and incongruent conditions. The details are
listed in Table 3C.

The indoor and concrete road scenes were perceived as
significantly dryer than the grassy and snowy ground scenes,
and the grassy ground scene was perceived to be dryer than
the snowy ground scene in the scene–vibration-congruent
condition. In the incongruent vibration condition, the grassy
ground scene was perceived to be dryer than the snowy
ground scene. In the no-vibration condition, the indoor and
grassy ground scenes were perceived to be dryer than the
snowy ground scene, and the concrete road scene was per-
ceived to be dryer than the snowy ground scene. The details
are presented in Table 4C.

4) SLIPPERY–STICKY PERCEPTION
For the ground perception of slipperiness and stickiness
(Figure 7D), ANOVA with ART revealed significant main
effects of the ground scene (F (3, 39) = 4.83, p = .006,
η2p = 0.27), scene–vibration congruency (F (2, 26) = 13.75,
p < .0001, η2p = 0.51), and interaction (F (6, 78) = 4.19,
p = .001, η2p = 0.24).

The analysis of the simple main effects showed that the
effects of the scene–vibration congruency were significant in
all the ground scenes (indoor: F (2, 26) = 11.03, p = .0003,
η2p = 0.46; grass: F (2, 26) = 4.23, p = .026, η2p = 0.25;
concrete: F (2, 26) = 6.20, p = .006, η2p = 0.32; snow:
F (2, 26) = 11.73, p = .0002, η2p = 0.47), whereas the effect
of the different ground sceneswas significant in the congruent
and the no-vibration conditions (congruent: F (3, 39)= 7.82,
p = .0003, η2p = 0.38; no-vibration: F (3, 39) = 7.79,
p = .0003, η2p = 0.37) but not significant in the incongruent
vibration condition (incongruent: F (3, 39) = 0.47, p = .71,
η2p = 0.035).

The indoor scene was perceived as more slippery in the
no-vibration condition than in the scene–vibration congruent
and incongruent conditions. The grassy ground scene was
perceived to be stickier in the congruent condition than in
the no-vibration condition. The concrete road scene was
perceived to be more slippery in the no-vibration condition
than in the incongruent condition. The snowy scene was
perceived as stickier in the congruent condition, neutral in

the incongruent condition, and slippery in the no-vibration
condition. The details are presented in Table 3D.

The grassy and snowy ground scenes were perceived
as significantly stickier than the indoor and concrete road
scenes in the scene–vibration-congruent condition. In the no-
vibration condition, the concrete road scene was perceived
to be more slippery than the grassy ground scene, and the
indoor scene was perceived to be more slippery than the
grassy and snowy ground scenes. The details are presented in
Table 4D.

5) SUMMARY OF GROUND PERCEPTION
Scene-congruent vibrations enhanced the perception of
ground materials. The indoor scene was perceived to be
harder and dryer with congruent vibration than in the
no-vibration condition (Figure 8A). The grassy ground scene
was perceived as softer and stickier with congruent vibration
than in the no-vibration condition (Figure 8B). The con-
crete road scene was perceived to be harder and dryer
with congruent vibration than in the no-vibration condi-
tion (Figure 8C). The snowy ground scene was perceived as
rougher, softer, wetter, and stickier with congruent vibration
than in the no-vibration condition (Figure 8D). However,
the scene-incongruent vibration caused the perception of the
ground materials to deteriorate. For example, grassy and
snowy ground scenes were perceived to be harder with incon-
gruent vibration than with congruent vibration or without
vibration.

IV. DISCUSSION
A. SUMMARY OF RESULTS
The timings of footsteps were generated using motion trajec-
tory estimation with OpenVSLAM applied to four omnidi-
rectional movies. Scene-congruent/matched vibrations were
prepared for the four ground scenes. Then, the effects of
congruent and incongruent vibrations onwalking-related sen-
sations and ground material perceptions were investigated
using psychological measurements. The results showed that
rhythmic foot vibration improved sensations of self-motion,
walking, leg action, and telepresence with congruent and
incongruent vibrations. Moreover, congruent vibrations were
better than incongruent vibrations for self-motion sensation
in snowy scenes, walking sensation in indoor scenes, leg
action sensation in indoor and snowy scenes, and telepres-
ence in snowy scenes. The perception of ground materials
was enhanced by scene-congruent vibrations. The indoor
scene was perceived to be harder and dryer, the grassy
ground scene was perceived as softer and stickier, the con-
crete road scene was perceived as harder and dryer, and the
snowy ground scene was perceived to be rougher, softer,
wetter, and stickier with the congruent vibration than the no-
vibration condition. However, ground perception was con-
fused by scene-incongruent vibrations, so that the grassy
and snowy ground scenes were perceived to be harder with
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FIGURE 8. Results of ground material perception for each ground scene (replot of Figure 7): (A) indoor corridor scene,
(B) grassy ground scene, (C) concrete paved road scene, and (D) snowy ground scene. The horizontal axis indicates the
value of digitized VAS (−50 to +50) for each pair of adjectives. The vertical axis indicates different pairs of adjectives.
A box indicates the range between Q1 (25%) and Q3 (75%), the thick line in the box indicates the median, and a set of
whiskers indicates the maximum and minimal values. ∗ indicates p < .05.

incongruent vibration than congruent vibration or without
vibration.

B. SCENE-CONGRUENT VIBRATIONS IMPROVE VIRTUAL
WALKING
The sensations of self-motion, walking, leg action, and telep-
resence were improved by scene-congruent vibrations over
incongruent vibrations depending on the scene. This effect
was strongest in the snowy ground scene. The vibrations of
the snowy scene contained a prolonged, moderate compo-
nent (0.02–0.15 s) followed by a second, weaker compo-
nent (0.23–0.36 s) (see Figure 4D). It is speculated that the
vibration pattern of the snowy-scene vibrations was char-
acteristic in comparison with the other vibrations, so that
its effect was stronger than in the other scenes. Generally,
rhythmic foot vibrations enhance walking-related sensations
and telepresence regardless of scene–vibration congruency.
This result suggests that it is unnecessary for virtual walking
experience to present exact vibration patterns matched to
the ground materials; rather, rhythmic timings simulating the
foot striking the ground are important, as shown in previous
studies [30], [37], [38]. Kitazaki et al. [37] reported that sen-
sations of self-motion, walking, leg action, and telepresence
were perceived better from an oscillating visual flow with
synchronized foot vibrations than with randomized-timing
vibrations, and that a 250-ms delay of foot vibrations with
respect to the scenes caused the walking-related sensations

to deteriorate. Thus, the present results are consistent with
those of previous studies. In addition, it is suggested that
scene-congruent vibration patterns improve virtual walking
experiences.

C. SCENE-CONGRUENT VIBRATIONS ENHANCE
PERCEPTION OF GROUND MATERIALS
The results of this study indicated that scene-congruent vibra-
tions modulated the perception of ground materials appropri-
ately, as expected, in different scenes. This could be caused
by the ground compliance perception based on the foot vibra-
tion patterns [64] and a human multimodal integration pro-
cess [65], [66]. Tactile sensations on the feet during walking
depend on the materials of the shoes and socks, conditions
of the skin, and types of leg action. Thus, it is difficult to
present precise or exact foot vibration patterns that match the
ground. Nevertheless, in this study, scene-congruent vibra-
tions enhanced ground perceptions. The effect of congruent
vibrations was most explicit in snowy ground scenes. This
result suggests that the characteristic vibration pattern of the
snowy scene is reliable or informative and has an advantage
over the other scenes. If visual scenes deteriorate, such as
become blurred, the effect of vibration congruency may be
more explicit because the reliability of the vibration increases
relative to the vision, according to the statistically optimal
integration model [65], [67]. This should be investigated in
future studies.
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D. LIMITATIONS
The scene-congruent vibrations were chosen arbitrarily from
libraries of footstep sounds. Thus, scenes and sounds were
not obtained in identical situations. Foot vibrations were
presented by driving vibro-transducers with sound sources.
This is a simple and easy method to present different vibra-
tions depending on the ground scene; however, the tactile
sensations on the foot and footstep sounds are not exactly
the same. Thus, the validity of congruency between scenes
and vibrations should be discounted. However, the results
showed the enhancement of walking-related sensations and
ground perception by congruent vibrations, so that the selec-
tion of vibrations would be appropriate to compare the
congruent, incongruent, and no-vibration conditions. If the
vibration patterns are automatically generated from visual
scenes by estimating ground materials and/or compliance,
any omnidirectional movies that are already available on the
Internet can be converted to virtual walking. This requires
further investigation.

It is another limitation that only healthy people were
involved in the study. We should investigate the virtual
walking system with persons who have walking disabilities
in future study. Since only four common scenarios were
employed in the experiment, it is necessary to verify whether
the system can be applicable to a variety of further scenes
and scenarios. The system is not only limited to walking
experiences, but also applicable to jogging or running. Thus,
wewould like to further consider investigating other activities
such as jogging.

Only vision and foot vibrations were presented without
sound to investigate the effect of scene–vibration congruency.
However, footstep sounds also contribute to virtual walking
experiences [30], [31]. Other modalities, such as audition,
should be added to improve virtual walking in future research.

V. CONCLUSION
A virtual walking system for seated users using omnidirec-
tional movies with foot vibrations was developed. The vir-
tual viewpoint/camera transition was estimated using visual
SLAM. The timings of foot strikes were generated, and
vibrations were presented to the left and right forefeet and
heels rhythmically. Scene-congruent vibrations were found
to improve walking-related sensations and telepresence and
enhance the perception of ground materials. These results
suggest that we can provide effective virtual walking expe-
riences, including ground-material perception, by presenting
foot vibrations that are well matched to the ground scene.
Based on our virtual walking system, we can convert various
public omnidirectional movies into realistic virtual walking
with visual–tactile integration and provide virtual travel and
walking experiences at various locations around the world.
It could also contribute to improving the mental health and
well-being of people even if they have walking disabilities
or are unable to walk due to physical limitations or social
limitations such as the COVID-19 pandemic.
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