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ABSTRACT Semantic segmentation annotation helps train computer vision based Artificial Intelligence
models where each image pixel is assigned to a specific object class. The model developers try to identify the
features helpful for determining the objects of interest by using various supervised deep learning techniques.
However, this is a difficult task due to the complexity of object structures. Two difficulties arise in the
current approaches for semantic segmentation. The pixel-wise label approach is costly to obtain and is time
consuming. Second, the datasets taken for the semantic segmentation task are not balanced since certain
classes are present more than the others. This biases the model performance to the most represented ones.
We propose a new reinforced active learning strategy based on a deep reinforcement learning algorithm. This
work presents a modified Deep Q Learning formulation for active learning. An agent learns the strategy of
selecting a subset of small image regions, which are more knowledgeable than the whole set of images
from an unlabeled data pool. The decision on the area of selection is dependent on the assumptions and
segmentation model uncertainties taken for training purposes. We use the CamVid and RGB indoor test
scenes dataset to evaluate the proof of concept. Our results infer that our approach demands more labels
from under-represented groups than the baselines, thus enhancing their efficiency and mitigating the class
imbalance. Our method’s performance is superior to the conventional deep learning models in detecting 8 out
of 11 classes on the Camvid road segmentation scene dataset. It achieves an accuracy of 90.56%, a mIoU
score of 87.17%, and a BF score of 93.14%. On the SUNRGB indoor scenes dataset, it gives an accuracy of
around 75.82% and a BF score of 77.25%, thus outperforming the current state-of-the-art methods.

INDEX TERMS Reinforcement learning, deep query networks, active learning, semantic segmentation.

I. INTRODUCTION
Semantic image segmentation is classifying and mapping
the natural world for several critical applications such as
robotic navigation, localization, autonomous driving, and
scene understanding. The popular Machine Learning (ML)
algorithms have rapidly outperformed the conventional meth-
ods based on low-level visual inputs. Voice recognition, hand-
writing recognition, classifying whole images, and object
recognition in images have all lately seen a lot of suc-
cess [1], [2]. The use of semantic pixel-by-pixel wise labeling
is becoming increasingly popular [3]–[5]. Recent techniques
have adopted the deep neural network architectures depiction
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for the pixel-wise labeling to category prediction [6]. The
obtained results are better but seem to be preliminary [7]. This
is mainly because the maximum sub-sampling and pooling
reduce the feature map resolution.

Many publicly accessible scene annotation datasets are
available to help inspire new methods for semantic segmen-
tation. It is a general inference that building object categor-
ical models with many training images is more effective.
In recent years, many image datasets on a large scale aremade
available for training the models. Our method is inspired by
the applications which need the capability to model the look
(building, road), spatial-relationship (context), shape (people,
cars) of distinct classes. Because the majority of pixels in
the typical road images are associated with the larger classes
like building and road, the network must produce smooth
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segmentation results. Despite their small size, the engine
must be able to delineate the objects based on their shape.
Thus, the boundary information must be preserved in the
final image representation. Our method is evaluated using
two standard scene segmentation datasets: CamVid [8] and
the SUN RGB-D interior scene segmentation dataset [9]. The
benchmark challenge for segmentation has long been Pascal
VOC12 [10]. A significant portion of this dataset consists
of one or two classes in the foreground set against a vibrant
background.

Active learning (AL) solves the issue of adaptively and
intelligently annotating a data portion. AL often uses infor-
mativeness measures to locate the unlabeled data objects
where the labels primarily benefit the trained model’s per-
formance. If the data is labeled randomly with much fewer
annotations, an acceptable result can be achieved. The tradi-
tional AL techniques are handmade, based on the researcher’s
intuition and expertise, or by simulating conceptual require-
ments [11]. They’re often customized to specific objec-
tives, and the experimental studies reflect that there are no
methods that consistently outperform others across all the
datasets [12], [13]. They also make up a tiny portion of the
overall number of strategies possible. Recently, it has been
proposed to create data-driven solutions based on past AL
experience [14], [15]. By considering the trained ML model
state for the annotation of data, we can go beyond human
intuition and discover new potential methods as a whole.

We solve these problems by effectively deciding which
parts of the images should be labeled next. We use AL, which
is the process of finding the majority of valuable examples for
labeling. The learning algorithm performs well with a few
amounts of data than a non-selective method, which labels
the total data collection. Although the acquisition label for
the semantic segmentation task is highly challenging and
consumes more time than classifying the image, there are a
few literature in the domain of AL for semantic segmentation.
There are two types of AL methods: methods that combine
several AL strategies designed manually [16], [17] and AL
based data driven approaches [18], [19].

We perform the AL by modeling the process of annota-
tion as a Markov Decision Process (MDP), creating univer-
sal action and state spaces, and formulating a new reward
function. This function helps in properly reflecting the AL
objective of lowering the annotation costs. The conventional
approaches label just one region at a time during the semantic
segmentation process. Because every step updates the seg-
mentation network and computes the rewards, thus making
the task inefficient. In this work, we show how to train an
AL model for semantic segmentation using Reinforcement
Learning (RL) by maximization of the performance metric,
mean Intersection over Union (mIoU) [20], [21].

Two difficulties arise in the current approaches for seman-
tic segmentation. The pixel-wise label approach is costly to
obtain and is time-consuming. Second, the datasets taken
for the semantic segmentation task are not balanced since
certain classes are present more than the others. This biases

the model performance to the most represented ones. For
training the recently supervised ML methods, we need many
annotated datasets, which have proved prohibitively costly.
Some categories of objects can appear more frequently than
others, leading to undesired performance attributes and biases
for the learned models. Although the earlier research on the
class imbalance in the segmentation datasets have been done,
these studies focus on issues that arise during the data collect-
ing phase. This is critical when a new dataset is created by
gathering the annotated data with an oracle in the framework
or add the data annotated to a pre-existing dataset. To over-
come these drawbacks, our data-driven technique selects and
requests labels for the most relevant regions from an unla-
beled image collection. This helps the segmentation network
in producing enhanced results with only a small amount of
annotated pixels. The algorithm can extract the essential parts
of the images by choosing regions rather than full images.
We further infer that our proposedmethod helps in solving the
problem of the data annotation process. Figure 1 shows the
segmentation results of our reinforced AL algorithm. As seen
from the segmentation results our segmentation masks are
quite clear.

To the best of our knowledge, all AL techniques for
semantic segmentation depend on hand-crafted AL heuris-
tics. Learning the AL label strategy over the dataset allows
the query agent to request the labeled data based on the char-
acteristics and class imbalances across datasets. Since this
work optimizes the mIoU taken per class, it learns to request
more under-represented labels from class regions compared
with the baselines. Furthermore, our AL framework uses
batch-mode Deep Query Networks (DQN), which selects
batches of regions efficiently for labeling in each iteration,
thus optimizing our method. Our significant contributions are
summarized as below:

1) We propose a reinforced-based AL technique to per-
form semantic segmentation on complex imaging
datasets. The AL technique is proposed as an MDP.
An agent learns the strategy of selecting a subset of
small image regions, which are more knowledgeable
than the whole set of images from an unlabeled data
pool.

2) During each iteration of AL, our proposed architec-
ture is based on a batch-mode DQN and tags in par-
allel several regions. Our approach works well for
largescale datasets and is consistent with the traditional
mini-batch gradient descent.

3) Finally, we use two scene segmentation tasks to eval-
uate the efficacy of our model: SUN RGB-D indoor
scene segmentation [9] and CamVid road scene seg-
mentation [8]. The qualitative and quantitative results
infer that our work performs better than the current
state-of-the-art techniques using entropy-based selec-
tion parameters and uniform sampling baselines.

The rest of the paper is organized as follows. Section III
explains our semantic segmentation framework. In this
section, we formulate the AL as anMDP.We define the states,
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FIGURE 1. Segmentation Results of our reinforced AL algorithm. As seen from the segmentation results on the CamVid Data Scenes and the SUN-RGB
images in the first and third row, the results in the second and fourth row are very clear and are much similar to the ground truth. This infers we can
segment the objects very accurately.

actions, and rewards that help reflect the AL objective to min-
imize the number of annotations, ensuring that transferability
and flexibility are provided. The benchmarking is then given
in detail in Section IV, where we discuss the results on two
standard datasets. We finally conclude in Section V.

II. LITERATURE REVIEW
Thanks to the available, challenging datasets, pixel-wise
semantic segmentation has attracted attention [22], [23].
At the beginning of deep neural networks, the most
effective conventional methods depended largely on
hand-engineered features that categorized pixels one by one.
The researchers have recently resorted to data-driven AL
methods, in which the AL strategies are trained using the
annotated data [24], [25]. Given the present state of the
trained ML model, they learn which kind of datapoints
are most helpful for training the model. Despite several
constraints, this has proven to be successful due to the use
of previous experience for developing a more successful
selection method. The AL method is often designed to learn
exclusively from the domains and related datasets appropriate
for one-shot learning or transfer [26]–[30]. Second, many

have restricted applicability since they depend on specificML
model characteristics, such as conventional classifiers [31]
or few-shot learning models [32]–[34]. Finally, when some
techniques, such as supervised [35] or imitation learning [36],
are employed, the resultant strategy is greedy, leading to poor
data selection.

The MDP is used in the AL techniques driven by data for
pool-based AL (where datapoints are chosen from a large
pool of unlabeled data) and stream-based AL (where the
datapoints are taken from a small labeled data pool). The
stream datapoints that enter are decided byAL,whether or not
to perform the datapoint annotation (as it arrives). In stream-
based AL, the annotation process is a discrete action, and
Q-learning [37] is the preferred RL technique [20], [21].
Pool-based AL, on the other hand, is concerned with all the
possible annotated datapoints, and it is characterized natu-
rally by using continuous vectors, making it impossible for
Q-learning. As a result, the policy gradient [38] techniques
are often used. We concentrate on pool-based AL in this
research. However, we make use of the advantages of
Q- learning. This includes the improved data complexity and
reduced variance due to bootstrapping. For performing this,
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we keep in mind, that although operations are continuous in
a pool-based AL, their amount is limited. As a result, we use
tailor Q-learning to meet our specific needs.
The traditional AL techniques rely on hand-crafted heuris-

tics derived from sample uncertainty to estimate sample
informativeness: entropy, query-by-committee, maximizing
the error reduction, expert disagreement, or Bayesian meth-
ods, which are needed in the estimation of the posterior
distribution. Several techniques are used in many ways to
improve the AL performance. A bandit formulation is based
on the exploration-exploitation trade-offs, as in RL. These
methods are limited since they rely on hand-crafted tactics
rather than learning new ones. The current techniques of AL
are dependent on an acquisition-based function that uses a
learned measure to assess the sample informativeness.

Konyushkova et al. [31] labeled a particular sample by
computing the error reduction and choosing the samples
with the lowest error minimization. Fan et al. [37] pro-
posed a low-cost method that employed the predictions hav-
ing the confidence as pseudo ground truth labels. RL is
a method for learning a labeling approach that increases
the effectiveness of the training algorithm and has lately
gained favor. Peris and Casacuberta [39], Bachman et al. [18]
and Padmakumar et al. [40], for example, utilized knowledge
expertise from Oracle- based policies for training a labeled
policy, while Pang et al. [41], [42] learned the acquisi-
tion function using the policy gradient methods. The other
methodologies, in one huge step, gathered all of the labeled
data. Casonova et al. [43] used a bidirectional RNN to pick
all the samples in a single step to achieve one-shot learning.
Some of them recommended selecting representative sample
batches for maximizing the whole unlabeled set coverage.

On the other hand, when the total number of grown classes
reaches a threshold, the limited core-set loss performs poorly.
Previous research suggests using a Deep Q- Network (DQN)
formulation to train the acquisition function, which is more
similar to our approach. These studies looked at both stream-
based AL, in which the unlabeled samples are given one at
a time, and the decision to label or not label them is made
later. In the pool-based AL, all the unlabeled data is provided
ahead of time, and the decision to use which samples are
made later. Our method makes use of the Q-learning benefits
to handle the AL pool-based problems. The scope of the
problem requires a radical shift in how we think about states,
actions, and rewards. For making the problem computation-
ally feasible, we also need to modify the DQN formulation.
The technique of AL for semantic segmentation has been
given less attention than other methods due to its large-scale
nature.

Handmade algorithms have also been employed to enhance
the representatives and diversity of the tagged samples. Some
researchers utilize superpixel-based unsupervised segmen-
tation techniques. Others focus on hand-crafted algorithms
for biological-image foreground-background segmentation.
They focused on low-cost methods that provided acquisi-
tion functions designed manually for categorizing image

regions with low cost. However, these details are not always
available, limiting their use. When the cost of classifying
an image is not expected to be the same for all images,
Mackowiak et al. [44] focused on several cost effective tech-
niques. For handling the segmentation dataset large samples
number, they used a region-based approach. In contrast to our
method, their labeling is dependent on the manually created
heuristics, which limits the representation of the acquisi-
tion function. This is the first work that we know that uses
an AL-based data-driven RL-based approach for semantic
segmentation.

III. FRAMEWORK
For the task of semantic segmentation, we propose a new
reinforced ALmethod. Because of its iterative nature, the AL
strategy is excellent for the MDP formulation. An agent is
rewarded on the basics of the quality of the pre-trained model
with the new label. It executes an action specifying which dat-
apoints to annotate for each stage of anALmethod. Section A
formulates the AL as an MDP. The AL strategy is converted
into an MDP policy, which maps the state to action. For
achieving flexibility and seamless transferability, we define
the generic states, actions, and rewards in this section. After
the formulation of the AL problem as an MDP, we utilize
RL to train the strategy. The learning of the AL policy is
given in Algorithm 1. We put the annotation method to test
for the data taken from a range of labeled, unrelated datasets
to ensure that it can be used on new unlabeled datasets. Our
approach for searching the optimal policy is based on the
DQNmethod in Section B. To utilize the pool-based AL with
DQN, we change it in two ways. We formulate it as an MDP,
which stores the actions in vectors rather than discrete num-
bers, correlating it to specific datapoints. Second, we look at
the actions set At . A change occurs in the actions set between
the t iterations because we consider the annotation only once
of a datapoint.

A. FORMULATING ACTIVE LEARNING AS A MARKOV
DECISION PROCESS
Consider the following AL problem, in which we do the
annotation of a dataset D. The AL technique is evaluated
using theD′ test dataset. Then we choose a datapoint x(t) ∈ D
for annotating several times. Let ft be a segmentation network
which undergoes training on an annotated labeled dataset Lt
after an amount of t iterations. This segmentation network
assigns a numerical score ŷt (xi) ∈ R to each datapoint, which
is then mapped to a label yi ∈ {0, 1}, ft : ŷt (xi) → ŷi.
If the expected probability is ŷt (xi) = p(yi = 0|Lt , xi), the
mapping function simply restricts the expected probability to
0.5. Instead of regression, we use ŷt (xi) as a mapping function
and the predicted label as the identity. The quality of the
segmentation network ft is evaluated in AL by calculating its
empirical performance on D′.
To begin with, we have four distinct data splits in our setup.

To maximize the output with a B area budget, we define a

168418 VOLUME 9, 2021



U. A. Usmani et al.: Reinforced Active Learning Algorithm for Semantic Segmentation in Complex Imaging

subset of labeled data named DL and use the AL strategy to
learn a successful acquisition feature. A separate split DQ
is used to test the query network. The reward function is
obtained by placing the segmentation network to the test on
a single subset DR. Figure 3 shows the state representation
generated using the set DS (|DS | � |DL |). We use a set-aside
set DS to reflect the state space S [45]. To ensure that all the
groups are correctly defined, we just use a limited portion of
the train set’s results. We assume it is a representative sample
of the dataset and that any improvements in the performance
measures on the subset DS is noticeable. We choose a limited
number of regions clipped from the original dataset images
from a wide unlabeled range to optimize the output of the
ft segmentation network, which is parameterized by θ . The
selected M regions are labeled from an unlabeled set Ut ,
to be labeled by an oracle for each t iterations, using the
query network π which is parameterized by ∅. Following
that, the added samples to the DL labeled list is then used for
training the ft segmentation network. The mIoU, a standard
semantic segmentation metric, is used for the performance
measurements.

TheMDP is defined by the transformation sequence (st , at ,
rt+1, st+1). For each state st ∈S, the agent selects the actions
at ∈ A which samples to annotate from Ut (the segmentation
network function at time-step t). The actions at = {atm}

M
m=1

which is made up of sub-actions M , where the labeled and
unlabeled sets are a function of the segmentation network.
Each sub-action requests that a certain area is allocated.
After being trained with the chosen samples, the segmenta-
tion network gains an rt+1 reward dependent on the mIOU
improvement. It is essential to mention that the segmentation
network’s architecture has no impact on the states and behav-
iors. We now look for a policy to train the query network
π in selecting samples that will increase the efficiency of
segmentation process.

To train the segmentation network, we use a deep Q
network [46] and samples taken from an experience buffer
samples ∈ for training a query network π . There are total
of T steps involved in each episode e. The setting of the
segmentation network f is started by setting it to a set of initial
weights θ0 and having no data annotated with initializing
L0 = 8 and U0 = DL . The AL strategy is formulated as
an episodic MDP. Every AL run starts with a small labeled
set, L0 ⊂ D, and a large unlabeled set, U0 = D\L0. The
following steps are completed during the iteration t:

1) An ft segmentation network is trained using Lt .
2) The classifier ft , Lt , andUt are used to identify a state st .
3) The AL agent selects an action at al ⊂ Am by following

the policy π : sl → al that specifies a datapoint x(t) ∈ Ut for
the annotation process. The restricted action space is build
with M pools Plm with R regions. For every pool region,
the computation of its sub-action representation is done as
am,nl . M sub-actions are selected by the query agent and an
∈-greedy policy is used. Each sub-action aml is calculated by
the selection of one region xm (out of R) for the annotation
from a Plm pool.

4) We find the label y(m) of x(m) and replace Lt+1 = Lt∪
{x(m), y(m)], Ut+1 = Ut\x(m). The regions are labeled by an
oracle, with the updated sets.

5) The agent is given a reward based on the empirical
performance value lt . The reward rt+1 is received by the
agent as the performance difference between ft+1 and ft on
the set DR.
The detailed framework is described in Figure 2. This

procedure is continued until the desired sT condition is met.
We reach the terminal state sT for the target quality objective
when lt ≥ q, where q is a user-specified value, or T =
|U0|. The agent can only see st , rt+1, and the possible actions
set At . while ft , q and D′, all are present in the environment.
R0 = r1 + . . . . + rT − 1 attempts to enhance the AL run’s
return by using a method that chooses the datapoints and
actions intelligently to annotate. We now define the states,
actions, and the rewards that will be associated with the
AL objective for reducing the number of annotations while
enabling transferability and flexibility.

1) STATES
When the quantity of the unlabeled data is huge, AL is
performed. We can keep a subset V ⊂ U0 at the start of each
AL run and replace U0 with U0\V without losing generality.
To keep track of where the learning process is, we use the
segmentation network score ŷt (xi). As a result, the state rep-
resentation for each xi in V is given as a vector st of sorted
values ŷt (xi). The state representation intuitively includes
information, such as the average prediction score or the clas-
sifier’s uncertainty. For reducing the memory consumption
induced by the pixel-wise estimates, we need a compact
representation. In DS , the samples are patched in groups, and
the computation of the compact function vectors is done for
each of them. Then two sets of features are concatenated to
encode each field: one based on ft ’s class predictions and
the other based on Shannon entropy’s prediction uncertainty.
In the first series of features I , the maximum pixels numbers
are counted for each subclass (normalized).

This function saves a single patch’s segmentation compu-
tation while omitting the spatial detail, which is less critical
for tiny patches. To calculate the predictor’s variance, we use
the entropy over the likelihood of expected groups. To create
a spatial entropy diagram, we calculate the entropy of each
pixel position in each area. We use downsampled function
maps to compact this representation by applying the average,
min, and max-poolings of the entropy diagram. The second
collection of features is obtained by flattening and concate-
nating these entropy functions. Finally, an ensemble of each
region’s feature representation in DS reflects the state st . The
st for each region is determined as seen in Figure 3. Owing to
the large-scale existence of semantic segmentation, function-
ality for each area in the unlabeled array at each point will
be prohibitively costly. As a consequence, for every phase t ,
the estimation of the entire unlabeled collection by M pools
sampling of regions unlabeled denoted by Plm,where each
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FIGURE 2. Many episodes e with MDP transformations (sl , al , rl+1, sl+1) are used to train the query network. 1) The state set DS and the segmentation
network f describe the state sl . 2) M unlabeled pools P l

m are randomly selected from the collection Ut unlabeled dataset. The potential sub-actions
representation is computed using labeled set LT , f , and unlabeled set Ut . 3) The action al , which is made up of M sub-actions al

m, is chosen by the
query network. One is selected from a different pool of candidates. 4) Named regions are allocated to specific regions (and omitted from Ut ). 5) The
most current labeled samples are used for training the f segmentation network. 6) The rt+1 reward is calculated using DR . This procedure is repeated
until the labeled regions budget B is met.

of which includes N (uniformly) sampled regions. We now
define the representation of actions for the RL process.

2) ACTIONS
We select a datapoint x(m) to be annotated that corresponds
to executing an action al in our MDP. We demonstrate how
a vector ai can be used to pick a datapoint xi based on the
current segmentation network ft ’s score ŷt (xi) and the average
distances from xi to Lt and Ut , resulting in the following
values of g(xi, Lt ) and g(xi, Ut ) as shown in the Equation 1
below:

g(xi, Lt ) =
∑

xj∈Lt
d(xi, xj)/|L(t)|,

g(xi, Ut ) =
∑

xj∈Lt
d(xi, xj)//|U (t)| (1)

At t iterations, the choosing of an action ai from the set
At where ai = [ŷt (xi), g(xi; Lt ); g(xi; Ut )] and xi ⊂ Ut .
It’s worth mentioning that at is represented by numbers that
aren’t limited to datasets or classifiers. In addition to the
classification score, two statistics are related to data sparsity
and represent the heuristic density estimate. Every sub-action
is computed by concatenating four distinct features: class
distribution features, entropy (representation of the state),

a similarity measure between the labeled set and the area
xk , and another measure of similarity between the region
and the unlabeled set. The work of the query network is
learning the creation of a more categorized collection (class-
balanced) while sampling the unlabeled range. The action
representation is shown in Figure 4.

By increasing the segmentation datasets’ hard imbalance,
the net efficiency can be improved. Jehnsen Shannon diver-
gence score (JSD) is used to measure the similarity between
the two probability distributions. The JSD divergence for
computing the class distributions from the region x projection
map (estimated as projected pixels normalized counts in each
category) and the class distributions for every categorized and
unlabeled region is determined for each candidate field, x,
in a pool (using the network predictions and the ground truth
annotations, respectively).

For the labeling set, we measure a JSD between a region x
and the class distributions of the labeled regions. To summa-
rize these JSD divergences [47], the histograms from different
sections of the same object should appear similar, while
histograms from separate objects should look different. It can
also be used for the location of the edges. To utilize JSD
as an edge detector, two neighbor samples S1 and S2 are
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FIGURE 3. DQN includes the action representation at and the state representation st for the possible action (label region xm in a pool
unlabeled P l

m). The number of action and state features (entropy-based features and class distributions) is represented by SF , while the
number of JS divergence features is represented by JSD. The computed features are computed using ReLU activation, Batch Normalization
and fully connected layers. Both feature vectors are flattened and concatenated before applying a final linear layer that generates a single
scalar score. The gated score, controlled by a represented feature generated from the JS divergence distributions of the action
representation, is used to measure the Q-values.

gathered over the whole image using a double sliding window
centered on each pixel. The unweighted JSD divergence of
the corresponding normalized histograms P1 and P2 shows
sample similarity and, most likely, helps identify whether
the two samples are from the same object, region, or not
present in the image. Consequently, if the difference between
S1 and S2 is small, the two samples are quite comparable and
came from the same region. However, if the divergence is
significant, S1 and S2 are quite different, and they are most
likely from two separate places.

The several alternative orientations of the double window
are recorded for each pixel image. This guarantees that edges
are properly identified in all directions and avoids bias toward
edges along a particular route. For the unlabeled set, the
procedure is repeated, resulting in a different JSD divergences
distribution. They’re mixed and added to the representation of
an action. Studying the condition and behavior interpretations

directly from a Convolutional Neural Network (CNN) lacks
the RL paradigm’s functionality.

3) REWARDS
We chose rt = −1 as our reward function to reflect our
objective of attaining q quality in as small MDP iterations
as possible. As a consequence, when an AL run finishes after
T iterations, the R0 value is r1 + . . . .. + rT−1 = −T + 1.
In terms of our objective, the best MDP policy corresponds
to the best AL method since the lower the number of itera-
tions, the higher the reward. The reward formulation is not a
greedy approach since the agent’s choices are not restricted
if the terminal condition is met after a few iterations. Next,
we discuss the policy learning using RL. The learning of an
AL strategy determines the optimum (most profitable) MDP
policy π∗ that converts a state st into an action at to execute,
i.e. π∗: st → at . We use the annotated data and the DQN [37]
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FIGURE 4. (a) Represents the State Representation. Two sets of features are concatenated to encode each region: one based on ft class predictions
and the other based on the prediction uncertainty, represented by the Shannon entropy. (b) Represents the Action Representation. In the Action
Representation a sum of four features describes each pool Pm region xm: class estimates, entropy-based features, and two JS divergence distributions
that equate every region xm to the unlabeled and the labeled datasets.

method to find the best policy. In our case, Q(st ; at ) tries to
predict −(T -t): the number of iterations needed to reach a
goal from state st after executing action at and according to
the policy π . To account for the diversity of AL experiences,
we use a collection of X annotated datasets {Xi}1≤i≤X to
mimic the AL events. We begin with a random strategy. The
following steps are then repeated to accomplish the learning
process:

1) The labeled dataset X ∈ {Xi} is picked and divided into
two subsets D and D′.
2) π is used to simulate the AL episodes on X . We follow

an MDP as described above, where we first hide the labels
in D and then follow an MDP. The experience is kept in the
form of transitions (st ; at ; rt+1; st+1).

3) Based on DQN’s update rule experience, we make
policy changes π according to the experience. Even
though each X has its own set of features, all datasets
share the same transition experience (st ; at ; rt+1; st+1),
allowing for learning a single approach for the whole
collection.

B. BATCH MODE DQN
The Q-function takes a state representation st as an input
and returns multiple values corresponding to the discrete
actions in a typical DQN implementation. However, we uti-
lize actions by vectors at to characterize the actions, and
each one can only be chosen once in each episode since
it’s pointless to annotate the same point again. We treat
actions and states asQ-function inputs, and the standardDQN
architecture is adopted to account for this. The Q values
of the required actions are then computed on demand for
ai ∈ at . It’s a good idea to use a feed-forward pass over
the network. We utilize the same optimization technique as
traditional DQN since our modified architecture is still suit-
able for Q-learning. We learn the estimates for each action’s
optimal value, which is defined as the expected sum of future
rewards after the activity is completed and the best policy
is implemented. In a Q-Learning framework, a DQN is a
neural network that approximates a state-value function. Fol-
lowing the execution of some actions and after viewing some
sequences s, the policy mapping is given by Q∗ given below
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Algorithm 1 AL Strategy for Learning the Policy
Input: Data d , Budget B,

Output: π
Episode e, Shuffle s, Labeled Dataset Dl , Learned

Model ∅;
1: for e 1, 2, . . . . . .N do,
2: Dl ← ∅ and sh D
3: ∅←Random
4: for i ∈ {x ∈ {0, 1, 2.. . . . |D|} do
5: Construction of state si by the use of xi
6: The decision is made by the agent according to

ai = arg_max Qπ (si, a)
7: if ai = 1 then:
8: Obtaining the yi annotation
9: Dl ← Dl + (xi, yi)
10: Update model ∅ on Dl
11: end if
12: Receive a reward ri out of a held-out set
13: if |Dl | = B then
14. storing(si, ai, r_wi, Termination) in N
15: Break:
16: end if
17: Construction of the new state si+1
18: Storing the N transitions (si, ai, ri, si+1)
19: Sampling mini random batches of the (sj, aj,

rj, sj+1) transitions from N and performing
gradient Descent Step L(θ )

20: Updation with θ and policy π
21: end for
22: end for
23: return the latest policy π

in Equation 2 as follows:

Q∗(s, a) = maxE[Rt |st = s, at = a, ], (2)

where Q∗ is a policy mapping sequence to actions (or distri-
butions over actions). The Bellman equation, a fundamental
identity, determines the optimum action-value function. If the
optimum value Q(s0, a0) of the sequence s0 at the next time-
step is known for all potential actions a0, the best course of
action is to take any action that maximizes the anticipated
value of r+γQ′(s′, a′). The Bellman equation is given below
in Equation 3 as follows:

Q∗(s, a) = Es′∼ε[r + γmaxa′Q
∗(s′, a′)|s, a] (3)

It is used in many RL methods as an iterative update to
estimate the action value function. The E stands for Bellman
Expectation Equation and is formulated in Equation 4 as
follows:

vπ (s) = Eπ [Rt+1 + γ vπ (st+1)|St = s] (4)

The value of a state can be decomposed into the immediate
reward Rt+1 plus the value of successor state vπ (st+1) with a
discount factor γ . We are finding the value of a particular

state subjected to some policy π . These value iteration meth-
ods ultimately lead to the optimum action value function,
Qi → Q. In reality, since the action-value function is calcu-
lated individually for every sequence with no generalization,
this fundamental method is completely impractical. A func-
tion approximator is often used for estimating the action-
value function, Q(s, a; θ) ≈ Q∗(s, a). A linear function
approximator is often employed in the RL, although a neural
network, a non-linear function approximator, can also be
utilized. The Q-network is called a weighted neural network
function approximator. By minimizing a collection of loss
functions, a Q-network is trained as seen in Equation 5 as
follows:

yj = Es′∼ε[r + γmaxa′Q
∗(s′, a′)|s, a] (5)

The query agent takes the most effective policy. Each state
has behavior associated with it that maximizes the number of
expected rewards. For finding the optimal policy, we use a
DQN parameterized by θ ′.

To train our DQN and computing the rewards, we use a
held-out split DR and a named set DL . The query agent in
this method involves selectingK regions beforemoving to the
next state, as previously mentioned. Each region is assumed
to be independently selected for the K annotators, simultane-
ously labeling one region in parallel. The action al is selected
and made up of M separate sub-actions {alm}

M
m=1 each with

having a restriction of the action space, preventing the action
space from combinatorially expanding. To avoid selecting
the same region and simplifying the computation multiple
times in the same time stage, we limit each sub-action alm
to selecting a region xm in Plm specified in Equation 6 as
follows:

al = argmax
al

Q(st , al; θ ′) (6)

In timestep t , we perform an operation for each k ∈
{1, . . . ,K}. A loss function dependent on temporal differ-
ence (TD) error is refined to fine-tune the network [48]. The
equation above is the goal for iteration i, and p(s, a) is the
behavior distribution over actions a and sequences s, where
yj is the objective for iteration I . The loss is described in
Equation 7 by the statement over decomposed transforma-
tions Tm = (st , alm, r

k
t+1, sl+1) obtained by approximating

rml+1 ∼ rl+1:

Liθi = Es,a∼p(.)[(yi − Q(sl, al; θ ′))2] (7)

where the TD is the goal for each sub-action and ε represents
the experience replay buffer. We used target networks having
weights ϕ′ and the double DQN [49] formulation for training
stabilization. The parameters derived from the θi−1 previ-
ous iterations undergo fixes when the loss function Li(θi) is
optimized. The targets depend on the network’s weights; this
concerns the targets that are taken in use for the supervised
learning and are fixed before the beginning of the learning
process. The differentiation of the loss function is done con-
cerning the weights, and the following gradient is achieved as
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shown in the Equation 8 as follows:

∇θiLi(θi) = Es,a∼p;s′∼∈[(r + γmaxa′ (Q, s
′, a′; θi−1)

−(Q, s; θi))∇θi(Q, s; θi)] (8)

The query network evaluates the action, which is then cho-
sen by the target network; the evaluation and the action is
decoupled. The TD goal for every sub-action is described in
Equation 9 as follows:

yl = rl+1 + γQ(sl+1, argmax
am,nl+1∈P

m
l+1

Q(sl+1, a
m,n
l+1; θ ); θ

′) (9)

where the discount factor is γ . This technique generates a
large yet finite MDP, with each sequence indicating a dif-
ferent state. Consequently, we use the whole sequence st as
the state representation at time t when using conventional RL
techniques on MDPs. The agent’s objective while engaging
with the environment is to choose actions that maximize the
future rewards represented in Equation 10 below by Rt .

Rt =
∑T

t ′=t
γ t
′
−trt (10)

where the time-step T is when the process ends and is used
to calculate discounted future rewards. The DQN algorithm
is shown in Algorithm 2.

Algorithm 2 Deep Q Network Policy
Episode e
Initializing a total capacity of N of replay memory D
Initializing the random weights of the action-value
function Q

for e = 1, N do
Initializing the s1 sequence = {x1} and pre-processed
sequenced ∅1 = ∅(s1)
for x = 1,M do
The probability ∈ selecting a random action random at
otherwise selection of at = maxaQ ∗ (∅(st ), a; θ)
Executing action at in emulator and observe reward
rt and image xt+1
Set st+1 = st ; at ; xt+1 and pre-process ∅t+1 = ∅(st+1)
Storing transitions (∅t ; at ; rt ; ∅t + 1) in D
Sampling transitions randomly (∅j; aj; rj; ∅j+1) from D

Set
{
rj = yj for terminal ∅j+1
rj + γmaxa′Q(∅j+1, a′; ∅ for terminal ∅j+1

Perform a gradient descent step on (yj− Q(∅j; aj; ∅))2

according to equation 8
end for

end for

C. ANALYSIS
We use three widely used output metrics to compare the
quantitative Accuracy (Acc) of our model: Global Acc (G) is
the percentage for the classified pixels correctly in the dataset,
the mean of the predictive accuracy is the class average
Acc (C), and mIoU is the average of the IoU, as described
in the Pascal VOC12 challenge across all classes [10]. It is

a popular semantic image segmentation estimation metric
that calculates the IoU for each semantic class before cal-
culating the average across classes. The Jaccard Index, also
known as the mIoU metrics, is the most often used bench-
marking metric. Since the mIoU penalizes false positive
predictions, this metric criterion is more stable than the
average class precision. The mIoU metric is incompatible
with the balanced cross-entropy loss class. Another approach
in the semantic segmentation task is counting the number
of pixels in the image that are correctly identified. The
pixel precision for each object class is widely calculated
individually.

However, as Csurka and Perronnin [50] pointed out, this
metric does not often correlate to the judgments of human
qualitative rankings in a high-quality segmentation task. They
demonstrate that mIoU prefers area smoothness over bound-
ary accuracy (Acc) by examples. As a result, they propose
combining the mIoU metric with a boundary measure based
on the Berkeley contour matching score, which is often used
to determine the precision of unsupervised image segmen-
tation. They [50] extended this to semantic segmentation,
demonstrating that using the mIoU parameter for calculating
the semantic contour precision agrees well with the human
segmentation scores. To calculate the F-Measure of the seg-
mented image, we multiply the Precision (Pre) with the
Recall (Rec) for every class present in the ground truth test
frame. It is determined by dividing the number of true positive
results by the total number of positive results (including erro-
neously recognized ones). The number of genuine positive
results divided by the total number of samples detected as
positive is called a Rec. In diagnostic binary classification,
Pre is also known as a positive predictive value, while Rec is
also known as sensitivity. We tested our approach on fully
labeled datasets, in which the preference is to mask out a
portion of the labels and show them while the AL algorithm
picks them up.

The CamVid dataset contains 360× 480 street scene view
images divided into 11 groups. For the train, validation, and
test sets, there are 370, 104, and 234 images, respectively.
We used uniform sampling for measuring and comparing
our baselines acquisition role by dividing the train collection
into 120 labeled images (ten for DS and the rest for DL)
and 250 for DQ. By limiting the sample of DS for having a
comparable class distribution to that of DL , the state set is
selected to be reflective of DL . Each image is divided into
20 regions, each of which is 80× 90 pixels wide.

For DR, we use the validation set of the dataset. During the
test set, we report the final segmentation findings. We used
K = 24 regions per step in our experiments. Our model is
quite robust on the number of regions picked at each time
step. We analyze the effect of asking for labels in regions
rather than the complete images and the number of regions
requested at each step. The amount of regions chosen at each
time point does not affect our model. When we choose the
value of K as 1,12,24,36,48 and 72 our validation IoU is
around 88%. Thus, we infer that the number of regions added
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at each phase has little impact on our selection network.
The split DR is used to evaluate the DQN rewards, and the
selection of hyperparameters relies on the right baseline and
method configuration. We use uniform sampling for dividing
the dataset into training, testing, and validation sets. In uni-
form sampling, when a sample is selected from a population
that has been grouped into strata, a uniform sampling fraction
is utilized since the number of units pulled from each stratum
is proportionate to the total number of units in that stratum.
Themore entropy there is, themore consistent the distribution
across classes, and our method has the highest entropy.

The five different runs average, and the standard deviation
is measured (5 random seeds). To fill out the results, we use
224 × 224 crops and random horizontal flips. Although,
we can apply AL in an unlabeled data environment with an
oracle in the loop for the label of selected regions, we choose
to test our technique on datasets fully labeled since masking
labels and exposing themwhen theAL algorithm selects them
is more accessible. The Cityscapes dataset has a resolution of
2048× 1024 pixels in 19 semantic categories and real street
scene views. The validation dataset consists of 500 images,
while the training set consists of 2975 images with fine-
grained segmentation labels. At random, we select 420 anno-
tated images from the train collection. These 20 images are
for DS , 180 for DL , and 220 for DR, on which we calculate
our rewards. The remaining 2555 train set images are used
for DQ as they would be if they weren’t labeled. The results
of the validation set are shown (test set not available). Each
image is split into 115 regions, each of which is 115× 115 in
size. We choose K = 230 regions per phase.

We evaluate the learned acquisition function and baselines
on DL by requesting labels until the specified budget is met.
It should be emphasized that the baselines process the learn-
able component. After the budget has been fulfilled, we use
DL for training the segmentation network until it converges
(with early stopping in DR). For our method, Camvid uses a
30 size pool. Because Cityscapes had a larger amount of data,
we selected pool sizes of 400, 300, and 100. The Pool sizes are
calculated using the mIoU. Surprisingly, when training with
the newly acquired labels offers no more information, our
algorithm works with low budget circumstances. It quickly
adapts to the training and produces similar effects to the
original weights.

Even though we use class balancing when training the
variants, smooth segmentation also necessitates strong global
Pre. Another hypothesis is that the segmentation is used to
demarcate categories such as highways, houses, sidewalks,
and skies in autonomous driving. These groups account for
the vast majority of pixels in an image, and the accurate
segmentation of these important classes is linked to high
overall accuracy (Acc). We infer from the findings that the
class average is at its peak and leads to low global precision,
suggesting perceptually noisy segmentation.

Using the same dataset as Segnet [77], we put our seg-
mentation algorithm for evaluation and compared it to other
state-of-the-art approaches. CamVid [8] is a dataset that can

be used for a variety of purposes. The SUN RGB-D [9] data
collection consists of 5285 indoor training sets and 5050 test
sets. Multiple types of cameras record the images and hence
have varying resolutions. It is our job to preserve the frame’s
segmentation. It is a strenuous exercise since the objects are
in different sizes, heights, and poses. Partial occlusions are
very normal, and some of the images in the dataset display
them in very odd forms. As a consequence, these charac-
teristics make it one of the most challenging segmentation
operations. Another problem is the large number of different
sizes depicted in the scene. The results of our research were
compared to well-known deep architectures evaluated on the
huge SUN RGB-D dataset. The results of our algorithm yield
promising results when compared to the various segmentation
techniques.

D. TRAINING
The DL dataset is used to train the query network speci-
fied by an amount of budget to make it simpler to choose
regions that will improve the efficiency in a data-limited
setting (4k regions for Cityscapes, 0.5k regions for Camvid).
On DV , we look at the baselines and the learned acquisition
function, which requires labels before a budget can reach
a specific amount B. It is worth noting that the baselines
have no information that can be learned. We exercise the
segmentation network f with LT before convergence once the
budget is reached (early stopping in DR). The segmentation
networks of both approaches are pre-trained on the GTA
dataset [8], a virtual dataset that can collect large quantities
of classified data without human intervention, and DL on the
GTA dataset. (Where markers were used to train the DQN)
The final segmentation results are verified using the CamVid
test collection [8] and the Cityscapes validation dataset [51]
(measured in mIoU). With a ResNet50 backbone [52] and
ImageNet [53] pre-training, the segmentation network f is
a semantic segmentation adapted to the pyramid network
function. Since the network is pre-trained on the entire train-
ing large-scale synthetic dataset set, GTAV [54], no human
labeling is needed.

The terms used in this dataset are often the same as those
used in our work. The query network is divided into two parts:
computing the state features and calculating the behavior
features, then merged. Each layer includes ReLU activation,
batch normalization, and a fully connected layer. In the action
representation, the action and the state structure have four and
three layers, respectively. The number of operation functions
and states (class distributions and entropy-based features)
is represented by SF , while JSD represents the number of
JSD divergence distribution features. A final layer performs
the fusion of them together to represent the global features,
which are sigmoid gated and governed by JSD distance
distributions.

At each stage of the AL phase, the weights are adjusted
by 16 experience tuples sampling batches from an expe-
rience replay buffer (600 for Camvid [8] and 3200 for
Cityscapes [52]). Both the networks undergo training using
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the stochastic gradient descent (SGD) with momentum.
For both the segmentation and query networks, the same
learning rate is used: 10−3 and 10−4 for Camvid [8] and
Cityscapes [52] respectively. For Camvid [8], a training batch
size of 32 is used, and for Cityscapes [52], a batch training
batch size of 16 is used. We put our segmentation network to
the test using the CamVid [8] road scenes dataset. There are
just 367 trained and 233 test RGB images in this dataset with a
resolution of 360×480 (day and dusk scenes). The 11 distinct
types include lanes, buildings, motorcycles, people, signage,
columns, and sidewalks, to name a few.

The other methods have calculated the precision metrics
such as SegNet-Basic, FCN-Basic, FCN BasicNoAddition.
These network adjustments are discussed in the SegNet
work [77] and use less memory during inference since it just
has to store max-pool indices. FCN-Basic, on the other hand,
saves encoders with complete tables, which use far more
memory (11 times more). Each decoder sheet in the SegNet-
Basic [77] has 64 working decoders. FCN-Basic, on the other
hand, uses dimensional reduction and has less than 11 char-
acter maps per decoder sheet. Therefore, the convolutions
number in the decoder network is decreased, allowing the
FCN-Basic to run faster during inference (forward pass).
The SegNet-Basic [77] decoder network utilizes a particular
point of view than the FCN-Basic network to create a more
comprehensive network.

For the same amount of iterations, the precision is higher,
resulting in better training results than FCN-Basic. Although
the memory inference time is small, SegNet-Basic performs
better than the FCN-Basic. However, the inference time is
more. The SegNet-Basic [77] decoder is better and most
comparable to the FCN-Basic-NoAddition decoder. FCN-
Basic-NoAddition learns how to make dense feature graphs
by either mastering deconvolution directly or perform the
sampling process first and then mixing with the qualified
decoder filters. SegNet-Basic [77] performs better because of
the increased decoder power. FCN-Basic-NoAddition preci-
sions are much lower than FCN-Basic. This emphasizes the
importance of understanding the encoder properties of the
maps for achieving the best outcomes.

IV. BENCHMARKING
Using the Caffe framework, we test the effectiveness of our
AL strategy for semantic segmentation algorithms. The first
task involves road segmentation, which is already a potential
application to various autonomous driving issues. Second,
several augmented reality (AR) technologies are of signif-
icant importance to indoor segmentation. The RGB input
files for all segmentation tasks are 360 × 480. We have
compared our RL algorithm with the well-known deep seg-
mentation architectures such as SegNet [77], FCN [54],
DeepLabLargFOV [55] and DeconvNet [56]. Batch normal-
ization is used to differentiate between the external and inter-
nal covariate variations resulting from the distribution of
outcomes. Standardizing data points is an alternative, but the
standardization of batchesmeans studying how to standardize

the data. In DQN, we use the replay information and a wider
batch size captured from the replay buffer at any time. Batch
normalization is carried out in the convolutional layers. In this
way, the training process can see the data uniformity as a
whole.

A. ROAD SCENE SEGMENTATION
The various road scene data sets are required to parse the
semantic segmentation [3], [4], [5]. We use the CamVid
dataset [8] to benchmark our reinforced AL algorithm since
it contains all the videos sequences. This allows us to
compare our proposed RL model framework with other
architectures that use motion and structure [7]–[9] and video
segments [10]. Figure 5 compares the qualitative results
of our method to those of other deep architectures. The
qualitative findings demonstrate that the proposed frame-
work segment the image’s small classes, which results in
a good segmentation mask. As compared to some of the
best-performing methods, our RL model performs well. Our
approach is also compared to several non-deep learning
methods using this benchmark. Random Forests [57], Boost-
ing [58], and CRF-based methods [59], [60] are just a few
examples. This is done so that the users could get an idea of
the increasing performance of deep learning methods com-
pared to the several conventional computation techniques.
Table 1 compares the quantitative comparisons of our AL [61]
algorithm to standard approaches in the CamVid 11 road
segmentation scenes [62].

Our AL algorithm has the highest metrics and the predic-
tions are more reliable in 8 out of 11 classes compared to
CRF-based approaches (see Table 1).When it comes to defin-
ing the boundaries, our method is much more concise and
precise. Segnet [77] and FCN DeconvNet [6] with fully con-
nected layers (converted to convolutional layers) train much
slower than our method and have a forward-backward pass
time greater than our method. Overfitting is not a problem in
training these larger models because their metrics, including
ourALmodel [63], [64] demonstrated an increasing pattern at
iterations. When the deconvolutional layers are trained rather
than the set with bi-linear interpolation weights, the FCN
model’s output, especially the BF value, improves. It also
provides better results in a shorter period.

The results in Table 2 show that using our AL algorithm
gives good results. This shows how our architecture can
extract essential features from an input image, and then the
mapping is done for the named class segments. The pixel Acc
of our system is 90.56 percent, which means we correctly
identified a significant percentage of the pixels in the image.
The mIoU score (87.17 percent) is substantial. Our semantic
segmentation prediction is computed separately for each class
before being summed over all classes to give us a global mIoU
score. The BF ranking is higher than the other methods, with
a value of 93.14 percent, showing that we have low false
positives and false negatives, indicating that we are marking
pixels correctly and are not bothered by false negatives. The
most intriguing result is that when we train our model with
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FIGURE 5. The following results are obtained on the CamVid day and dusk test samples. When all models are trained in a controlled
environment, our reinforced AL algorithm outperforms some of the larger models, especially in terms of boundary delineation.
SegNet [77] is able to delineate regions but it is not very clear. It misses some objects and classes. DeepLab-LargeFOV with CRF
post-processing performs poor and misses the smaller groups. Fully Convolutional Networks (FCN) [6] and DeconvNet [7] despite
being the largest models and having longer training period, its predictions are inaccurate in small groups.

a robust training dataset obtained by combining [22], we see
a significant improvement in mIoU scores and class average
metrics. Our model’s qualitative and quantitative results (see
Fig. 4) outperform those of the other models. It is also capable
of effectively segmenting large and small classes. The quan-
titative results of our method are compared to that of other
widely utilized, fully abstract segmentation architectures in
Table 3.

As compared to our AL method, SegNet [77] and Decon-
vNet [56] both have low scores in both tests. DeconvNet is
more accurate when it comes to defining boundaries. FCN [6]
and DeconvNet [56] train more steadily and have an equal
or superior forward-backward pass period than SegNet [77]
since they have fully connected layers (which have been
converted into convolutional layers).We see that the deconvo-
lutional layers are learning rather than fix them with bi-linear

interpolation weights, thus improving the FCN [6] model’s
efficiency, especially the BF score. Furthermore, it yields
better results in a shorter period. DeepLab-LargeFOV [55],
which can predict labels at a 45 × 60 pixels resolution and
thus is the smallest model in terms of parameterization and
therefore the quickest to understand and produces competi-
tive results. Boundary precision, on the other hand, is lower
and is a characteristic shared by all architectures. After a long
period of training, DeconvNet’s [56] BF score outperforms
the other networks. At the time point DeepLab-LargeFOV-
final [55] dense CRF, the influence of dense CRF [56] post-
processing can be observed. As the global andmIoU averages
rise, the class average falls. On the other hand, the BF score
has shifted dramatically. The dense CRF hyperparameters
are obtained in these methods through a time-consuming
procedure based on grid-search on a training array subset
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TABLE 1. Quantitative comparisons of our reinforced AL algorithm with state-of-the-art methods on the CamVid 11 road segmentation scenes. Our
Method outperforms all other approaches, including those that use video, depth, and/or CRF in most groups. Our predictions are more reliable in 8 out of
11 classes compared to CRF-based approaches.

TABLE 2. The comparison of our reinforced AL method with the deep
neural networks for the task of semantic segmentation on the test set of
CamVid dataset when the training is done on the 3433 road scenes
corpus without class balancing. At a defined learning pace, when an
end-to-end training is done at the same, our network performs better
than the other methods. Our BF score has relatively high value than the
other methods. The BF score (The parameter for the measurement of the
interclass boundary delineation Acc) is much higher than the other
models. DeconvNet is comparable to the SegNet metrics but it has a high
computation cost.

TABLE 3. Quantitative comparison of our reinforced AL algorithm with
the state-of-the-art methods on the 5250 indoor corpus of the SUNRGB-D
dataset. The RGB modality is taken in account in these results. There are
37 classes in the complex task of the segmentation task, with all the
methods performing poorly, especially because the classes which are
skew in class distribution and small. It can be noted that our method
received 75.82, 48.54, 62.94, 39.67, 77.25 (160K) as a metric while training
with a median frequency class balancing.

due to the lack of a correct validation list. We infer from
the results that our AL method performs significantly well
with the other methods. It is able to demand more labels from
under-represented group.

B. SUN RGB-D INDOOR SCENES
With 5285 training and 5050 test images, SUN RGB-D [9]
is a dynamic and detailed indoor data collection. A network
of sensors captures the images, but they are of different
resolutions. The aim is to categorize 37 indoor classrooms
using walls, floor, roof, table, chair, sofa, and others. The fact
that the types of objects come with a wide range of sizes,
heights, and forms also complicates the segmentation task.
The partial occlusions are normal since there are typically
several different groups participating in and of the sample
images.

As a consequence, it is one of the most challenging
datasets. In our method, the RGB modality is used for both
the preparation and review. We see that by implementing the
depth modalities, the architecture changes and redesigns [2].
Extensive post-processing is done to remove incorrect mea-
surements from digital camera images. A vast number of
images are used to measure the properties of secure segmen-
tation. There are some variations between road scene images
in terms of their spatial configurations. When the capture is
done from a car moving, the camera is almost often parallel
to the ground floor, reducing the variability of viewpoints.
As a consequence, the deep networks learn to segment them
effectively. On the other hand, the indoor scenes are more
difficult for the images since the points of view and the num-
ber of people in the scene is inconsistent. The scene’s target
groups’ different sizes introduce a new level of complexity
to the scenario. The test samples from the most recent SUN
RGB-D dataset [9] are seen in Figure 6. A few scenes from
various large classes, even those with a lot of disturbance, are
seen (bottom row and right). In an indoor environment, the
object can be expressed in various ways (texture and shape).
Other challenges, such as Pascal VOC12 [10] Salient Object
Segmentation, have gained more attention. Still, we infer that
indoor segmentation is more complicated and hasmore recent
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FIGURE 6. Our RL algorithm results on the recently released SUN RGB-D dataset which contains RGB indoor test scenes from the
recently released SUN RGB-D dataset is evaluated qualitatively and compared to the current state of the art methods. Our model
predicts by delineating the inter class borders better for groups of object in a number of view-points and scenes in this difficult
task. Overall, the segmentation efficiency is best when the object classes are of reasonable size, but it performs well even if the
scene is cluttered and it is quite noisy. It is worth noting that portions of the scene image that don’t have ground truth labels are
always displayed in black. The elements do not undergo masking in the corresponding deep neural network model projections.

FIGURE 7. Comparison of our method’s performance with the current state of the art methods on the increasing active learning budget, expressed as
the % of additional labeled data and the number of 128× 128-pixel regions. All methods have been pre-trained with a small subset of their target
datasets and GTAV. The budget indicates the additional number of labeled regions (Unlabeled data percentage used).

applications, such as robotics and virtual reality. We com-
pared our AL algorithm to well-known deep architectures
evaluated on the SUN RGB-D dataset [9]. Figure 6 shows

how our algorithm enhances the segmentation of various
indoor scenes, such as kitchens, dining rooms, workplaces,
conference rooms, and bathrooms. Since the class size is
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large, we can see that our model allows correct predictions
when seen from various angles.

This is particularly [65], [70]–[73] intriguing since RGB
is the only input modality. Our method can also segment
smaller objects such as chair and table legs, lamps, and
other complex features to capture in-depth images from well-
known sensors. This is seen in Figure 6 for our RL algorithm.
It is also helpful in AR circumstances for segmenting dec-
orative objects like wall paintings [74]–[76]. On the other
hand, the Acc of segmentation is less accurate than in the
outdoor scene. According to Table 3 quantitative results, both
deep architectures have poor boundary metrics and mioU.
The class averages and the global average of the mIoU are
both slow. Both the deep architectures have identical mIoU
and boundary metrics, according to the quantitative findings
in Table 3. The global and class averages (both equal to
mIou) are also low. In terms of G, C , and BF parameters,
our device outperforms all other approaches. The vast group
numbers in this segmentation task, each of which occupies a
limited portion of the image and occurs infrequently, is one
explanation for the overall bad performance.

The larger groups are of good consistency, but the preci-
sion of the smaller categories is poor. The more extensive
collections and training methods prioritize highly beneficial
class integration.We overcome the drawbacks of the previous
techniques having poor results due to their deep architec-
tures’ failure to deal with a solid indoor-scene heterogeneity
(all of which are based on the VGG architecture). Our AL
method uses the smallest model and produces the highest
precision in mIoU, thus overcoming the drawbacks of larger
parameterizations in DeconvNet [7], FCN [6], SegNet [77]
and other methods [55], [78]–[80]. The performance of the
current state-of-the-art methods do not increase even after
much longer training. Our AL algorithm proposes excellent
results and can extract all the objects clearly, thus overcoming
all the drawbacks in the current literature.

V. CONCLUSION
In this paper, we proposed a data-driven, region-oriented
approach based on reinforced AL for semantic segmenta-
tion. The aim is to make the time-consuming and expensive
method of manually obtaining pixel-by-pixel points with a
human in a loop. Here, we presented a new formulation
of DQN for learning the acquisition function that is well-
tailored to the semantic segmentation’s large-scale nature.
Consequently, the approach is more computationally effec-
tive than active baselines, requiring fewer labeled data to
obtain the same performance. Furthermore, our approach
advocated for more labels for under-represented groups than
baselines by expressly accounting for the per-class mIoU and
specifying behavior and states class-aware representations.
This increases efficiency and aids in the reduction of class
imbalance. We also highlighted the possibility of defining an
area better, which might help boost overall performance and
incorporate domain adaptation for the learned policy, which
would enable it to be transferred between datasets. Our deep

RL region-based DQN method performed better in detecting
eight groups in around 11 classes and achieves an Acc of
90.56%, a mIoU score of 87.17%, and a BF score of 93.14%
on the SUNRGBD dataset. It also reaches an Acc of around
75.82% and a BF score of 77.25% on the SUNRGB indoor
scenes where the objects/classes are challenging to interpret,
thus outperforming the current state-of-the-art methods. Fur-
ther, we would better emphasize that using a limited number
of data, our proposed unsupervised deep enforce AL DQN
can pursue it without the pre-processing of a huge number of
data. It enables us to cope with our environmental process.
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