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ABSTRACT Peer grading is a tool widely used by instructors to provide fast reviews for homework that
consists of open-ended questions. As the grades obtained from peer grading are not as accurate as those
provided by the instructors, many methods have been proposed to improve the accuracy of peer grading.
However, the current methods mainly focus on the scenario of online teaching, and they lose effectiveness in
blended teaching courses because the mandatory of task and affinity among students may make the students
perform irresponsibly in the grading task. This paper proposes a method based on graph analysis to improve
the accuracy of peer grading. The peer grading system is modeled as a bipartite graph. In the graph, three
interdependent metrics are defined to measure the dutifulness of the grader, the reliability of the rating and
the true score of the submission. The stable values of the metrics are computed in an iterative way to obtain
the peer grading results. Experiments demonstrate the proposed method is effective in blended teaching
settings, and outperforms the current methods. Compared to the baseline of the mean value method, the
proposed method decreases the root mean square error by 2.31% in the worst case and 30.72% in the best
case on real-world data. It is robust to irresponsible graders, where the root mean square error keeps small
even when the proportion of irresponsible graders increases to 30%.

INDEX TERMS Accuracy of grading, blended teaching, graph analysis, open-ended question review, peer
grading.

I. INTRODUCTION
Blended teaching is a form of teaching that combines online
teaching and traditional classroom teaching. With the pop-
ularization of online teaching, some advanced technologies
employed by online platforms [1], [2] have attracted school
instructors, and many traditional classroom courses have
turned to blended teaching courses by moving part of the
teaching procedures online. Peer grading is a tool exten-
sively used both in online teaching and blended teaching
courses to provide fast reviews for open-ended questions
(e.g., essay writing, mathematical proof and short answer
questions). A peer grading system requires each student to
grade a small number of his peers’ assignment submissions.
The final grade of a submission is an aggregate of the scores
rated by the peers. Peer grading benefits both instructors
and students. For the instructors, it relieves their workload,
and provides them an easy and fast way to evaluate the
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students’ homework even when the number of students is
huge. For the students, it enables them to learn their peers’
merits, develop self-learning abilities and enhance critical
thinking [1], [3].

Although peer grading has many benefits, the results of
peer grading are not as accurate as those given by instructors,
because the student graders vary in abilities and attitudes [4].
Numerous researches have devoted to improve the accuracy
of peer grading [4], [5], [6], [7]. The current researches
mainly deal with the circumstance of massive open online
courses (MOOCs). In MOOCs, the students usually take a
course according to their own wills, and they usually do
not know each other. So almost all of the current methods
are based on the assumption that the student graders are
responsible, and the bias of peer grading results is mainly due
to the graders’ lack of knowledge or skills. There are great
disparities between the MOOCs and the blended teaching
courses. First, the motivations of the students are different.
For a blended teaching course, although some teaching activ-
ities are conducted online, the course is essentially a school
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course. To obtain credit for the school course, the students
must participate in the teaching activities even though they
are not interested in it. In contrast, the students just do not
take part in the teaching activities or simply quit the course
if they are not interested in a MOOC, since they usually
have no pressure to earn credit. We have done some prelim-
inary experiments on blended teaching courses and MOOCs
offered by our university. For blended teaching courses,
we have observed that some students grade the submissions
even without downloading the file of grading criteria. For
MOOCs, this phenomenon is rare, but more students just do
not participate in the peer grading task. So it can be concluded
that there are much more randomly rated scores in blended
teaching courses. Second, in blended teaching courses, stu-
dents are more likely to collude due to their familiarity with
each other. Though the peer grading process is double blind,
we have observed some students give a full score or a near
full score to all the allocated submissions in the blended
teaching courses, while students in MOOCs seldom do this.
Due to the two reasons, the problem of irresponsible rating
is critical in blended teaching courses. The basic assump-
tion of the current methods for MOOCs does not hold in
blended teaching courses, and their performance degrades
severely.

To address this problem, we propose a graph analysis
method which aggregates the peer grading scores by mea-
suring the dutifulness of the graders. The proposed method
models the peer grading system as a directed bipartite graph.
Three metrics are devised to measure the unobserved intrinsic
properties of the graph model: the dutifulness of a grader,
the reliability of a rating, and the true score of a submis-
sion. The metrics are formulated as mutually recursive equa-
tions to estimate the values of the properties. The estimated
value of the true score is taken as the aggregate of peer
grading scores. This method only relies on scores rated
by the peer graders, and needs no extra information (e.g.,
text content of the submission, behavior data of the grader
or calibration information of the grader), which makes it
easy to implement. Experiments on both real-world and syn-
thetic data verify the effectiveness of the proposed method
in blended teaching settings, and investigate the undutiful
graders’ impact on the performance of several peer grading
methods.

In summary, the contributions of this work are as
follow.
• A graph-based method is proposed to improve the accu-
racy of peer grading specifically for blending teaching
courses. This method addresses the problem of rating
peers irresponsibly, which is critical in blended teaching
courses but neglected bymost of the current peer grading
methods.

• Experiments on real-world and synthetic data illustrate
the proposed method outperforms some popular meth-
ods when dealing with blended teaching courses, and
systematically investigate the undutiful graders’ impact
on peer grading performance.

II. RELATED WORK
From the viewpoint of grading types, there are two types
of peer grading methods, namely cardinal and ordinal.
In cardinal peer grading, the evaluation for a submission is
a numerical score. In ordinal peer grading, the evaluation
for a submission is a rank among all the submissions. Some
works [8], [9] declare that the ordinal assessment (e.g., com-
pares which one is better between Submission A and Sub-
mission B) is easier to perform and gets more reliable result
than the cardinal one (e.g., reports the score of Submission
A is 80). Some other works [10], [11] argue that it is not
easy for the students to rank the submissions, especially when
a pair of submissions is roughly equivalent. To address the
problem of the disparity between submissions is indistinct
some techniques, such as fuzzy logic, are applied to ordinal
peer grading [11], [12]. In general, the cardinal setting is
more natural for assessing the homework and more com-
monly adopted in practice. This work studies the problems
in cardinal peer grading. So the rest of this section gives a
brief introduction of the work in cardinal peer grading.

The cardinal peer grading methods can be roughly catego-
rized into three types: calibration-based, statistics-based, and
graph-based methods.

A. CALIBRATION-BASED METHODS
The calibration-based methods introduce a calibration stage.
Usually, calibration is performed before the peer grading task,
namely a small number of submissions, which have been
rated by the instructor, must have been graded before a stu-
dent assesses his peers’ submissions [4], [13]. The disparity
between the scores rated by the student and those rated by
the instructor is calculated to evaluate the reliability of the
student. The more reliable a grader is, the more his rating
weights in the aggregated score. The calibration technique
is easy to implement and has shown effectiveness in some
experiments. However, it neglects that the behavior of a
student is changing over time, and the reliability measured
during the calibration stage may not represent the reliability
during the grading stage. Therefore, more sophisticatedmeth-
ods which are based on analyzing the students’ behaviors
during the grading process are developed.

To reduce the students’ burden of grading extra submis-
sions required by calibration, recent researches [14], [15]
have proposed methods to perform calibration after the grad-
ing task. These methods pick out a small set of submissions
that have been assessed by the students to send to the instruc-
tor for grading. Then the scores given by the instructor are
compared with those given by the students to evaluate the
graders’ reliability. Since only a few of the submissions are
graded by the instructor, only a small portion of the graders
can be calibrated. Additional techniques are used to make the
calibration more effective. In [14] the calibrated submissions
are randomly selected, but the graders are allocated to the
submissions in a special way so that the calibration informa-
tion can propagate to all the graders. Specifically, it builds an
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assessment grid, which is a matrix allocating the graders for
each submission. Each row of the matrix represents a submis-
sion, and each column represents a grader. It requires adjacent
graders (e.g., adjacent columns in the matrix) have some
common submissions allocated, which ensures the calibration
information can propagate via adjacent graders. In [15] a
spot-checking method is proposed to select the submissions
need to be assessed by the instructor under the criterion
of maximizing the grading accuracy. However, this method
requires the ratings to be binary (‘‘correct’’ or ‘‘incorrect’’),
which limits its application to a real-world course.

B. STATISTICS-BASED METHODS
The mainstream statistics-based peer grading meth-
ods [5], [6], [16] are based on the Bayesian Theory. The basic
philosophy of the Bayesian Theory is the observed variable
follows a probability distribution containing parameters, and
the parameters represent the hidden variables need to be
inferred. The parameters are also random variables each
of which has a prior distribution obtained empirically. The
posterior distribution of each parameter is inferred according
to the values of the observed variable and the prior distribu-
tions of the parameters. And finally, the estimated value of a
hidden variable is computed from its posterior distribution.
The statistics-based peer grading methods use a Bayesian
network to model the variables in the grading system. The
true score of each submission, the bias and reliability of
each grader are treated as hidden variables in the Bayesian
network, and the peer grading scores are treated as observed
variables. The hidden variables are inferred by fitting the
Bayesian network on the observed variables using a Markov
Chain Monte Carlo algorithm [27]. The key issue is how to
model the distributions of the variables. The works in [5]
and [6] have shown modelling the variables using different
distributions affect the performance obviously.

Thework in [17] proposes a novel method for peer grading.
Different from the other methods, it treats the task of peer
grading as answering multiple choice questions, and each
option of a multiple choice question is a student’s submis-
sion. The task of peer grading (answering multiple choice
questions) and the task of finishing homework (answering
open-ended questions) are combined to a uniform task. The
probability of correctly finishing the uniform task is modelled
using the 1-PL IRT Rasch model [18]. The aggregated result
of peer grading is obtained by maximizing the probability
of correctly finishing the uniform task using an expectation
maximization algorithm. However, this method requires the
options of the multiple choice question to be independent,
which means identical or similar answers of the homework
(the open-ended question) should be removedwhen preparing
the options of the multiple choice question. Removing the
identical or similar answers needs to analyse the content of
the answers, which is difficult to conduct automatically.

All the above statistical models assume that students who
receive higher scores from peers are more reliable, and they
tend to rate their peers more accurately. This assumption does

not hold in blended teaching courses. We have observed that
some students are not willing to participate in the peer grading
task, and thus they just rate the submissions randomly, and
some students collude to give full scores to all the submis-
sions allocated to them. The research in [19] shows similar
phenomenon in the small private online courses, which have
similar settings to the blended teaching courses, and demon-
strates the statistical models fail to deal with this situation.
To solve this problem, [19] proposes a hybrid framework that
uses auto-grader to filter out the unreliable ratings. However,
the auto-grader can only grade text-based questions (e.g.,
essay or question-and-answer questions), which limits its
application.

C. GRAPH-BASED METHOD
The graph-based methods model the peer grading system as a
graph. The proposed method in this paper falls into this type.
The main idea of this kind of methods is to represent the
graders and submissions as nodes of a graph and the rating
relationship as edges, and the scores are aggregated by iter-
atively updating the values of the nodes and edges. Inspired
by the PageRank algorithm [20] which has been used by the
Google search engine, the PeerRank algorithm [7] is pro-
posed for peer grading. It measures the reliability of a grader
using the score of his submission. The score of a submission
is a weighted sum of the scores given by the peer graders,
where the weights are the corresponding graders’ reliabilities.
The score is updated iteratively until convergence. In [21]
and [22], two modified versions of PeerRank are proposed,
both of which apply a non-linear function to the value of the
reliability to increase the difference among the graders. The
same as the statistical methods, the algorithms in [7], [21],
and [22] are based on the assumption that the graders are duti-
ful, and their reliabilities are in accordance with their mastery
of the knowledges. The work in [23] proposes a trust graph
algorithm to compute the weight of each grader. It needs
some ground truth data, a set of submissions graded by the
instructor, to determine each grader’s trustiness. The method
in [10] measures each student’s rating accuracy by computing
the difference between the scores provided by the student
and the scores of the corresponding submissions given by
other students. Different from the other methods, a grader’s
grading accuracy is used to modify his own score rather than
the gradee’s score. This mechanism introduces evaluation
of the grading performance, which incents the students to
grade the submissions more accurately. Nevertheless, as the
final score contains an incentive component, the difference
between the peer grading results and scores given by the
instructors becomes even larger.

Due to the fact that undutiful graders impact peer grading
results severely in blended teaching courses, it is necessary to
consider the dutifulness of the graders when aggregating the
scores. In the field of e-commerce, online marketplaces (e.g.,
Amazon, eBay, and Taobao) usually utilize user-based review
systems to rate the quality of products. If we treat the student
graders as the users, and the homework submissions as the
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products, it can be seen that the peer grading system for home-
work is similar to the review system for products. For the
product review system, a variety of methods [24], [25], [26]
have been proposed to improve the quality of the reviews
based on evaluating the trustiness of the users. The work
in [24] has devised a graph model to detect untrustworthy
users utilizing the ratings given by all the users. The graph
consists of two types of nodes: user nodes and product nodes.
The two types of nodes are connected by the ratings that
are given to the products by the users. In the graph model,
three properties, namely fairness, reliability and goodness,
are respectively defined for the users, ratings and products.
The values of the three properties are iteratively updated until
converge. Then the users with small values of fairness are
removed to improve the quality of the reviews.

Inspired by the idea of [24], we propose a method to
evaluate the dutifulness of the graders, and aggregate the peer
grading scores based on the dutifulness of the graders. The
structure of the proposedmethod is similar to the graphmodel
in [24]. It consists of grader nodes and submission nodes,
and the nodes are connected by the ratings. The property
of dutifulness is defined for the grader nodes, the property
of true score is defined for the submission nodes, and the
property of reliability is defined for the ratings. However,
the proposed method is different from the model in [24]. The
purpose of [24] is to find out the untrustworthy reviewers in
the review system. It aims to obtain an accurate estimation of
the property of the reviewers (e.g., the fairness of the user).
Our purpose is to get an accurate assessment of the quality
of the reviewed object. So the proposed method tries to get
an estimation of the property of the reviewed object (e.g., the
true score of the submission) as close as the ground truth.
It can be seen in the next section, the definition of the quality
of the reviewed object in our method (e.g., the true score
of the submission) is completely different from that in [24]
(e.g., the goodness of the product), because the definition
in [24] is too rough for estimating the quality of the reviewed
object.

The proposed method, the PeerRank [7] and the modifi-
cations of PeerRank [21], [22] all follow the idea of getting
the aggregated results by weighting the peer grading scores.
But the proposed method is different from the PeerRank and
its modifications in essence, as the weights obtained by the
proposed method measure a property of the graders that is
totally different from those obtained by the PeerRank and
its modifications. The core idea of PeerRank and its mod-
ifications is to weight the scores according to the graders’
performance on finishing the homework. Due to the students’
undutiful behaviors in the peer grading process of a blended
teaching course, the performance on finishing the homework
is not equivalent to the performance on assessing the submis-
sions. The proposed method weights the scores according to
the dutifulness of the graders which is a new metric defined
by us. From the definition, we will see the dutifulness can
be regarded as a measurement of the discrepancy between
the scores given by the grader and the true scores of the

FIGURE 1. A sample model of peer grading. The nodes s1, s2, · · · , s5
denote submissions committed by students g1, g2, · · · , g5 respectively.
The students g1, g2, · · · , g5 also act as graders, each of whom rates
2 submissions. The weights of the edges denote the rated scores.

submissions, and thus the dutifulness represents the grader’s
performance on assessing the submissions.

III. THE PROPOSED METHOD FOR PEER GRADING
A graph model is proposed to improve the accuracy of peer
grading by addressing the students’ irresponsible behaviors
in the grading process.

A. MODEL DEFINITION
Peer grading works in a way that each student generates
a submission for a homework assignment, and then each
submission is randomly allocated to a small number of other
students to be graded (each student is also limited to grade
a small number of submissions), and finally an aggregate of
the scores given by the students is computed for each sub-
mission. This scenario can be modeled as a directed bipartite
graph M (G, S,E). As shown in Figure 1, each node g ∈ G
represents a grader (student), each node s ∈ S represents a
submission, and each directed edge (g, s) ∈ E represents a
given submission s is rated by a specific grader g. The weight
of the edge represents the score of a submission rated by a
grader.

Through the paper, we will use the following notation.
The collection of all graders (students) is denoted by G, and
a specific grader by g. The collection of all submissions is
denoted by S, and a specific submission by s. The collection
of all ratings is denoted by E , and a specific rating by (g, s)
which represents grader g grades submission s. The score
of submission s given by grader g is denoted by C(g, s).
The collection of graders who rate a specific submission s
is denoted by In(s). The collection of submissions which are
rated by a specific grader g is denoted by Out(g), and the
number of submissions in Out(g) is denoted by |Out(g)|.

We assume that each grader has an intrinsic value of duti-
fulness which determines to what extent the scores provided
by him can be trusted when aggregating the scores. Based
on this assumption, a model called DRT (Dutifulness, Relia-
bility, and True score) is proposed. The DRT model assumes
a peer grading system contains 3 types of latent variables:
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dutifulness of a grader, reliability of a peer grading score,
and true score of a submission. By inferring these variables,
we can get an estimation of the ground truth score for each
submission.

• Dutifulness of a grader: This quantity measures on
average the trustiness of a grader. A grader with high
dutifulness tends to grade a submission with small dif-
ference from the ground truth, while a grader with low
dutifulness tends to grade a submission with large devi-
ation from the ground truth. The dutifulness of a grader
g is denoted by D(g), and its value lies in the interval
[0, 1]. 0 represents the grader cannot be trusted at all,
while 1 represents the grader can be totally trusted.

• Reliability of a peer grading score: Every peer grading
score C(g, s) is associated with a value of reliability
R(g, s). This value describes to what extent the score can
be trusted. As the attitude of a grader changes with time,
the reliability of his rating is dynamic. The more serious
the attitude is, the smaller the difference between the
ground truth and rated score is. For example, a student
might get bored after rating some submissions and the
deviation of his rating from the ground truth will go up.
R(g, s) takes a value in the interval [0, 1]. 0 means a score
is 100% untrustworthy, while 1 means a score is 100%
trustworthy.

• True score of a submission: Each submission s is asso-
ciated with an underlying true score T (s), which indi-
cates how well the homework is finished by a student.
For simplicity of calculation, value of T (s) is normalized
to [0, 1], where 0 means no questions are correctly
answered, while 1 means all questions are correctly
answered. The peer grading scoreC(g, s) is also normal-
ized to [0, 1] to have the same range as T (s).

The dutifulness of a grader is an average measurement of
the trustiness of all the ratings given by him. We define the
dutifulness of a grader as Eq. (1).

D(g) =

∑
s∈Out(g)

R(g, s)

|Out(g)|
, for g ∈ G (1)

We assume that the reliability of a specific rating is deter-
mined by two factors, the dutifulness of the grader and his
attitude when rating the submission. The dutifulness reflects
the overall bias of the grader, while the attitude reflects the
fluctuation when grading a submission. We use the absolute
distance between the true score T (s) and the rated score
C(g, s) to measure the grader’s attitude. The reliability is
formulated as Eq. (2), where α is a parameter in (0, 1),
which tunes the weights of the dutifulness and the attitude.
The larger α is, the more the reliability of a specific rat-
ing is determined by the grader’s overall bias on all the
submissions rated by him. The smaller α is, the more the
reliability of a specific rating is determined by the grader’s
attitude to this specific submission. In practice, α should be
set to a suitable value to strike a balance between the overall

bias and specific attitude.

R(g, s)=αD(g)+(1−α)(1−|C(g, s)−T (s)|), for (g, s)∈E

(2)

The true score T (s) of a specific submission s is computed
by Eq. (3), which is a weighted sum of the peer grading
scores. The more dutiful a grader is, the more the score from
him can be trusted, and thus the score from a grader with lager
D(g) weights more in the aggregated result. When calculating
the weight, we feed D(g) to a power function f (x) = xβ ,
where β > 1. The power function makes each grader’s
impact on the aggregated result more different. A larger value
of β can more remarkably maximize the contributions of
dutiful users while minimizing the contributions of undutiful
users. It also should be noted that β cannot be too large,
otherwise all the graders except the one with the highest value
of dutifulness will contribute little to the aggregated score.

T (s) =

∑
g∈In(s)

D(g)βC(g, s)∑
g∈In(s)

D(g)β
, for s ∈ S (3)

B. MODEL SOLVING
Eq. (1)∼(3) are interdependent, so they cannot be solved
directly. We use an iterative algorithm similar to the method
in [24] to solve the DRT model. Let Dt (g), Rt (g, s), and
T t (s) denote the dutifulness, reliability and true score at the
t-th iteration respectively. For all the graders, peer grading
scores, and submissions, initialize D0(g), R0(g, s), and T 0(s)
to 1 which is the highest value they can achieve. Update
the three equations iteratively by Algorithm 1. When the
algorithm stops, T t (s) is taken as the aggregated result, which
is an estimation of the ground truth score of submission s.
Although convergence is not theoretically proven, experi-
ments show the algorithm converges to a stable value within
a small error bound fairly quickly. We have conducted a
large number of experiments to test the convergence, and
find the number of iterations to attain convergence is affected
by the total number of students, where more iterations are
needed when the number of students is increasing, and when
the number of students is 500, only about 40 iterations are
required to achieve convergence.

IV. EXPERIMENTAL EVALUATION
We conduct experiments both on real-world and synthetic
data to evaluate the performance of the DRT model.

A. EXPERIMENTS ON REAL-WORLD DATA
In this subsection, we use a real-world dataset to test whether
the DRT model can improve peer grading performance in
blended teaching courses.

The dataset is collected from a course named ‘‘Intro-
duction to Computer Science’’ held in Fall 2020 at our
university. It is a blended teaching course. Some teach-
ing activities, including homework, quiz, discussion and
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Algorithm 1 The Algorithm for Solving the DRT Model
1. Initialize D0(g) = 1,R0(g, s) = 1,T 0(s) = 1 for all graders, all peer

grading scores, and all submissions
2. Set error bound ε = 10−6, maximum number of iterations K = 500,

iteration counter t = 1
3. do
4. Update true score using Eq. (3):

T t (s) =

∑
g∈In(s)

Dt−1(g)βC(g,s)∑
g∈In(s)

Dt−1(g)β
, for all submissions s ∈ S

5. Update reliability using Eq. (2):
Rt (g, s) = αDt−1(g)+(1−α)(1−

∣∣C(g, s)− T t (s)∣∣), for all ratings
(g, s) ∈ E

6. Update dutifulness using Eq. (1):

Dt (g) =

∑
s∈Out(g)

Rt (g,s)

|Out(g)| , for all graders g ∈ G
7. t = t + 1
8. Calculate error:

error = Max(
∑
s∈S
|T t (s)− T t−1(s)|,∑

(g,s)∈E
|Rt (g, s)− Rt−1(g, s)|,

∑
g∈G
|Dt (g)− Dt−1(g)|)

9. while (error > ε and t < K )
10. return T t (s) for all s ∈ S

pre-class reading, are conducted on an online platform
(https://www.teachermate.com.cn/), and the rest are con-
ducted in a form of traditional classroom teaching. To finish
the homework, the students should submit their answers to the
platform. After the deadline of submission, the students are
given 5 days to finish peer grading on the platform. After the
deadline of peer grading, the system computes the average
score for each submission, which is the final assessment of
the submission. The grading task is mandatory. If a student
does not finish the grading task, the system will subtract
10 points (10% of the full score) from his homework. Tomake
the students perform more fairly, the grading process is set
to be double blind. Only students who have committed the
submission can participate in the peer grading task. Namely,
for a specific homework assignment, if a student does not
commit his submission before the deadline, he is not allowed
to rate his peers.

The course is divided to 4 sections, and each section
has a homework assignment. Each assignment consists of
question-and-answer questions and computational questions.
55 students are enrolled in the course. For each assignment,
each submission is randomly allocated to 5 other students,
and each student grades 5 submissions. Each submission is
also graded by the instructor. The full score of each assign-
ment is normalized to 100. It should be noted that for the
students who have committed the submissions but not fin-
ished the grading task, the system automatically subtracts
10 points from their final scores. This subtraction does not
affect the following experiments. Because only the original
scores rated by the students are collected for the experi-
ments, while the final scores computed by the platform are
discarded.

The statistics of the data set is shown in Table 1. To get a
ground truth score for each submission, the instructor also
grades each submission, so the number of submissions is

TABLE 1. Dataset statistics.

equal to the number of instructor grading scores in Table 1.
Data missing is a common situation in a real-world dataset.
Some students may have not finished the homework, so the
number of submissions may be less than the number of
students (e.g., the number of submissions is less than 55 in
Assignment 1 and 3). Some students may have finished the
homework but not participate in the grading task, so the
number of graders may be less than the number of students
who have successfully submitted the homework (e.g., the
number of graders is less than the number of submissions in
Assignment 1, 2 and 3). Some graders may only rate a part
of the assigned submissions, so the number of peer grading
scores may be less than the number of graders multiplies
the number of submissions assigned to each grader (e.g., the
number of peer grading scores is only 188, less than 47× 5,
in Assignment 3). For Assignment 1, it was the first time to
use the grading system and the students were not familiar with
it, so only 40 students successfully submitted their homework
and only 37 students finished peer grading. For Assignment 3,
the deadline of the peer grading task happened to be in
the middle of a 3-day holiday, so some students forgot to
finish the task. Among the 52 students who had successfully
submitted the homework, 5 students did not participate in
peer grading, and 16 students did not rate all the assigned
submissions (e.g., they rated less than 5 submissions). So we
only got 188 peer grading scores for Assignment 3. Due
to some students did not finish homework and/or did not
finish peer grading, the problem of data missing is relatively
significant for Assignment 1 and 3. But when observing from
the view of the submissions, most of them still have received
at least 4 ratings, so the experiment results will not be affected
a lot.

1) ACCURACY OF AGGREGATED SCORES
To test the performance on estimating the ground truth scores,
we run experiments on the collected dataset. The scores
graded by the instructor are taken as the ground truth. Four
exiting methods are taken for comparison. The mean and the
median of peer grading scores are most often used by peer
grading systems, so the two methods are taken as baselines.
The PeerRank [7] is also a method based on graph analysis,
so we compare our method with it. Our method is developed
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TABLE 2. RMSE of the aggregated scores.

from REV2 [24], so we also take it for comparison. In the
peer grading scenario, due to the number of graders for each
submission is small, and no behavior information is recorded,
we use the basic form of REV2 which drops the prior belief
term and behavior feature term. The parameters of our DRT
model are set to be α = 0.5 and β = 3. As the aggregated
scores directly obtained from the 5 methods are in different
scales, all the results reported below are normalized to have
a full score of 100.

The root mean square errors (RMSE) are listed in Table 2.
It can be seen our DRT model achieves the lowest RMSE on
all the 4 assignments. Compared to the baseline of the mean
value method, our method decreases the RMSE by 2.31% in
the worst case (e.g., Assignment 1) and by 30.72% in the best
case (e.g., Assignment 4). The results verify the effective-
ness of our method. It is surprising that the two elaborately
designed methods, PeerRank and REV2, perform even worse
than the baselines on some assignments. PeerRank is based on
the assumption that the reliability of a grader is determined
by the performance on his own homework. We will show
in the next experiment that this assumption does not hold
in this blended teaching course. So PeerRank fails. REV2
was originally designed for online marketplaces. Actually,
a product in an online marketplace does not have a definite
score of quality, and the score is just the consensus of a
group of people. On the other hand, REV2 mainly focuses
on evaluating the trustiness of users, but not the quality of
products.

To further compare the performance of the methods,
we investigate the distribution of the absolute error between
the aggregated score and the ground truth. Table 3 and Table 4
respectively report the percentage of aggregated scores hav-
ing error within 5 points (5% of the full score) and 10 points
(10% of the full score). For a given method, the higher
percentage means a better performance, as it means more
estimated scores are located near the ground truth. It can be
seen that our method achieves the highest percentage among
the 5 methods most of the time. This result demonstrates the
aggregated scores obtained by our method are more concen-
trated in the vicinity of the ground truth. This experiment
again verifies the effectiveness of our method.

2) FACTORS AFFECTING PEER GRADING ERROR
Most of the current methods are based on the assumption
that a grader’s grading ability is related to his performance
on finishing his own homework, which means the higher a
grader’s submission is graded, the more accurate he grades

TABLE 3. Percentage of aggregated scores having error within 5 points.

TABLE 4. Percentage of aggregated scores having error within 10 points.

his peers’ submissions. We run experiments to investigate
whether this assumption holds. We calculate the mean abso-
lute error (MAE) by Eq. (4) to evaluate the average peer
grading error of a grader.

MAE(g) =
1

|Out(g)|

∑
s∈Out(g)

|C(g, s)−GT (s)|, for g ∈ G

(4)

where GT (s) denotes the ground truth score of submission
s given by the instructor. The MAE can be used to mea-
sure the grader’s grading ability, as a smaller value of MAE
means doing better in peer grading. The Pearson correlation
coefficient between the MAE and the ground truth score is
computed. Table 5 shows the correlation coefficients and the
p-values. It can be seen that the MAE is irrelevant to the
ground truth score, which means the grading ability of a
grader is irrelevant to his performance on finishing his own
homework. The assumption of the current methods does not
hold. This result is in accordance with the findings in [19]
that due to affinity among students, they trend to assign ran-
dom scores to other submissions without seriously evaluating
their peers’ homework. This result explains why the existing
methods are sometimes ineffective in the real world.

To verify the dutifulness of a grader devised in our DRT
model (defined by Eq. (1)) is a good metric to measure a
grader’s grading ability, the Pearson correlation coefficient
between the MAE and the value of dutifulness is computed.
The results are reported in Table 5. It shows that the MAE has
a significant negative correlation with the dutifulness, which
supports our assumption that the more dutiful a grader is, the
more accurately he rates his peers’ submissions. The results
also verify that weighting the observed scores by the graders’
dutifulness (defined by Eq. (3)) is a rational way to estimate
the ground truth score.

B. EXPERIMENTS ON SYNTHETIC DATA
We use synthetic data, which simulate a course with a large
number of enrolled students, to measure the scalability of the
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TABLE 5. Pearson correlation coefficients and p-values between the MAE
and the affecting factor.

DRT model and investigate the undutiful graders’ impact on
peer grading accuracy.

In the following experiments, the scores (both ground truth
and peer grading scores) of a submission are integers in the
range of [0, 100]. The ground truth score of a submission
is simulated by a normal distribution with a fixed standard
deviation of 4 and a mean of µ, so the ground truth score of
a submission s is drawn from:

GT (s) ∼ N (µ, 42) (5)

The obtained score is rounded to an integer. If the score is
outside [0, 100], it is clipped to the bounds of the range.

To simulate the existence of undutiful graders, we ran-
domly divide the students to two types: the dutiful ones and
undutiful ones. A dutiful grader rates a submission based on
the ground truth score of his own submission, and an unduti-
ful grader rates a submission randomly. For a dutiful grader,
we take the rating model in [7] and [22] to generate the scores
given by him. According this rating model, if the ground truth
score of a submission is GT (s), and the ground truth score of
a grader’s own submission is GT (g), then the peer grading
score C(g, s) is the sum of two binomial distributions:

C1(g, s) ∼ B(GT (s),GT (g)/100)

C2(g, s) ∼ B(100− GT (s), 1− GT (g)/100)

C(g, s) = C1(g, s)+ C2(g, s) (6)

where B(n, p) is a binomial distribution of n trails with prob-
ability p. The undutiful graders are further randomly divided
to 2 halves. An undutiful grader in the first half simply gives a
high score to a submission, so the peer grading score is drawn
from a discrete uniform distribution:

C(g, s) ∼ U (90, 100) (7)

where U (a, b) is a discrete uniform distribution with param-
eter a and b. An undutiful grader in the second half simply
gives a low score to a submission, so we draw the peer grading
score from the following discrete uniform distribution:

C(g, s) ∼ U (10, 20) (8)

In the following experiments, submissions are randomly
assigned to graders and the scores are generated using
Eq. (5)∼Eq. (8). Each experiment is repeated 50 times, and
the average result is reported.

FIGURE 2. RMSE of 5 methods on a normal distribution of ground truth
scores, with the mean value of the normal distribution varying from
30 to 90.

1) VARIABLE MEAN VALUE OF GROUND TRUTH SCORES
This experiment investigates the grading accuracy when the
mean value of the ground truth scores (µin Eq. (5) ) varies.
The number of students is set to be 100, 20% of the students
are undutiful graders, and each student grades 5 submissions.
Figure 2 shows the RMSE when µvaries between 30 and
90. We can see that the advantage of the DRT model is
significant when µ is large. Specifically, when µ is larger
than 70, the DRT obtains a significantly lower RMSE than
the other methods, but when µ is less than 70, the DRT,
Median, and REV2 methods obtain almost the same RMSE.
Whenµ is small, the dutiful graders have poor grading ability.
Although they try to rate the submissions as possible as they
can, the scores given by them are still unreliable due to the
limitation of grading ability. Since a majority of the peer
grading scores are unreliable, there is not enough information
for the DRT to detect the undutiful graders, and the DRT
shows no advantage. Indeed, when the unreliable scores are
too many, no method can obtain a good result due to the lack
of information, and we can see no method can perform better
than the DRT.

In Figure 2, it can be seen that all the methods achieve
the lowest RMSE when µ = 50. This does not imply the
best performance can be obtained when µ = 50, it is just a
coincidence caused by the data generating models. We can
see that when µ = 50, the mean value of the ground truth
scores is 50 (from Eq. (5)), the mean value of the scores given
by dutiful graders is 50 (from Eq. (6)), and the mean value of
the scores given by undutiful graders is near 50 (from Eq. (7)
and Eq. (8)). So the distance between the ground truth scores
and the peer grading scores are small, and we observe a valley
for each curve at µ = 50 in Figure 2.
Since the DRT model needs the peer grading scores infor-

mative enough to distinguish dutiful graders and undutiful
graders, µ is set to be 80 in the rest experiments.

2) VARIABLE NUMBER OF UNDUTIFUL GRADERS
This experiment explores the impact of undutiful graders to
the accuracy of aggregated scores by changing the quantity

166788 VOLUME 9, 2021



X. Du et al.: Graph Analysis Method to Improve Peer Grading Accuracy for Blended Teaching Courses

FIGURE 3. RMSE of 5 methods with the percentage of undutiful graders
varying from 0 to 40%.

of undutiful graders. The experiment setting is as follow: the
percentage of undutiful graders among the students varies
from 0 to 40%, the total number of students is 100, each stu-
dent grades 5 submissions, and the mean value of the ground
truth scores is 80. The result is shown in Figure 3. We can
see that the DRT model achieves the lowest RMSE among
the 5 methods most of the time. Actually, this experiment
demonstrates the superiority of the DRT model from two
aspects: one is the low RMSE, which represents the high
accuracy of the aggregated scores, and the other is the low
growth rate of the RMSE, which represents the robustness
to undutiful graders’ disturbances. It can be seen that when
the percentage of the undutiful graders is less than 30%,
the RMSE of the DRT model increases very slow. The slow
increase verifies the DRT model is effective to detect the
undutiful graders and remove their disturbances from the
aggregated scores. Although the RMSE of the DRT mode
starts to increase fast when the percentage of the undutiful
graders exceeds 30%, the DRT model still obtains the lowest
RMSE due to its advantages accumulated in the early stage.

The PeerRank performs best among all the methods when
there is no undutiful grader, but its performance decreases
immediately when a small number of undutiful ones are
added to the graders. This result is in line with the expec-
tations. When the dataset contains no undutiful graders, the
assumption of the PeerRank is well satisfied, and it obtains
a good performance. But when undutiful graders are added
to the dataset, the assumption is broken, and the performance
decreases immediately. The performances of all the methods
except the DRT deteriorate rapidly with the percentage of
undutiful graders increasing. This reminds us that the unduti-
ful graders should be treated seriously when designing a peer
grading method, otherwise the method may lose effect even
when a small number of undutiful ones are contained in the
graders.

3) VARIABLE NUMBER OF GRADERS PER SUBMISSION
This experiment inquires the impact of the number of
graders assigned to each submission by varying the number

FIGURE 4. RMSE of 5 methods with the number of graders for each
submission varying from 3 to 10.

FIGURE 5. RMSE of 5 methods with the total number of students
increasing from 100 to 500.

from 3 to 10. In the experiment, the total number of students
is 100, 20% of students are undutiful graders, and the mean
value of the ground truth scores is 80. As is shown in Figure 4,
the DRT always gets the lowest RMSE among the methods.
In addition, we can see that the DRT reaches a stable RMSE
at 6 graders per submission, while the RMSE of the other
methods still decreases after 6 graders per submission. This
result implies that our DRT model can get a good result with
a small number of graders per submission. This is a good
property in a real-world peer grading system. Because only
grading a few submissions will not significantly increase the
graders’ burden, and when the burden of the task is light, the
graders tend to review the submissions more carefully and
seriously.

4) VARIABLE TOTAL NUMBER OF STUDENTS
This experiment tests whether the DRT model can be applied
to a course with even larger scale. In the experiment, the
total number of students varies from 100 to 500, 20% of the
students are undutiful graders, each student grades 5 sub-
missions, and the mean value of the ground truth scores is
80. The result is shown in Figure 5. The RMSEs of all the
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5 methods show no obvious change when the number of
students increases. The DRT model performs best among all
the methods. This implies that our method is applicable to a
large-scale course.

V. CONCLUSION AND FUTURE WORK
This paper proposes the DRT model to improve the accuracy
of peer grading for blended teaching courses. Starting from
the analysis that the rating errors are mainly due to the
graders’ undutiful behaviors when grading the submissions,
we define three types of variables, which are the dutifulness
of a grader, the reliability of a peer grading score, and true
score of a submission, to quantitatively describe the intrinsic
relationship among the grader, submission and rated score.
By solving these variables in an iterative manner, an aggre-
gated score for each submission is obtained. The effectiveness
of the DRT model is verified by extensive experiments.

Experiments are conducted on both real-world and syn-
thetic datasets. From the experiments we can get the fol-
lowing conclusions. (1) In blended teaching courses, there
are indeed a significant number of irresponsible students
whose grading performance is irrelevant to the performance
on finishing the homework. With the proportion of irrespon-
sible students increasing, the accuracy of many current peer
grading methods decreases severely, since their assumption
that the students are responsible is broken. (2) The DRT
model can achieve high peer grading accuracy in blended
teaching courses. This model is based on the assumption
that there are many irresponsible ones mixed in the students,
and tries to alleviate the adverse effect of the irresponsible
students. Since its assumption well fits the reality and the
dutifulness designed in the model is a good metric to evaluate
the trustiness of the students, the model obtains good per-
formance. (3) The DRT model is robust to the irresponsible
students. Experiments show that even when the proportion
of irresponsible students reaches 30%, the accuracy keeps
almost unchanged. (4) The DRT model shows some other
good properties. A high accuracy can be obtained with each
student grading only a small number of submissions. This can
lighten the students’ work burden while keeping high grading
performance. The DRT model is not limited by the scale the
class. It can be applied to both small classes with dozens of
students and large classes with hundreds of students.

Though the DRT model has achieved good performance,
future work can be done from many aspects to further
improve it. The current work has illustrated the dutifulness in
the DRT model is a good evaluation of the students’ grading
performance. So the value of dutifulness can be used to incent
the students to perform more carefully and reliably in the
grading task. How to incorporate an incentive mechanism
into the current model can be studied in the future. The DRT
model only considers the students’ irresponsible behavior,
while the methods for MOOCs only consider the students’
mastery of knowledge. Theoretically, both factors impact
the performance of peer grading. Future work can study
how to model the two factors simultaneously. A majority

of peer grading methods, including the DRT model, assign
the submissions to the graders randomly. To improve the
performance of peer grading by allocating the submissions
according to more rational rules is another direction of the
future work. An important reason of the students’ irrespon-
sible behaviors in peer grading is that the grading task is
tedious. Many researches have devoted to improve learning
by gamification. The learning process becomes interesting
via gamification. The future work can study reshaping the
peer grading task in a game-based form to make it more
attractive.
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