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ABSTRACT Traditional aerial target tactical intention recognition is based on a single moment of reasoning,
while actual battlefield target tactical intention is realized by a series of actions, so the target state reflects
dynamic and temporal variation. To solve this problem, bidirectional propagation and attention mechanisms
are introduced based on a gated recurrent unit (GRU) network, and bidirectional gated recurrent units with
attention mechanism (BiGRU-Attention) air target tactical intention recognition model is proposed. We use
a hierarchical approach to construct the air combat intention characteristic set, encode it into temporal
characteristics, encapsulate the decision-maker’s experience into labels, learn the deep-level information
in the air combat intention characteristic vector through a BiGRU neural network, and use the attention
mechanism to adaptively assign network weights, and then place air combat characteristic information with
different weights in a softmax function layer for intention recognition. Comparison with a traditional air
tactical target intention recognitionmodel and analysis of ablation experiments show that the proposedmodel
effectively improves the tactical intention recognition of air targets.

INDEX TERMS Intention recognition, attention mechanism, bidirectional GRU, temporal variation, aerial
targets.

I. INTRODUCTION
In the modern, information-based air battlefield, the vigorous
development of aviation science and military technology has
led to increasing threats to air targets. At the same time, the
complexity of the battlefield environment and information
asymmetry continues to increase due to the continuous appli-
cation of high technology, making it difficult to accurately
identify the enemy’s target intentions in real-time based
only on experience. Hence intelligent reasoning methods are
needed [1].

Research on intention recognition has been conducted
in the military field to meet the needs of operational
decision systems. Studies of the intention recognition of
enemy targets in complex battlefield environments include
the areas of evidence theory [2], template matching [3],
expert systems [4], Bayesian networks [5]–[7], and neural

The associate editor coordinating the review of this manuscript and

approving it for publication was Seok-Bum Ko .

networks [8]–[12]. Zhao et al. [2] used vessels sensors to
measure the characteristic information of an air target and
establish a confidence rule base. Thus the target intention
was identified by fusing multiple sources of information
using evidential inference. Li [3] designed an intention
recognition reasoning model on a template based on a
situational database and proposed an intention recognition
template matching method based on D-S evidence theory.
Yin et al. [4] used domain expert knowledge to construct
a knowledge base, expressed relationships between bat-
tlefield situations and combat intentions in the form of
rules, and obtained a result based on an inference engine.
Qing et al. [5], Song et al. [6], and Xue et al. [7]
determined Bayesian network parameters based on military
expert knowledge, using nodes, directed arcs, and conditional
probabilities to represent characteristics, transfer relation-
ships, and relationship strengths, respectively. New events
have been used to influence backward propagation to update
network parameters until an intention exceeds a threshold
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value, which is the identified intention. References [2]–[7]
have achieved certain results in intention recognition based
on different methods. However, the construction of the
probability distribution function of D-S evidence theory
and the collection of evidence information; the construction
of template matching technology standard template library;
the establishment of expert system inference engine and
knowledge base; the determination of the Bayesian network
structure and probability distribution parameters all need to
organize, abstract and explicitly describe the knowledge and
experience of the domain experts, and it is very difficult to
implement the project and express the knowledge [13].

Wu [8] used Recurrent Neural Network (RNN) to study
the intent of aerial cluster targets. Zhou et al. [9] used long
short-term memory (LSTM) to repair incomplete air combat
information, and used a decision tree to reason about target
intentions. Ou et al. [10] used a semi-supervised learning
method to identify the intention of an enemy airborne
target, and improved the accuracy of intention recognition
through pre-training. Zhai et al. [11] proposed an air combat
target threat assessment method based on a standardized
fully connected residual network. The batch normalization
algorithm is used to improve the convergence speed of
the model, and the residual network is used to enhance
the network learning ability, which effectively improves the
accuracy of intention recognition. Wei et al. [12] proposed a
target intention recognition model based on radial basis func-
tion (RBF) neural network. References [8]–[12] collected
battlefield information, selected appropriate characteristics,
and preprocessed data to obtain a dataset, which was input
to a neural network, using its adaptive and self-learning
capabilities to obtain combat intention recognition rules used
to deduce an enemy’s intention. However, by relying on the
characteristic information of a single moment for analysis
and reasoning, the above methods have difficulty finding the
hidden deep information from the target state characteristic
of temporal variation.

In the battlefield, target intention is implemented through
a series of tactical actions, so the dynamic attributes of
the target and the battlefield environment will present
characteristics of dynamic and temporal variation. Combat
actions will be deceptive and covert, and it is not scientific
enough to reason based on a single moment. Aiming at
the temporal characteristics, Ou et al. [13] proposed an
intelligent target tactical intention recognition model based
on a long short-term memory (LSTM) network, which well
recognizes target combat intentions and conforms to temporal
characteristics and logical relationships. Xue et al. [14]
proposed an air target intent recognition method based on
Panoramic Convolutional Long Short-Term Memory Neural
Network (PCLSTM), which uses PCLSTM to improve
feature learning capabilities, and designs a time series pooling
Layer to reduce the number of neural network parameters.
The above two air target intention recognition methods
based on LSTM have good results, but they can only use
historical moment information to make judgments on current

FIGURE 1. Hierarchical representation and reasoning process of intention.

information, and cannot use future moment information.
In addition, decision-makers will focus on key features when
judging the intentions of enemy air targets, especially when
different types of features map different intentions, they
should increase the weight of key features.

In order to effectively solve the shortcomings of the above
methods and improve the efficiency of air target intention
recognition, we propose an air target intent recognition
method based on bidirectional gated recurrent units with
attention mechanism (BiGRU-Attention). The main innova-
tions are as follows:

1) We use a hierarchical strategy to extract features related
to air target intent recognition from three aspects, and
reasonably encode non-numerical features.

2) In order to improve the speed of air target intent
recognition, we use gated recurrent unit (GRU) as the
basic network. Compared with LSTM, GRU has similar
performance but simpler structure, so the use of GRU can
effectively reduce the time complexity of air target intent
recognition.

3) The bidirectional propagation mechanism is introduced
to join the GRU network. Compared with GRU, bidirectional
gated recurrent unit (BiGRU) can make full use of historical
and future information to form comprehensive judgment and
improve network learning ability.

4) The attention mechanism is introduced to simulate
the automatic attention ability of decision-makers for key
features. The attention mechanism adaptively pays attention
to key features by assigning weights to features to improve
the accuracy of intention recognition.

II. PROBLEM DESCRIPTION OF AIR TARGET INTENTION
RECOGNITION
Air target tactical intention is the process of reasoning about
the operational intention of enemy targets in a real-time,
adversarial environment by extracting information in the
corresponding space-time domain, static attributes, and real-
time dynamic information for analysis, and combining this
with military knowledge of the domain [15]. The process is
shown in Figure 1.
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FIGURE 2. Process of air target tactical intention recognition. The red frame is the training process, and the blue frame is the Reasoning process.

This is a typical pattern recognition problem that can be
described as a mapping of air combat intention recognition
characteristics to air combat intention types. Define I =
(i1, i2, · · · , in) as the air target tactical intention space,
and V t as the real-time characteristic information on the
battlefield at time t . The target will attempt to deceive our
decision-makers and cause wrong judgments, so the enemy’s
predicted operational intention based on a single moment
will differ significantly from reality. It is more scientific to
infer this from information at multiple consecutive moments.
Define VT as a temporal characteristic set composed of
characteristic sets from t1 to tT at T consecutive moments.
We can determine the mapping from the tactical intention
space I to the temporal characteristic set VT as

I = f (VT ) = f
(
V (t1),V (t2), · · · ,V (tT )

)
(1)

Due to the high confrontation, uncertainty, and com-
plexity of air warfare, it is difficult to inductively derive
a mapping relationship from tactical intention types to
temporal characteristic sets through formulas [13]. We train
the BiGRU-Attention network structure using the air combat
dataset, so as to implicitly establish a mapping relationship
from the tactical intention type to the temporal characteristic
set, as shown in Figure 2.

In the process of air target tactical intention recognition,
a training dataset is obtained through intention type calibra-
tion of historical data by air combat experts. The preprocessed
dataset is input to the BiGRU-Attention network for training
to obtain the mapping relationship between the air combat
intention type and the temporal characteristic set. In actual
air combat, state information of the target is collected by
sensors in real-time at N successive moments Tn to Tn+N .
This information is integrated and coded in the trained target
intention recognition model.

We assume: (1) environmental conditions such as terrain,
atmosphere, and climate are approximately the same for both

sides; and (2) the enemy air target tactical intention does not
change in the extracted temporal series [1].

A. SPATIAL DESCRIPTION OF TARGET TACTICAL
INTENTION
The target tactical intention space has intention spaces
for different combat forms, scenarios, and entities. It is
necessary to define a tactical intention space suitable to
the combat situation. Zhao et al. [2] defined the tactical
intention space for enemy air targets against our surface naval
vessels as {reconnaissance, surveillance, attack, cover};
Chen et al. [16] established the tactical intention space
for a single group of enemy fleet formations as {attack,
reconnaissance, evasion, cover}; Zhang et al. [17] defined
the tactical intention space for enemy air targets against
our submarines as {attack, submarine search, repel, patrol};
and Lu et al. [18] established the tactical intention space as
{attack, evasion, patrol} for underwater threat targets. With
an airspace unmanned aerial vehicle (UAV) engagement as
the research object, we establish the tactical intention space
of the enemy target as {surprise, feint, attack, reconnaissance,
retreat, surveillance, electronic interference}.

The key to applying BiGRU-Attention models to tactical
intention recognition is to convert human cognitive patterns
to labels trained by intelligent models and corresponding to
intention types. Analyzing the process of decision-makers
inferring the tactical intentions of enemy targets, it can
be seen that it is difficult for decision-makers to express
the process of judgment of the enemy’s target intentions
through simple formulas after obtaining battlefield situation
information and combining their own experience. However,
human cognitive experience is often implicit in the inference
process of the enemy’s combat intentions. Therefore, the
cognitive experience of decision-makers can be encapsulated
into labels to train the BiGRU-Attention model [19].
Figure 3 shows the combat intention type encoding and
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FIGURE 3. Schematic diagram of combat intention coding and analysis.
The same color is a set of correspondence.

pattern resolution mechanisms for the target combat intention
types established in this paper. For example, an intention
recognition result of 4 indicates an attack intention. Hence
the coding of enemy combat intention can simply and clearly
express the cognitive experience of decision-makers, making
it easier to train the model.

B. CHARACTERISTIC DESCRIPTION OF AIR TARGET
TACTICAL INTENTION RECOGNITION
The enemy target tactical intention is highly correlated with
its threat level and combat mission. For example, an enemy
facing a threat level much greater than it poses is not
likely to attack. Therefore, identifying enemy threat levels
and combat missions requires the extraction of different air
combat characteristics.

Many factors affect the threat level of a target. We consider
the distance, speed, angle, and flight acceleration between the
enemy and our side. As shown in Figure 4.

The air combat capability factor is also an important
factor that affects the degree of target threat. For the
air combat capability of a fighter, a single-air combat
capability threat function is constructed according to the
reference [20].

C =
[
lnε1 + ln (ε2 + 1)+ ln(

∑
ε3 + 1)

]
ε4ε5ε6ε7 (2)

where ε1 to ε7 respectively represent fighter maneuver-
ability; airborne weapon performance; airborne equipment
detection capability; the fighter’s flight, operational, and
combat survival performance; and electronic information
countermeasure performance. The air combat capability
threat is inherent to fighters, so the associated factors of
various fighters of both sides in a certain period can be
calculated and saved in the database, whose data are updated
in real-time.

When an enemy fighter performs a certain combat mission,
its characteristic information must meet certain conditions.
For example, fighters usually approach targets at high speed,
and their flight speeds are generally 735km/h to 1470km/h.
Low-and high-altitude penetration corresponds to heights of
50m to 200m and, 10000m to 11000m respectively [14].
The target radar signal status is also related to combat
missions. For example, air-to-air radars are usually kept on
during air combat, and air-to-air radars and marine radars
are kept on during reconnaissance missions. Different aircraft
types have different application values and tactical meanings.
Fighters aremore aggressive and reconnaissance aircraft have

FIGURE 4. Relative geometric position of air combat. (H1, H2 are the
flight altitudes of the enemy and our; V1, V2 are the flight speeds of the
enemy and our; D is the distance between the two parties; ψ is the
heading angle; ϕ is the azimuth angle).

strong reconnaissance capabilities. Therefore, enemy aircraft
types can also be used as tactical intention identification
characteristics.

In addition, air target tactical intentions are closely related
to fighter maneuvers. There are two types of common
maneuver library designs: one is a ‘‘typical tactical maneuver
library’’ designed based on typical air combat tactical aircraft
actions, and the other is a ‘‘basic maneuver library’’ designed
based on basic air combat maneuvers. Since we are studying
time sequence characteristics, we collect 12 frames of target
characteristic information for tactical intent recognition, and
the control algorithm of the ‘‘typical tactical maneuver
library’’ is complicated to solve, and it is difficult to deter-
mine the exit and transition time of the action, so we do not
use it. The ‘‘basicmaneuvering library’’ [21] was proposed by
NASA scholars based on themost commonly usedmaneuvers
in air combat, mainly including {maximum acceleration,
maximum deceleration, maximum overload climb, maximum
overload dive, maximum overload right turn, maximum
overload left turn, stable fractal} 7 maneuvers, but the
maneuvers combined by these seven maneuvers are not
enough, and the use of extreme maneuvers is obviously not in
line with the reality of air combat.We use 11 ‘‘improved basic
maneuver library’’ [22], {even forward flight, deceleration
forward flight, acceleration forward flight, climb, right
climb, left climb, dive, right dive, left dive, right turn, left
turn}.

In summary, the air target tactical intention recogni-
tion characteristic set in this paper is a 17-dimensional
characteristic vector, {air-to-air radar status, marine radar
status, jamming status, jammed status, maneuver type, enemy
aircraft type, enemy aircraft acceleration, enemy aircraft
altitude, enemy aircraft speed, enemy aircraft air combat
capability factor, heading angle, azimuth angle, our aircraft
acceleration, our aircraft altitude, our aircraft speed, our
aircraft air combat capability factor, the distance between the
two sides}. The characteristic description diagram is shown
in Figure 5 and can be divided into numeric and non-numeric
characteristics.

VOLUME 9, 2021 169125



F. Teng et al.: Air Target Tactical Intention Recognition Model Based on Bidirectional GRU

FIGURE 5. Characteristic set of the tactical intention of the aerial target.
EA and OA are abbreviations for enemy aircraft and our aircraft.

III. AIR COMBAT INTENTION RECOGNITION MODEL
BASED ON BIGRU-ATTENTION
The BiGRU-Attention model has three layers: air combat
characteristic vector input, hidden, and output. The hidden
layer consists of BiGRU, attention, and dense layers. The
network input node input = (12,17), and output node
output = 7, where 12 is the timestep, 17 is the number of
characteristic dimensions, and 7 is the number of intention
categories. Figure 6 shows the structure of the model.

A. INPUT LAYER
The input layer preprocesses collected air combat character-
istic datasets to obtain a characteristic vector that the BiGRU
layer can directly accept and process. The following is a
detailed description of the normalization of numerical data,
the encoding of non-numerical data, and the construction of
samples.

1) Normalize the numeric air combat characteristic data
to eliminate the influence of data dimensions and improve
the efficiency of network convergence. We normalize
11 types of numerical air combat characteristic data such
as enemy aircraft acceleration, our aircraft acceleration,
and heading angle. For the x-th numeric data, Fx =

[fx1, fx2, · · · fxi, · · · , fxn] (x = 1, 2, · · · , 11), n is the total
number of data points. The mapping of the i-th original data
value f

′

xi of the x-th kind to the interval [0,1] is

f
′

xi =
fxi − minFx

maxFx − minFx
(3)

where minFx and maxFx are the minimum and maximum
values, respectively, of Fx .

2) Encode non-numeric air combat characteristic data. The
codes of the air-to-air radar, marine radar and interference
states take the values 0 and 1. For example, in the air-to-air
radar state, 0 means the radar is off, and 1 means it is on.
For the attribute data of maneuver type and enemy aircraft
type,Miller 9-level quantization theory [23], [24] is applied to
obtain the coded data of non-numeric characteristics. Coded
data are then normalized.

3) Construct training samples and test samples according to
the following methods. Assuming that the characteristic data
of the previous 12 moments are used to identify the intention

of the enemy aircraft during this period of time, the function
mapping relationship is as follows:

Q1 = f (v1, v2, · · · , v11, v12) (4)

where Q1 represents the type of intention identified in the
time period 1 to 12; vi, i ∈ (1, 2 · · · , 12) represents
the historical characteristic data at the i-th time. Select
(v1, v2, · · · , v11, v12) as the first set of input data, and label
the intent type q1 corresponding to the time period 1 to 12;
use (v2, v3, · · · , v12, v13) as the second set of input data,
the label is the intent type q2 corresponding to the time
period 2 to 13. By analogy, the training sample input data
and training sample label are composed as shown in (5) (6).
The method of constructing the test data is consistent with the
training sample data [25].

v1 v2 · · · vm
v2 v3 · · · vm+1
...

...
. . .

...

v11 v12 · · · vm+10
v12 v13 · · · vm+11

 (5)

[
q1 q2 · · · qn

]
(6)

B. HIDDEN LAYER
1) BIDIRECTIONAL GATED RECURRENT UNITS LAYER
As a variant of Recurrent Neural Network (RNN), the Gated
Recurrent Unit (GRU) also has a recursive structure similar
to RNN, and has a ‘‘memory’’ function to process time-series
data. At the same time, GRU can effectively alleviate the
problems of gradient disappearance and gradient explosion
that may occur in the RNN training process, and effectively
solve the problem of long-term memory. The Long Short
Term Memory (LSTM) network is also a variant of RNN,
which is similar to GRU in performance, but GRU is simpler
in structure, which can reduce the amount of computation and
improve training efficiency [26], [27]. The internal structure
of the GRU is shown in Figure 7.

GRU has two inputs, which are the output state at the
previous moment ht−1 and the input sequence value xt at
the current moment, and the output is the state at the current
moment ht . It mainly updates the state of the model by
resetting the gate rt and updating the gate zt . The reset
gate controls the degree to which historical state information
is forgotten so that the network can discard unimportant
information. The update gate zt controls the proportion of
the previous state information brought into the current state,
helping the network to remember long-term information [28].
These are calculated as:

rt = σ (W rxt + Urht−1)
zt = σ (W zxt + Uzht−1)
h̃t = tanh(W h̃xt + U h̃(rt � ht−1))
ht = (1− zt)� ht−1 + zt � h̃t

(7)

In the formula and figure 7, σ is the sigmoid activation
function, which is used to transform the intermediate state to
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FIGURE 6. BiGRU-Attention model. The input of the model is the characteristic set of the tactical intention of the air target, and the output is the label
of the type of the model’s recognition.

FIGURE 7. GRU Internal computing structure.

the range of [0,1]; ht−1 and ht are the output states at the time
(t-1) and time t respectively; xt is the input sequence value at
time t; h̃t is the candidate output state; W r , W z, W h̃, Ur ,
Uz and U h̃ are the corresponding weight coefficient matrices
of each part; tanh is a hyperbolic tangent function; � is the
Hadamard Product of the matrix.

The traditional GRU structure usually propagates in a
single direction along the direction of sequence transmission.
The information obtained by it is historical information
before the current time, which leads to the neglect of future
information. The BiGRU structure is composed of forward
GRU and backwardGRU,which has the function of capturing
the information characteristics before and after. The model
structure is shown in Figure 8.

It can be seen from Figure 8 that the hidden layer state
ht of BiGRU at time t can be obtained through the forward
hidden layer state Eht and the backward hidden layer state

←

ht .
The forward hidden layer state Eht is determined by the current
input xt and the forward hidden layer state Eht−1 at the time
(t-1). The backward hidden layer state

←

ht is determined by
the current input xt and the backward hidden layer state

←

ht+1
at time (t + 1) [29]. These are calculated as

Eht = f
(
w1xt + w2Eht−1

)
(8)

FIGURE 8. Bidirectional GRU network structure.

←

ht = f
(
w3xt + w5

←

ht+1
)

(9)

ht = g
(
w4Eht + w6

←

ht
)

(10)

where wi, i ∈ (1, 2 · · · , 6) are the weights of each layer.

2) ATTENTION MECHANISM LAYER
The attention mechanism is similar to the brain signal
processing of human vision. It highlights characteristics that
account for a greater proportion of prediction results by
calculating the weights of characteristic vectors output from
BiGRU at different moments, enabling better performance.
The attention mechanism performs well with temporal data
such as machine translation and speech recognition. It has a
relatively good effect on classification prediction. It can be
used alone or as a layer of other hybrid models [30]. In air
target tactical intention recognition, the neural network uses
the Attentionmechanism to focus on some key characteristics
during the training process, the core of which is the
weight coefficient [31]. By learning the importance of each
characteristic, and then assigning a corresponding weight
to each characteristic according to the importance. For
example, if the enemy aircraft’s intention is to attack, then
characteristics such as heading angle and maneuver type will
be assigned more weight to deepen the model memory. The
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FIGURE 9. Attention mechanism structure. The input of the attention
mechanism is the output of BiGRU, and the output is the set of weights.

structure of the attention mechanism is shown in Figure 9.
ht is the t-th characteristic vector output by BiGRU, which is
input to the hidden layer of the attention mechanism to obtain
the initial state vector st , multiplied by the weight coefficient
αt , and accumulated and summed to obtain the final output
state vector Y. The calculation formulas are

et = tanh(wtst + bt ) (11)

αt =
exp(et )∑t
i=1 ei

(12)

Y =
∑n

t=1
αtst (13)

where et is the energy value determined by the state vector st
of the t-th eigenvector; wt is the weight coefficient matrix of
the t-th eigenvector, and bt is the offset corresponding to the
t-th eigenvector. According to formula (12), the conversion
from the initial input state to the new attention state can
be realized, and the final output state vector Y is obtained
through formula (13). Finally, Y and the dense layer are
integrated and output to the final output layer.

C. OUTPUT LAYER
The input of the output layer is the output of the attention
mechanism layer in the hidden layer. We use the multi-class
softmax function to calculate and get the intention classifica-
tion result. The calculation formula is

yk = softmax (wY + b) (14)

where w is the weight coefficient matrix to be trained from
the attention mechanism layer to the output layer, b is
the corresponding bias to be trained, and yk is the output
prediction label of the output layer.

IV. EXPERIMENTAL ANALYSIS
A. EXPERIMENTAL DATASET
The experiment took a certain airspace UAV engagement as
the research background, whose data came from a combat
simulation system. We ran the simulation several times to
obtain a variety of air combat intention modes, from which
10,000 air combat intention samples were randomly selected.
Twelve consecutive frames of information were collected for
each sample, where each frame included 17 dimensions of

information such as heading angle, flight height, interference
status, and radar status. Due to a large amount of data in the
sample set, experts at air combat were chosen to compile
intention recognition rules to generate intention labels.
Pattern classification of air combat intention samples was
performed by the computer, and sample data with intention
classification ambiguities were revised by experts. The
dataset included seven target tactical intentions, including
21.6% attack, 20.0% penetration, 19.8% reconnaissance,
12.9% surveillance, 10.0% feint, 9.25% electronic jamming,
and 6.45% retreat. The sample size was 10000, with training
and test sets in 8:2 proportion, that is, 8000 for training and
2000 for testing.

B. EXPERIMENTAL SETTINGS
We use deep learning framework Keras 2.4.3 and programing
language Python 3.8 on an x86-64 CentOS7 PC, which is
based on Intel R© Xeon(R) Sliver 4110 CPU@2.10GHz, 64G
RAM, and Quadro RTX 5000/PCle/SSE2 GPU with CUDA
11.0 accelerating computation.

In the experiment, many hyper-parameters need to be
set and adjusted, and adjusted according to the accuracy.
Record the number of hidden layers is HL, and the number
of nodes in each hidden layer is HS. (1) Keep the number
of hidden layers unchanged, set different hidden layer
nodes respectively, analyze the influence of the number of
hidden layers nodes on the performance of the model. Set
HL=1, HS=[64], [128], [256], [512], and get the optimal
number of hidden layer nodes. The results are shown in
Figure 10 (a). (2) According to the optimal number of nodes
of the hidden layer obtained in (1), set different hidden layer
numbers under the condition that the overall number remains
unchanged, and analyze the influence of hidden layer number
on the performance of the model, set HL=1, HS=[256];
HL=2, HS=[128,128]; HL=3, HS=[128,64, 64]; HL=4,
HS=[128,64,32,32], the results are shown in Figure 10 (b).
(3) The optimal optimizer is selected from five optimizers
of Nadam, Adam, Adagrad, Adadela, and Rmsprop, and the
result is shown in Figure 10 (c). (4) Set the Nadam learning
rate as 0.002, 0.004, 0.006, 0.008, and 0.010, and select the
most appropriate learning rate from them. The result is shown
in Figure 10 (d).

From Figure 10 (a) (b), it can be seen that the number
of hidden layer nodes and hidden layers is not the more the
better, but there is a suitable number. If there are too many
hidden layer nodes, the phenomenon of ‘‘Overfitting’’ will
easily occur. In the case of a single hidden layer, the number
of hidden layer nodes is gradually increased, and 256 is
the optimal number of hidden layer nodes. In the case that
the total number of hidden layer nodes remains unchanged,
increasing the network depth appropriately will effectively
improve the accuracy of model recognition, but when the
number of layers reaches three, the effect of increasing the
number of hidden layers will become worse. It can be seen
from Figure 10 (c) (d) that among the five optimizers, the
Nadam optimizer performs best, and by gradually increasing
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FIGURE 10. Model parameter setting experiment result figure.
(a) Influence of the number of hidden layer nodes on model performance.
(b) Influence of the number of hidden layers on model performance.
(c) Influence of the optimizer on model performance (d) Influence of
learning rate on model performance.

TABLE 1. Model experimental parameters.

its learning rate, 0.008 is the optimal learning rate. Other key
hyperparameter settings are shown in Table 1.

C. BIGRU-ATTENTION MODEL RECOGNITION RESULT
ANALYSIS
After training, the BiGRU-attentionmodel was tested on 20%
of the samples. Experiments showed that the accuracy of the
proposed network model reached 97.4%. To further observe
the relationship between recognition intentions, a confu-
sion matrix was designed, whose diagonal line indicates
the number of correctly identified samples, as shown in
Figure 11.

It can be seen from Figure 11 that the model had
high recognition accuracy for all seven kinds of intention
recognition; in particular, the retreat intention recognition
accuracy could reach 100%. A small percentage of attack
intentions were misidentified as feint intentions, and a small
percentage of reconnaissance and surveillance intentions
were misidentified as each other. After analysis, we found
that the air combat characteristics corresponding to the
two intentions were similar, making the intentions more

FIGURE 11. Confusion matrix of intent recognition results.

deceptive. The BiGRU neural network could not ensure that
the trained model weights were significantly different in
recognizing such tactical intentions, so the final attention
mechanism layer could not accurately perceive the difference
in weights between them, which led to a small number of
intention mutual recognition error cases.

D. COMPARATIVE ANALYSIS OF INTENTION
RECOGNITION METHODS
In this experiment, the highest accuracy on the test set
during 200 Epochs was selected as the accuracy of the
model, whose loss was that of the model. We compared
the proposed BiGRU-Attention model with the stacked
auto-encoder (SAE) tactical intention intelligent recognition
model of Ou et al. [10]; the long short-term memory (LSTM)
tactical intention recognition model of the battlefield against
enemy targets of Ou et al. [13]; a method of air combat
target threat assessment based on batch normalization fully
connected residual (BN-FC-RSE) network, proposed by
Zhai et al. [11]; a study on reconnaissance target intention
recognition based on radial basis function (RBF) neural
network, by Wei et al. [12]; the deep backpropagation (DBP)
neural network air target combat intention recognition model
optimized using ReLU and the Adam algorithm, proposed by
Zhou et al. [14]; the panoramic convolutional long short-term
memory network (PCLSTM) for air target combat intention
recognition, proposed by Xue et al. [15]; the traditional
multi-classification model support vector machine (SVM);
and multilayer perceptron (MLP). The experimental results
are presented in Table2.

It can be seen from Table 3 that the proposed
BiGRU-Attention model performed better than the other
sevenmodels in terms of accuracy and loss value. Its accuracy
was about 30% better than those of SVM and MLP, about
20% higher than that of neural network methods that rely
on single moment characteristics to recognize intention, and
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FIGURE 12. t-SNE characteristic visualization. (a) BiGRU-Attention. (b)PCLSTM. (c) LSTM. (d) BN-FC-RES. (e) SAE. (f) DBP.

TABLE 2. Intention recognition accuracy and loss of various models.

2.9% better than the basic LSTM model. Compared with
PCLSTM, the method of combining LSTM and CNN, our
proposed method also has a good performance improvement.
Further analysis indicated that LSTM, PCLSTM and BiGRU-
Attention, as RNN-based temporal characteristic network
models, were more suitable for air target tactical intention
recognition, further demonstrating that it is more scientific
to judge air target intentions based on temporal variation
characteristics.

To investigate the discriminative properties of the charac-
teristics extracted by different intention recognition methods,
we utilize the t-distributed stochastic neighbor embedding

(t-SNE) algorithm to map extracted characteristics into
two dimensions. Figure 12 compares the DBP, SAE,
BN-FC-RES, LSTM, PCLSTM and the proposed BiGRU-
Attention. Our proposed BiGRU-Attention is significantly
better than the other five intention recognition methods in
distinguishing between attack intention and feint intention.
At the same time, our proposed method has short intra-class
distances and long inter-class distances, indicating that its
characteristic extraction effect is better, and the classification
effect is easier to achieve. It can make full use of the
advantages of each component structure to improve the
performance of intent recognition.

E. COMPARATIVE EXPERIMENT WITH BILSTM-ATTENTION
MODEL
This paper compares the intention recognition model of
BiGRU-Attention with that of BiLSTM-Attention, and fur-
ther explains why GRU network is chosen to replace LSTM
network. The results are shown in Table 3 and Figure 13.
By comparing the accuracy, loss, and average time of the
two models, it can be concluded that the GRU network is
simpler than LSTM network structure in the case of similar
performance, which makes the BiGRU-Attention model have
a lower time complexity. Meanwhile, for the 0.5s sampling
interval of air combat characteristics, the 0.368ms intention
recognition duration can provide the enemy intention in time.
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FIGURE 13. Experimental results of two models. (a) Accuracy comparison.
(b) Loss comparison.

TABLE 3. Bigru-Attention model and Bilstm-Attention model intention
recognition results.

F. ABLATION EXPERIMENT
Although the comparison of BiGRU-Attention model with
PCLSTM, LSTM, BN-FC-RES, SAE, DBP, RBF, MLP,
and SVM models have fully demonstrated that the BiGRU-
Attention model could accurately identify the air targets
tactical intention with high accuracy and low loss, it does
not belong to the comparison of the same type of mixed
experimental models. Therefore, we conducted model abla-
tion experiments on the same dataset, with results as shown
in Table 4, Figure 14.

It can be seen from Table 4 that the accuracy of the pro-
posed model could reach 97.4%. Compared to GRU, GRU-
Attention, and BiGRU, the accuracy of BiGRU-Attention
was better by 2.5%, 1.2%, and 1.1%, respectively. Its loss
was lower than those of the other three models. From
the analysis of the changes in accuracy and loss of the

FIGURE 14. Ablation experiment results. (a) Model ablation experiment
accuracy. (b) Model ablation experiment loss.

TABLE 4. Results of ablation experiments.

ablation experiments in Figure 10, the overall accuracy of
the four models increased and the loss decreased with the
increase of training epochs, and the BiGRU-Attention model
is better than the other three models. The BiGRU-Attention
and BiGRU models converge around the 60th round, and
the GRU-Attention and GRU models converge around the
80th round. The convergence speed of BiGRU-Attention
and BiGRU models is significantly better than the other
two models. After analysis, the bidirectional propagation
mechanism can effectively improve the network learning
effect, so that the neural network model can learn faster under
the same batch size, learning rate, and the number of neurons.
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TABLE 5. Results of evaluation indexes of ablation experiment.

The convergence curves of the BiGRU and GRU-Attention
models are relatively close, and both are significantly better
than the GRU model. It can be seen that the introduction
of bidirectional propagation and attention mechanisms could
significantly improve the GRU model.

The precision (ratio of the number of correctly identified
positive samples to the number of positive samples), recall
(ratio of the number of correctly identified positive samples
to the actual number of positive samples), and F1 score
(harmonic mean of precision rate and recall rate) were used to
further validate the model. The results are shown in Table 5.

Table 5,¬,,®, and¯ respectively represent the BiGRU-
Attention, BiGRU, GRU-Attention, and GRU air target tacti-
cal intention recognition models. It could be concluded that
the fourmodels have relatively low recognition rates for feints
and surveillance intentions, which, after analysis, should
be due to the high similarity of air combat characteristics
between these two intentions and the attack and recon-
naissance intentions. The recognition rates were relatively
higher for retreat intentions. The differences between the
results of the three evaluation indicators of the BiGRU and
GRU-Attention models were smaller but significantly higher
than those of GRU. The BiGRU-Attention model was
superior on all evaluation indicators, which shows that it can
recognize air target tactical intentions with high accuracy.

G. HUMAN BEHAVIOR RECOGNITION
Because the air combat intent data set used in this article
cannot be made public. Therefore, we used the public human
behavior recognition data set to further verify the proposed
model. The data set comes from the ‘‘Activity Recognition
system based onMultisensor data fusion (AReM)’’ in the UC
Irvine Machine Learning Repository. This dataset contains
temporal data from a Wireless Sensor Network worn by
an actor performing the activities: bending, cycling, lying
down, sitting, standing, walking. The collection time of each
action lasts for 120 seconds, and the sampling interval is
250milliseconds. The human behavior data set was processed
according to the sample construction method in this article,
and a total of 3,520 samples were constructed. Divide the
training set and the test set according to 8:2, and input
the test set into the models to get the results shown in
Table 6.

TABLE 6. Behavior Recognition Accuracy and Loss of Various Models.

It can be seen from Table 6 that our proposed model
still performs well in the recognition of human behavior
intentions, with the highest accuracy rate and the lowest loss
value. At the same time, it further proves that the method
of inferring intentions at multiple moments is more accurate
than making judgments at a single moment.

H. STATISTICAL TEST
In order to accurately evaluate the proposed method, we refer
to the method in References [32], [33] to test the statistical
significance of the two data sets. We used the two-tailed
T-tests method to analyze the significance of the two index
results obtained by the proposed model to verify that the
results we obtained were not obtained by accident. The
calculation formula is as follows:

x̄ =
1
n

∑n

i=1
x̂i (15)

s =

√∑n
i=1

(
x̂i − x̄

)
n− 1

(16)

t =
√
n

∣∣∣∣ x̄ − xmaxs

∣∣∣∣ (17)

Take the calculation of the statistically significant differ-
ence in the loss value of Our Dataset as an example. First,
use formula (15) to calculate the average of the 10 results
of the test Loss value as x̄ =0.0900 (m = 10, x̂i represents
the i-th test Loss value). Then, use formula (16) to calculate
the standard deviation of the Loss value as s = 0.0031.
Finally, use formula (17) to calculate the critical value as t =
4.049 (xmax =0.0940 is the assumed maximum Loss value).
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TABLE 7. Hypothesis test result.

By comparing the two-tailed T-test table, 4.049>3.250 can
be obtained. Therefore, our proposed model test Loss value
is less than the assumed maximum value of 0.094, which
has a confidence degree of (1-α =0.99). The remaining
experimental results are shown in Table 7.

According to the statistical results in Table 7, we can
see that the minimum value of our assumed accuracy
is greater than the maximum value of other comparison
methods, and the maximum value of the assumed loss
value is less than the minimum value of other comparisons
methods. Therefore, there is a statistically significant dif-
ference between our proposed model and other comparison
methods, which is significantly better than other comparison
methods.

V. CONCLUSION
In a complex battlefield environment, it is difficult to
efficiently identify enemy target intentions based only on
expert experience. Traditional air target tactical intention
recognition is based only on single moment analysis, which
lacks a scientific basis and has low accuracy. We analyzed
the characteristics of the air combat target tactical inten-
tion recognition problem, adopted a hierarchical strategy
to select 17-dimensional air combat characteristics from
both threat levels and combat missions, encapsulated the
cognitive experience of decision-makers as labels, and
proposed the BiGRU-Attention air combat target tactical
intent recognition model utilizing the variation of air target
temporal characteristics. The model used a BiGRU neural
network to fully learn 12 consecutive frames of air combat
characteristic information to extract deeper characteristics,
and applied an attention mechanism to assign weights to
the characteristics for more precise intention recognition.
Results of comparative experiments showed that the proposed
model learned faster and had higher recognition accuracy.
In addition, because the current research is to set labels
artificially, the computer will inevitably recognize the error
when the experts in the air combat field judge the enemy’s
intentions incorrectly. How to make computers more accurate
than experts in the field of air warfare in the recognition of
tactical intention of air targets, rather than just the recognition
speed, will be the focus of our next research. We initially
intend to use unsupervised clustering methods for research.
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