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ABSTRACT The Internet Engineering Task Force (IETF) standardized the Constrained Application Pro-
tocol (CoAP) for Internet of Things (IoT) devices to meet the demands of IoT applications. Due to the
constrained IoT environment, CoAP was designed based on UDP as a lightweight protocol with simple
congestion control, which leverages the basic binary exponential backoff. However, the basic congestion
control of CoAP is unable to effectively perform reliable bursty data transfer in IoT networks. Recent
studies have indicated that CoAP and its modifications still suffer from critical performance problems
regarding congestion control, throughput, and delay. The current congestion control of the CoAP does not
support bursty data transfer. In contrast to the current schemes that focus on a loss-based mechanism and
a retransmission time-out (RTO) calculation, we propose a new rate control scheme, RCOAP, for reliable
bursty data transfer in IoT networks. RCOAP uses the concept of regulating the transmission rate of CoAP
sources. The key features of RCOAP are 1) estimating the initial sending rate by probing the bottleneck
bandwidth, 2) adjusting the sending rate according to the dynamic network condition, and 3) distinguishing
between losses due to congestion and losses due to wireless errors for the purpose of maintaining high
throughput. Simulation results indicate that RCOAP is suitable for bursty data transfer. RCOAP shows a
throughput increase of approximately 135% compared to the basic CoAP, CoCoA, and CoCoA+ under the

same conditions while maintaining a low delay, loss rate, and a low number of retransmission attempts.

INDEX TERMS Constrained application protocol, congestion control, Internet of Things, rate control.

I. INTRODUCTION

Internet of Things (IoT) networks are becoming increas-
ingly significant in different types of applications, such as
healthcare, agriculture, environment monitoring, and automa-
tion. A typical IoT network consists of several resource-
constrained [oT devices connected to a remote server. The
primary task of IoT devices is to collect data from the physical
environment and send the requested data to the server. Today,
many IoT applications rely not only on the occasional trans-
mission of small payloads from IoT devices but also must
transfer large blocks of collected data to the server, resulting
in an enormous amount of traffic in the network [1], [2].
Transmission control of such traffic is inevitable for alleviat-
ing the network congestion. Popular applications of IoT net-
works often require the transfer of a large amount of collected
data to the center for further processing. Due to such bursty
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traffic, the network can become overloaded, and packets can
be dropped due to network congestion. The retransmission
of lost packets can introduce further congestion. Without
proper control, the network performance can become worse
and undesirably degraded.

IoT networks are characterized by constrained and error-
prone environments. Typical [oT devices have limited
resources and processing capabilities. Furthermore, these
devices are typically employed in high bit error rate environ-
ments with lossy communication links. Traditional reliable
data transfer protocols such as TCP cannot be directly applied
to IoT networks because of the different characteristics of
such networks, which means that we must develop new data
transfer protocols.

To fulfill the requirements of constrained devices and IoT
applications, the Internet Engineering Task Force (IETF)
has standardized the Constrained Application Protocol
(CoAP) [3] for constrained IoT devices operating in lossy
environments. CoAP works on top of the unreliable User
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Datagram Protocol (UDP) and is considered to be a
lightweight version of HTTP for use in IoT devices. Similar
to the Transmission Control Protocol (TCP), CoAP supports
reliable connection-oriented data transfer using acknowl-
edgment (ACK) messages. However, CoAP implements a
lightweight reliability mechanism, without attempting to
re-create the full feature set of a transport such as TCP [3].
The simple congestion control of CoAP is based on a retrans-
mission timeout (RTO) with a binary exponential backoff
(BEB). The basic design of the RTO in CoAP does not con-
sider dynamic round-trip times (RTT). CoAP defines a fixed
RTO value of 2 - 3 s. Thus, the basic CoAP does not reflect the
dynamic network conditions and does not consider possible
congestion threats. The RTT can change rapidly depending
on the congestion in the network. Furthermore, a fixed RTO
can lead to long idle delays that cause inefficiency and unde-
sirable performance degradation.

To overcome the problems in the basic CoAP, another
congestion control mechanism called CoAP Congestion Con-
trol/Advance (CoCoA) is under standardization [4], [5].
CoCoA attempts to remedy the basic congestion control
of CoAP by exploiting continuous measurements of the
dynamic round-trip times (RTT) to limit the frequency of
retransmissions. The RTO values were adjusted based on
the RTT measurements. Furthermore, CoCoA uses a variable
backoff factor (VBF) and an RTO aging mechanism instead of
a BEB for the RTO calculation. CoCoA has a weakness in the
RTO estimator, which results in spurious retransmissions and
additional network congestion. An enhancement of CoCoA,
namely CoCoA+-, was proposed in [6] to overcome the short-
comings of the basic CoAP and CoCoA in adjusting the RTO
values. In fact, CoCoA+- is similar to CoCoA except for two
key differences: 1) a modification of the RTO calculation
using a smaller factor that helps to reduce the impact of
high fluctuations of RTT on the RTO estimators, and 2) a
new aging policy for the RTO values. Although CoCoA+
resolves the problem of weak RTO estimation in CoCoA
and can provide better performance than the basic CoAP
and CoCoA, recent studies such as [7]-[10] highlighted the
drawbacks of CoCoA+-, including constant RTO settings and
poor performance in the case of small RTTs.

Due to the shortcomings of basic CoAP and its modifi-
cations, various enhancements have been proposed in recent
years. Most of the proposals focused on the problem of choos-
ing a correct RTO for retransmissions. The authors in [9]
introduced several modifications to the RTO estimation. The
maximum mean deviation of the RTO was calculated to avoid
the impact of the RTT variations. A delay gradient-based
congestion control was proposed in [6]. The proposed method
predicts congestion using per-packet RTT measurements and
the RTT gradient over time. This method introduces a prob-
abilistic backoff factor (PBF) for adjusting the overall RTO.
To overcome the fixed scaling values of the RTO, the authors
in [7] proposed a dynamic scaling factor for estimating the
RTO. The dynamic factors were calculated based on the
difference between the measured RTT and the current RTT.
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The RTO is estimated to be sufficiently large to minimize
retransmissions [7]. The authors in [8] proposed the use of
a fuzzy logic system for adjusting the RTO using a flexible
backoff mechanism.

Until now, only a few authors have investigated the per-
formance of CoAP in bursty data transfers. The authors
in [11] introduced the retransmission counter as an option
field in the message to estimate the RTT for every packet
of burst traffic. In [12], the authors suggested a congestion
control algorithm for CoAP based on the TCP BBR (bottle-
neck bandwidth round-trip propagation time) protocol. The
BDP-CoAP mechanism [12] estimates the bottleneck band-
width and round-trip propagation time to cope with lossy
links and short-term unfairness. The paper in [13] proposed a
rate-based approach for regulating the sending rate of CoAP
sources. In this method, a data rate is allocated to each
CoAP client based on a throughput estimation of the upward
route. The authors in [14] evaluated the performance of a
basic CoAP for video streaming applications. The experi-
ments conducted by these authors indicated that the default
RTO values have a significant impact on the video streaming
throughput. The performance can be improved by tuning the
RTO values according to the dynamic network conditions.
Congestion control for reliable bursty data transfer remains
a hot research topic.

With regard to another aspect, the stop-and-wait mecha-
nism of CoAP, CoCoA, CoCoA+, and their modifications
is not suitable for bursty data transfers. The most common
design fixes the maximum number of outstanding CoAP
transactions via a value, called NSTART = 1. This mecha-
nism limits the concurrent number of packets that can be sent
by a CoAP sender without receiving an acknowledgment, i.e.,
the number of in-flight packets. An extension of the current
CoAP for block-wise transfers was addressed in [1], which
provides an option to transfer large payloads in a block-wise
fashion. Another extension of CoAP blockwise transfers is
under standardization [15]. This specification is similar to the
options defined in [1], but it is only used for unreliable data
transfer.

In contrast to most current schemes, which have focused
on loss-based approaches by adjusting RTO values for con-
trolling the retransmission, this study considers an alternative
approach using a rate-based mechanism. Specifically, we pro-
pose a new rate control scheme, called RCOAP, for reliable
bursty data transfer. The key idea of RCOAP is to enable an
amount of in-flight packets according to the available band-
width of the bottleneck link. At the beginning of each new
connection, an RCOAP sender sends several discovery pack-
ets to probe the bottleneck bandwidth. By discovering the link
bandwidth, a max-min fair allocated rate can be determined.
The initial sending rate is estimated based on the number
of acknowledgments and variable round-trip delays. During
the connection, the RCOAP sender regulates the transmission
rate according to the dynamic network conditions. If a packet
loss is detected, the sender probes the wireless channel to dis-
tinguish between losses due to wireless errors and congestion
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losses. If the network is congested, RCOAP decreases the
transmission by halving its rate. In the case of temporal
wireless link errors, the rate does not have to be decreased and
can be restored when the link has been recovered. RCOAP
attempts to increase the transmission rate until a permitted
maximum rate as long as no network congestion is detected.
Our simulations demonstrated that RCOAP is effective for
bursty data transfer in comparison with other schemes.

The remainder of this paper is organized as follows.
Section IT describes the background and related work.
Section III presents the details of the proposed scheme.
The evaluation results are presented in Section IV. Finally,
Section V concludes the paper.

Il. BACKGROUND AND RELATED WORK
For the sake of clarity, this section presents the key features of
the basic CoAP and its modifications for congestion control.

The basic congestion control of the CoAP is illustrated
in Fig. 1 and 2 for confirmable messages. CoAP uses a
simple stop-and-wait mechanism for reliable transmission.
After transmitting a message, the CoAP sender waits for the
corresponding ACK message. RTT is the round-trip time, i.e.,
the time interval between a transmitted CON message and a
received ACK from the receiver. The sender sends only the
next CON message after receiving an ACK. The initial RTO
is a randomly selected fixed value between 2 and 3 s. If the
sender does not receive an ACK within the RTO (Fig. 2),
the retransmission is triggered. For each retransmission, this
value is doubled using a binary exponential backoff (BEB)
to avoid congestion. Four retransmissions are allowed. After
that, the exchange is considered to have failed.

Let the inter-packet interval (/PI) denote the time interval
between two successive CON messages. In principle, the IPI
can be smaller or larger than the RTT. If the /Pl is smaller
than the RTT, i.e., the next CON message is sent before
the sender receives an ACK, then an outstanding transaction
occurs. Note that the CoAP message and CoAP packet are
interchangeable notations in this paper. A CoAP packet (or
CoAP message) consists of a header of four bytes plus option
fields and a payload, as explained in [3].

According to [3], the simple congestion control of a CoAP
restricts the number of concurrent messages that can be
sent without receiving an ACK. The maximum number of
outstanding interactions is limited by a fixed value named
NSTART (the default value is one). As recommended in RFC
7252 [3], the problem of outstanding transactions is left open
for further development. Because the number of outstanding
packets (i.e., packets in flight) is limited, the stop-and-wait
mechanism of CoAP is inefficient for bursty data transfer.

The simple congestion control of CoAP ignores the pos-
sible changes in round-trip times that reflect the dynamic
network conditions and possible congestion threats. To over-
come the problem of fixed RTO values, various studies have
focused on proposing a modification for adaptive RTO val-
ues. The CoCoA algorithm [4], [5] was proposed to rem-
edy the basic congestion control of CoAP. CoCoA adopts
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FIGURE 2. Retransmissions in the basic CoAP.

continuous measurements of the round-trip times (RTT) to
limit the frequency of retransmissions. Namely, two RTT
estimators are used by CoCoA, a “strong RTO estimator”
and a “weak RTO estimator” [4], [5]. The first estimator is for
transmissions without retransmission, and the second estima-
tor is for transmissions that require retransmissions. The RTO
values were adjusted based on the RTT measurements. The
overall RTOs are calculated using an exponential weighted
moving average of the “strong” and the “weak™ RTO esti-
mators. Furthermore, CoCoA uses a variable backoff factor
(VBF) instead of a BEB for RTO calculation. Three values of
VBEF are applied depending on the values of RTO, as follows:
1) VBF = 3 for RTO less than 1 second, 2) VBF = 2 for RTO
between 1 and 3 seconds, and 3) VBF = 1.5 for RTO greater
than 3 seconds. Using this RTO aging mechanism, CoCoA
outperformed basic CoAP. However, there is ambiguity in
the calculation of the weak RTO estimator. The overall RTO
values can be overestimated, resulting in unnecessarily long
idle delays. If the initial RTO values are low or exceed the
default RTO of 2 s, all retransmissions can be initiated within
a short time, resulting in additional congestion.

The authors in [6] showed several shortcomings of CoCoA
and proposed an enhancement called CoCoA+. Using a
smaller RTT variance multiplication factor, CoCoA+ reduces
the impact of the weak RTT estimator in the calculation of the
overall RTOs. However, this calculation is limited to only the
first transmission and first retransmission. CoCoA+-is unable
to select the correct RTO value for bursty traffic [10]. Inac-
curate measurements of RTTs can lead to spurious retrans-
missions. The authors in [9]-[12] indicated that CoCoA+
performed significantly worse than the basic CoAP in various
network conditions, especially for bursty traffic.

Choosing a right RTO value is a problem in dynamic net-
work scenarios. Most recent studies have focused on dynamic
RTO estimation rather than on fixed RTO values. The authors
in [6] proposed a delay gradient approach using a gradient
of RTT over time and a probabilistic backoff factor (PBF)
for adjusting the overall RTO. The remaining issue of this
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mechanism is that the retransmission can occur quickly in
many network scenarios, especially in the case of small RTTs
and bursty traffic. A dynamic scaling factor was proposed
in [7] for estimating the RTO. The proposed method attempts
to minimize retransmissions based on a large RTO estimation.
Because the estimation of the RTO values depends on the
calculation of the dynamic scaling factors, this scheme could
have a problem with quick changes in the RTT values. This
problem can lead to large overall RTOs and long idle delays.
If the RTO value is large, the sender cannot receive further
ACKs. This circumstance in turn affects the estimation of
the correct RTT values. The authors in [8] proposed a fuzzy
logic system for adjusting the RTO using a smooth RTT
estimation and a flexible backoff mechanism. The relative
strength was defined as the ratio of the strong and the weak
RTO estimators. The RTT was determined using the num-
ber of ACKs. The number change is used as the threshold
for detecting congestion. The RTO value is estimated with
trend adjustment, which is based on the prediction of the
difference between the RTTs in consecutive intervals. The
major problem is that RTT values fluctuate. It is difficult to
keep track of quick RTT changes. Although the RTO can
be flexibly adjusted, this mechanism is unable to predict the
temporal loss conditions. A failed estimation of RTO could
lead to spurious retransmission, which has a large impact on
the performance in the case of bursty traffic. Another method
for precise RTO estimation was proposed in [9]. This method
is based on the maximum mean deviation of the RTO to avoid
fluctuations in the RTT and to limit the overall RTO value.

A comprehensive survey of CoAP congestion control
mechanisms is presented in [10]. The survey highlighted the
shortcomings of basic CoAP and its enhancements. Existing
challenges and issues were also discussed. One of the most
important challenges is to provide congestion control in IoT
networks. Performing complex calculations for RTTs as well
as RTOs is inefficient in a constrained network environment.
The problem of bursty data transfer has not been adequately
investigated.

Only a few studies have addressed the problem of bursty
traffic. As presented in [11], existing schemes still have
limitations in calculating RTOs when bursty traffic exists.
The problem is that the RTT is not correctly identified. The
scheme proposed in [11] utilizes the retransmission counter
as an option field in the message to estimate the RTT for every
packet of burst traffic. This method can only improve the
accuracy of RTO estimations. A rate-based control method
was proposed in [12], which leverages the mechanism for
estimating the bottleneck bandwidth and round-trip propa-
gation time. The proposed BDP-CoAP [12] uses an RTO
estimator for the delivery rate measurements for bottleneck
bandwidth estimation. The estimator is adjusted either more
or less aggressively to vary the rate of transmission accord-
ingly. To the best of our knowledge, this study is the first
work that has addressed the in-flight packets with regard to
CoAP. However, the problem of BDP-CoAP is the overesti-
mation of the available bandwidth, which results in inefficient
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performance, especially under a high traffic load. Further-
more, this method regulates the rate based on only a bot-
tleneck bandwidth estimator and an RTO estimator. Another
rate-based scheme was proposed in [13], which uses through-
put estimation to regulate the sending rate of CoAP sources.
The authors investigated the performance in the case of light
and bursty traffic conditions and the problem of unfair band-
width allocation in different traffic scenarios. However, it is
difficult to estimate the link capacity under dynamic network
conditions. Wrong allocation can lead to inaccurate allocation
of the transmission rate. The problem of high RTO values for
video streaming applications was investigated in [14]. The
authors indicated that high RTO values in the current CoAP
variants have a considerable impact on streaming throughput.
For bursty traffic such as streaming applications, a greater
NSTART value for CoAP should be considered.

Based on the stop-and-wait mechanism, current CoAP
schemes are not suitable for bursty traffic. Several exten-
sions to the current CoAP specification have been proposed,
such as those in [1], [15]. The scheme in [1] provides an
option for transferring large payloads in a block-wise man-
ner. Another study on CoAP block-wise transfers is under
standardization [15]. However, these schemes are either only
for unreliable data transfer [15] or are based on separating
large datagrams into blocks [1]. A streaming control scheme
was proposed in [16], which focused on error handling and
flow control. The scheme proposed a new CoAP option field
in the CoAP header to store the message sequence number.
This number is used to detect losses and generate the ACKs.
The number of ACKs depends on the sending buffer of the
sender. In this way, the scheme can reduce the number of
ACK messages. Thus, it can improve the performance gain.
According to our analysis, congestion control for reliable
bursty data transfer has not been adequately addressed.

The issue of congestion control (CC) has been long studied.
According to surveys in [17]-[19], existing CC schemes can
be classified into two types: 1) end-to-end CC and 2) network-
assisted CC. End-to-end approaches only rely on commu-
nication between senders and receivers, and they do not
require any information from the network nodes. Examples
are several TCP variants [20] and the CoAP [3]. Network-
assisted approaches require the support of network nodes in a
hop-by-hop manner, or the support of lower layers such as the
medium access control (MAC) layer. Examples are schemes
using explicit congestion notification (ECN) [21]-[23], or
mechanisms at the MAC layer [13], [24]-[26].

Loss detection is a critical issue for any CC scheme. At the
MAC layer, various mechanisms can be employed to handle
the frame losses such as frame acknowledgment, retransmis-
sion, retransmission timeout, and backoff [24], [27]-[29].
Using the end-to-end approach, we avoid some issues of
interaction with the MAC layer as indicated in [4], [6], [19]
to keep CoAP lightweight. The loss detection in end-to-end
approaches is mainly based on the RTTs, the transmission
delay, and the ACKs from the end receiver. The issues of the
MAC layer and its interactions are out of scope of this work.
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For end-to-end approaches, the problem of distinguishing
wireless errors from congestion losses has been early inves-
tigated [30], [31]. Different methods have been proposed
to solve this issue [30]-[37]. According to [32], there are
five approaches for the differentiation of packet loss reasons:
1) using RTT statistics and throughput [30]-[32], 2) using the
RTT variation and the measured delay of ACKs [33], 3) using
the inter-arrival time of successive packets to predict the
expected arrivals at the receiver [34], 4) using the difference
between the sender rate and the rate of the corresponding
received ACKs [35], and 5) using relative one-way trip time
(ROTT) [36].

In this paper, we focus on the end-to-end approach. The key
idea of this paper is to enable in-flight packets for reliable
bursty data transfer by adding some functionalities to the
basic CoAP on top of UDP.

Ill. RCOAP: A RATE-BASED CONTROL SCHEME

As explained in Section II, the basic CoAP and its modifica-
tions are mainly based on the stop-and-wait mechanism. This
mechanism defines basic window-based congestion control,
where a fixed window size, called NSTART, is defined by
a default value of one [3]. On the other hand, the sender
rate plays a key role in congestion control. If congestion is
detected, the sender rate should be decreased to avoid further
congestion. CoAP and its variants use a loss-based mecha-
nism to detect congestion, i.e., the loss of ACK messages,
and trigger retransmission based on the RTO adjustment
and a backoff algorithm. Current schemes focus only on the
retransmission rate (i.e., on the RTO calculation).

The amount of data in flight (i.e., the packets in transit
in the network not yet acknowledged) is still insufficiently
considered. This amount allows a higher transmission for
bursty traffic and should be bounded to the bandwidth-delay
product. Typically, many applications in IoT networks gen-
erate data by monitoring events and sending data in bulk to
the center. Depending on the dynamic network condition,
this data stream can lead to bursty data traffic. For these
reasons, rate-based control is desirable to adapt the sending
rate to the dynamic condition of the networks [13]. On the
other hand, appropriate congestion control must distinguish
between wireless losses (i.e., losses due to wireless link
errors) and congestion losses. The reduction of the sending
rate in the case of temporal wireless losses can lead to unde-
sirable performance degradation [16]. These problems have
not been fully investigated in previous studies.

As we discussed in the previous sections, the basic CoAP
and its variants are not suitable for bursty traffic due to the
fixed window size with NSTART = 1. Suppose that the
sender has collected 100 packets to send. Using NSTART = 1
and the default leisure time of 5 s [3], the sender would
require around 500 s to complete the bursty data transfer of
100 packets using the stop-and-go mechanism. If the window
is larger than one packet, e.g. using NSTART = 2, the transfer
time can be reduced to 250 s in the case of a fixed sending
rate. If the sender rate could be higher adjusted as in RCOAP,
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the completion time will be much shorter. Thus, bursty data
transfer using RCOAP might benefit from dynamic rate con-
trol for in-flight packets.

In this section, we present a new rate-based control scheme,
called RCOAP, for reliable bursty data transfer in IoT net-
works. The RCOAP is an extension of the CoAP over the
UDP with transmission rate control. Our scheme has the
following key features:

1) At the beginning of the connection, an RCOAP sender
probes the available bandwidth by sending discovery
packets to estimate the initial transmission rate.

2) During the connection, the RCOAP sender adjusts the
transmission rate based on the current round-trip delay
and packet losses. The number of in-flight packets is
regulated according to the bandwidth-delay product,
i.e., the capacity of the bottleneck link in the network
connection and the variable round-trip delay.

3) If packetloss is detected, the RCOAP sender probes the
transmission link to distinguish between losses due to
wireless errors and congestion losses.

4) The transmission rate is increased if the network is not
congested, is halved in the case of congestion, and is
recovered in the case of temporal wireless errors.

The architecture of RCOAP is shown in Fig. 3. RCOAP
is mainly implemented at the sender, but some additional
functionalities are required at the receiver to support the
acknowledgment and the detection of losses. All key features
are implemented at the CoAP layer on top of UDP.

The most important problems for any congestion con-
trol (CC) scheme are: 1) how to control the congestion
according to the bandwidth bottleneck in the network?
and 2) how to deal with the packet losses? Two CC
approaches have been studied in the community: 1) end-to-
end approaches without any support of network nodes, and
2) network-assisted approaches using the support of other
nodes or lower layers in a hop-by-hop fashion [17]-[19].
Examples of end-to-end CC are the basic TCP and its
variants [20], and the basic CoAP [3]. Examples of
network-assisted CC approaches are active queue manage-
ment, explicit congestion notification (ECN), and medium
access control (MAC) mechanisms [21]-[26]. Various MAC
layer functionalities are used to support the hop-by-hop
transmission, such as wireless error handling, ACK frames,
retransmission, transmission timeout, and backoff timer [24],
[27]1-[29]. Hop-by-hop MAC mechanisms can handle frame
losses and retransmit lost frames using explicit ACKs and
retransmission timeouts. However, since we want to keep
RCOAP lightweight similar to the basic CoAP on top of UDP,
we neglect the interaction with the MAC layer in this work
and only focus on the CoAP layer.

At the transport layer, there are different approaches
to estimate the bottleneck bandwidth and differentiate the
losses [30]-[37]. The authors in [32] reviewed various end-
to-end solutions for detection and differentiation of losses.
In [30], the authors proposed several loss predictors based on
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FIGURE 3. The overall architecture of RCOAP.

RTTs and/or throughput. The paper [31] indicated that RTT
and bottleneck bandwidth are the most important parameters,
regardless of how many links a connection traverses. The
authors in [33] indicated the possibility to infer losses due
to wireless errors only based on RTOs and RTT measure-
ments. The paper [34] suggested using the receive packet
time interval (RPTI) to identify packet loss types. The authors
in [35] presented various end-to-end loss discriminators and
proposed a mechanism for marking in and out packets. The
authors in [36] proposed using spikes in relative one-way
trip time (ROTT) to distinguish between wireless losses and
congestion losses. As indicated in [10], [37], existing end-to-
end CC schemes mainly focus on the measurement of RTTs
and RTOs according to the network conditions.

RCOAP is developed based on end-to-end approaches.
In our scheme, we use some discovery packets to probe the
bottleneck bandwidth and distinguish congestion losses from
wireless losses. Discovery packets are only used once during
the first estimated RTT of the connection for estimating the
initial rate. The detection of losses is based on the measured
RTTs and the inter-arrival of ACK packets at the sender.

The RCOAP consists of four states: 1) initial, 2) normal,
3) loss-detection, and 4) backoff, as shown in Fig. 4.

A. INITIAL STATE
The RCOAP starts the initial state at the beginning of a new
connection. The purpose of this state is to determine the
initial transmission rate for the RCOAP transaction. There
are various techniques for measuring the available link band-
width, e.g., the link capacity estimation or the max-min fair
allocation rate [12], [13].

Without loss of generality, we define the sender rate R; at
time ¢ as

Ni
R =— ey

where T is the time interval (T > 0), and N, is the number
of packets transmitted during this interval. For reliable data
transfer, a packet is successfully transmitted when the sender
receives an ACK. In Fig. 5, we denote S; as the number
of CoAP packets sent with a start transmission rate R
during time interval Tj. If the sender receives an ACK at
time #1, the round-trip time (RTT) for the first successful
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packet transmission is estimated as follows:
RIT =T, =1t — 1y 2)

During 7>, the sender continues to send the next S; pack-
ets with Ry,. If the network is not congested, the sender
can receive Ay acknowledgments (ACKSs) for the transmitted
packets. The number of ACKs depends on the round-trip
delay and the available bandwidth of the bottleneck link.
If the network is congested or in the case of temporal wireless
errors, some packets can be lost, and only a few ACKs can
arrive at the sender. The value of A; could be zero in the case
of heavy congestion.

We assume that a packet loss is detected at the
time #; + Ty, as shown in Fig. 5. The lost packet is retrans-
mitted, whereas the sender continues to transmit the other j-/
packets in flight. The time-out Ty is doubled for every retrans-
mission. The maximum number of retransmissions in CoAP
is four. If the last retransmission is successful, the sender
is assumed to receive an ACK at the end of T». Therefore,
we chose two round-trip times (2RTT) as the time interval for
estimating the transmission rate of RCOAP, i.e., T + T, =
2 * RTT. The total number of received ACKs during 77 and
T, can be estimated as follows:

N_ACK = max(1, A¢) 3)

The choice of the start transmission rate Ryy,s depends
on the bottleneck bandwidth of the network. In principle,
Rgiart can be derived from a max-min fair allocation algorithm
similar to [13]. Let us assume that there are n nodes in a tree-
topology IoT network. Let r; be the maximum allocated rate
atnode 7, and ¢;j be the maximum capacity of the link between
node i and its parent node. Bj is the set of nodes that are the
children of node i. If node i is a leaf node in the tree, the
start transmission rate Ry,,; for a transaction at node i can be
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determined by the following equation:

Rstarr = min | c;, ri + Z rj 4
JEB;

In other words, the transmission rate is either the available
capacity ¢ of node i towards the parent node or the sum of the
maximum link rate r; of node i and its parent route (including
the bottleneck link), whichever is smaller. If Ry is chosen
to be too large (i.e., Rgart > ¢j), then the new connection
will cause network congestion very quickly. Otherwise, the
link bandwidth is not efficiently utilized, and the performance
will remain low for a time interval that is proportional to the
bandwidth-delay product of the bottleneck link.

Another concern is the choice of discovery packets during
the initial state. There are two options: 1) discovery packets
are empty, and 2) discovery packets are actual packets of the
transaction. In the first option, it is not necessary to resend
if discovery packets are lost. In the second option, we must
retransmit the packets that are lost during the initial interval.
A simple method is to use the first option.

In this scheme, we use a simple method for estimating
the initial transmission rate, as follows. Within two round-
trip times (2RTT), the sender transmits a number of in-flight
discovery packets using a start transmission rate (Rz,;) with
an inter-packet interval ([Pl ). The receiver sends an ACK
to each received message. The number of ACKs is propor-
tional to the bandwidth-delay product and depends on the
bottleneck bandwidth of the network. The sender counts
the number of received ACKs for these probing packets.
At the end of the initial state, the RCOAP sender sets the
transmission rate R as in (1) by using the number of ACKs
and the initial time interval.

At the beginning of a new connection, the sender sets the
start transmission rate Rg,;+ as follows:

Rstars = min(c;, r; + sum(r;)) 5

The inter-packet interval is initialized as
1

IPIstart = (6)

start
The duration of the initial time interval is approximately
two round-trip times, as explained above. At the end of the
initial state, the sender determines the transmission rate R for
bursty data transfer as follows:

max (1, N — ACK)
2 x RTT
where N_ACK is the number of ACKs received during the ini-

tial state. Consequently, the inter-packet interval is calculated
as follows:

R = min <Rmm, @)

1
IPliyj; = R (8)

Then, the sender leaves the initial state and changes to the
normal state. The algorithm for the initial state is shown in
Fig. 6 and is explained as follows.
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Algorithm 1: Initial State

1: FUNCTION /nitialState

2: State = Init

3: Ryare < min (c;, r; + sum(r;) )
4. 1Pl < 1/ Ry

5: T « ty+ IPlyy

6: Ty « RITT,

7 packet < sendNextPacket()

88  NACK « 0

9: WHILE (ACK == ()

10: IF (t >=T)

11: packet <« sendNextPacket()
12: T « t+ 1Pl

13: IF (t>T))

14: TransactionFailed()
15: return

16:  RTT « CalculateRTT()
17: N ACK < N ACK + 1
18:  WHILE (1 <= 2*RTT)

19: IF (t>=T)

20: packet «— sendNextPacket()
21: T « t + 1P

22; IF (ACK !=0)

23: N ACK « N ACK + 1

24: R« min (Ryyy, max (I, N ACK) / 2*RTT)
25:  State = Normal
26: END FUNCTION

FIGURE 6. Initial state algorithm for RCOAP.

The initial state starts at line 2. Ry, 1S estimated based
on ¢;, rj, and r; (line 3). T is necessary to check the ability to
receive the first acknowledgment (line 6). RTT;, is defined by
avalue of four RTOjyj;,1.e., 8 s (RTOjni; = 2 s). RCOAP sends
the first packet (line 7) and waits for the first acknowledgment
(lines 9 — 15). During time interval 7, RCOAP continuously
sends discovery packets (line 11) using the inter-packet inter-
val IPIgq+ (lines 10 — 12). If no ACK is returned during
T1 (line 13), the transaction fails (line 14). If the first ACK
arrives, the round-trip time (RTT) is updated (line 16), and
the number of ACKSs is increased by one (line 17). During the
time interval 2 * RTT (line 18), RCOAP continuously sends
discovery packets (line 20) using the inter-packet interval
1Pl (lines 19 — 21). For every ACK received, the number
of ACKs is updated accordingly (lines 22 and 23). At the end
of the initial state, the transmission rate is determined, and
RCOAP goes to the normal state (lines 24 and 25). In the
worst case, if the retransmission occurs immediately during
Ty, the RTT could be large. It is reasonable to adjust RTT,, to
limit the number of in-flight packets.

At the beginning of a connection, we assume that the
RCOAP sender has the maximum link rates 7j of network
nodes in order to calculate Ry, according to (5). How-
ever, Ry 1s only valid during the first RTT. Upon receiv-
ing the first ACK for discovery packets, the Ry, value
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is immediately replaced by the estimated rate R using (7).
In fact, the number of ACKSs for discovery packets represents
the current bottleneck bandwidth. Thus, the assumption is not
necessary for RCOAP. Without such information, the sender
can estimate Ry, by using the method in [31]. Otherwise,
one additional RTT can be used at the connection beginning
for sending successive discovery packets to estimate Ry
using the inter-arrival time of ACK packets.

B. NORMAL STATE
The normal state is considered to be a non-congestion state.
The sender periodically transmits the packets in a step-like
manner. For each ACK received, the actual RTT is updated,
and the transmission rate is adjusted accordingly. In fact, the
transmission rate is increased by one packet per actual round-
trip time if no packet loss is detected. In this way, RCOAP
acts similarly to TCP when the network is not congested.
Fairness can be obtained for TCP flows that often appear in
the networks. A variable called wdsn can be used to limit the
maximum number of in-flight packets in correspondence with
the TCP behavior. To make RCOAP not aggressive, the max-
imum transmission rate is instead upper bounded by the value
of R,ax, 1.€., the maximum available bandwidth of the bottle-
neck link.

RCOAP determines the actual transmission rate based on
RTT as follows.

If no packet loss is detected:

RITyew = (1 — ) X RTTy1q + o X RTT¢yr 9
Ruew = min(Reyr + 1/RTT e, Rinax) (10)

If no ACK is received within an initialized time-out, the
transmitted packet with the associated message ID is consid-
ered to be lost. Then, RCOAP stops the data transfer and goes
to the loss-detection state. The algorithm for the normal state
is shown in Fig. 7.

The normal state begins at 7y with the current transmission
rate that is represented by the inter-packet interval TPy ren -
T is the time required for the next transmission (line 3).
T,, denotes the time instant at which the transmission rate
can be increased. If no loss is detected (lines 5 — 14), the
transmission rate increases after every T, interval (line 11).
Packets are periodically sent after every time interval T
(lines 6 and 7). For every ACK received (line 8), the actual
round-trip time RTT,,, is updated (line 9). After each T},
the transmission rate is increased by one packet per round-
trip delay (line 11). The new inter-packet interval IPI,,,, is
adjusted accordingly (line 12). The actual values for T and
T, are updated (lines 13 and 14). If a packet loss is detected,
the RCOAP changes to the loss-detection state (line 15).

C. LOSS-DETECTION STATE

RCOAP enters the loss-detection state when a packet loss is
detected. RCOAP must distinguish two possibilities: loss due
to temporal wireless link errors (i.e., wireless errors) or loss
due to congestion (e.g., buffer overflow at the receiver or in
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Algorithm 2: Normal State

I: FUNCTION NormalState

2: State = Normal

3: T« tp+ [P[(-,m—(m

4: Tu — Iy +RTTc1m'eui

S WHILE (No_Loss)

6: IF@ =1

7: packet < sendNextPacket()

8: IF (ACK)

9: RTT e (] —a)X RTTou + o X RTTcurremt
10: IF (t>T,)

11: Rere < min (Reyrem + 1/ RTT ey s Ry )
12: 1Pl 1/ Rpor

13: T «t+1IPl,,

14: T, «t+RIT,.,

15:  State = Loss_Detection
16:  END FUNCTION

FIGURE 7. Normal state algorithm for RCOAP.

the intermediate network nodes). If the loss is due to temporal
wireless errors, it is unnecessary to decrease the rate because
the link will shortly be recovered (typical fading would last
for approximately tens to a few hundreds of milliseconds).
Therefore, RCOAP could maintain high performance. In the
case of congestion, RCOAP should decrease the transmission
rate similar to the behavior of TCP flows, to avoid further con-
gestion. The algorithm for the loss-detection state is shown in
Fig. 8.

At the beginning of the loss-detection state, the reason for
the packet loss is still unknown. The current transmission rate
is stored (line 3) at the sender to recover when the temporal
wireless losses are recovered. RCOAP tries to maintain fair
congestion control with the TCP flows by halving its trans-
mission rate (lines 4 — 6). The duration for checking the link
condition is one estimated RTT (line 7).

Then, the RCOAP sender retransmits the lost packet
(line 9) and updates the RTO (line 10) based on the measure-
ments of new RTTs (the same as in [6]), as follows:

RTTpey = (1 — ) X RTTy1y + o X RTT,,  (11)
RTTVARyeww = (1 — B) x RTTVAR1q

+ﬁ X |RTTold - RTTcur| (12)
RTOpew = 0.5 X (RTT ey + 4 X RTTVAR o)
4+ 0.5 x RTT 4 (13)

During the time interval of one estimated RTT, RCOAP
checks for the reason for packet loss (line 11-17). If an ACK
is received for the retransmitted packet (line 12), RCOAP
assumes that the packet loss is due to wireless link error,
i.e., the network is not congested. The transmission rate of
the RCOAP is recovered to the previous rate R,;; (line 13).
On the other hand, RCOAP sends further packets periodically
to probe the network conditions (lines 15, 16, and 17). The
loss-detection state lasts for one estimated round-trip time
(line 11). At the end of this time interval, the RCOAP returns
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Algorithm 3: Loss-Detection State

1: FUNCTION LossDetectionState
2 State = Loss-Detection

3: Rm’d < R('m‘rem

4: Ruow < Reprom 72

5: IPl,.., < 1/R

6! T« tyg+ [PIrrmt'

7: T,, «— Ipt RTTL.H,W,,,

8: ACK <« False

9: packet < Retransmission()
10:  RTO,., < UpdateRTO()

11: WHILE(¢t<T,)

12: IF (ACK )

13: Rmaw — RQM

14: ACK « True
15: IF(t = 1)

l6: packet « sendNextPackety()
17: T « t+1/Ruy
18: IF (ACK == True)

19: State = Normal

20: return

21:  ELSE

22: State = Backoff

23:  END FUNCTION

FIGURE 8. Loss-detection state algorithm for RCOAP.

to the normal state if the sender receives an ACK from the
receiver (lines 18 and 19). The acknowledgment indicates
that the network is not congested, and the packets can be
acknowledged. The old transmission rate can be recovered
after one RTT. Thus, RCOAP can maintain a high throughput
for bursty data transfer.

If the network is congested, no ACK is received until the
end of the loss-detection state. In this case, RCOAP goes to
the backoff state to handle the congestion problem (line 22).

D. BACKOFF STATE
In this state, RCOAP first maintains the decreased trans-
mission rate at the end of the loss-detection state, i.e., a
halved rate similar to the TCP behavior. During this state,
the sender attempts to transmit discovery packets to check
the congestion state. If no ACK is received, the network is
congested. The sender rate is further decreased multiplica-
tively. The RCOAP sender triggers a backoff algorithm for
retransmission. The retransmission of packets fails when the
maximum number of four retransmissions is exceeded.

If any ACK is received, the sender assumes that the con-
gestion has been resolved. Then, the RCOAP returns to the
normal state. Note that in the case of multiple losses, the
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sender rate can be decreased several times. The number of
ACKs for discovery packets can be used to indicate the
congestion level. The RCOAP sender remains in the backoff
state until it receives an ACK from the receiver.

The algorithm for the backoff state is shown in Fig. 9.
At the beginning of the backoff state (at time #y), the transmis-
sion rate of RCOAP is the halved rate (line 3), as explained
in the previous state. T, is the time interval for sending
discovery packets to check the congestion situation (line 6).
This time interval is approximately one estimated RTT. The
sender periodically checks if any ACK is received (line 8).
In addition, the sender tries to send some discovery packets
within one estimated RTT to check the network condition
(lines 9, 10, and 11). The number of ACKSs for these discovery
packets indicates the congestion level. If the network is heav-
ily congested, no ACK or only a few ACKs can be received
for the transmitted packets. The sender can use this number
to set the transmission rate after the backoff period using (7).
When the network is still congested, several retransmissions
are triggered (line 13), if the maximum number of retransmis-
sions is not exceeded. The new RTO value is updated (line 14)
by using a variable backoff mechanism [6] for retransmission,
as follows:

RTT,er, = (1 — ) x RTTyq +a x RTT¢,,  (14)
RT1 ‘ARnew = (1 - .B) x RT1 [‘ARold

+ B X |RTTy1q — RTT ¢y | (15)
RTOuy = 0.5 X (RTTpery + 4 X RTTVAR o)

+0.5 x RTT 4 (16)
RTO,,, = RTO., x VBF (17

where VBF is the variable backoff factor. The VBF depends
on the initial RTO of the RCOAP, as follows:

3 l:fRTOl'm't < ls
VBF = {2 if 1 <RTOjir <3s (18)
1.3 if RTO;nir > 3s

VBF presents the degradation steps for the backoff strategy
in the case of heavy network congestion.

If the retransmission count reaches a total of four retrans-
missions, the retransmission of the lost packet is considered
to have failed (line 16). This lost packet can be stored in the
sender buffer for a later retransmission, when the network
congestion has been resolved. The received packets can be
disordered at the receiver. Therefore, the application must
rearrange the sequences of the received packets.

Once the RCOAP sender receives an ACK packet (line 17),
it is assumed that the congestion is resolved. Then, the sender
returns to the normal state (line 24) with the current rate.
In the case of heavy network congestion, the RCOAP sender
will further reduce its rate using multiplicative decreases
(lines 20 — 23). If the sender does not receive any ACK for
a certain timeout period, the transaction is considered to have
failed. The exchange can be suspended, or the sender moves
back to the initial state.
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Algorithm 4: Backoff State

1: FUNCTION BackoffState

2: State = Backoff

3: Riew < Rewrem /2

4: Pl < 1/ Ry

5: T « tyh+ ]P](.“,-_,-,_,,H

6: T;r «— Iy + RTE"HI‘.“L’I”

7: ACK <« Fualse

8: WHILE (ACK == False)

9: IF(t=T1)

10: packet < sendNextPacket()
11: T« t+1/Ren

12: IF (NotMaxRetransmission))

13: packet < Retransmission()
14: RTO,., < UpdateRTO()
15: ELSE

16: PacketTransmissionFailed()
17 IF (ACK )

18: ACK « True

19: IF(t = T,)

20: Riow < Rewrren /2

21: IPL, < 1/R,e

22: T« t+1/Ren

23: T, < t+RTT,...

24:  State = Normal
25: END FUNCTION

FIGURE 9. Backoff state algorithm for RCOAP.

IV. PERFORMANCE EVALUATION

In this section, we present the performance evaluation of
our RCOAP scheme and compare its performance with that
of three other standard CoAP schemes, including the basic
CoAP [3], CoCoA [5], and CoCoA+ [6]. We use the network
simulator NS-3 [38] for the simulation environment. NS-3
does not support CoAP. We found a partial CoAP imple-
mentation developed by Maesoser for NS-3 on Github [39].
However, this partial CoAP implementation is for mDNS,
multicast, and single hop. This design differs from our con-
cept, which uses dynamic rate control and multi-hop net-
works to convey bursty data from senders to a remote center.
We developed and implemented our RCOAP and other CoAP
schemes in the network simulator NS-3. All of these modules
have been implemented over UDP in the NS-3 protocol stack
using the specifications provided in [3]-[6].

A. EXPERIMENT SETTINGS

The network topology of the simulation is shown in Fig. 10.
CoAP senders are implemented at wireless nodes in a Wi-Fi
network. We assume that each sender has collected data (e.g.,
sensing data) and they build flows of bursty data to send to the
receiver. The receiver is located at the center and is connected
to the senders through a Wi-Fi access point (AP node). At the
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FIGURE 10. Simulation model.

physical and MAC layers, the nodes in the Wi-Fi network
implement the standard IEEE 802.11b [38]. The mobility
model is the ConstantPositionMobilityModel [38] with a dis-
tance of 10 m. The link bandwidth between the AP and the
receiver was set to 1 Mbps with a link delay of 500 ms for
the rate estimation experiments. The link delay was 64 ms
for other performance simulations.

B. RATE ESTIMATION AND LOSS DETECTION

Fig. 11 presents the rate estimation for a RCOAP sender.
As explained in Section 3, the initial state takes two round-
trip times (approximately 1 s in our simulation). The start
transmission rate is set to 180 Kbps. This value is determined
based on the max-min fair share of the bottleneck link band-
width for all RCOAP senders, as explained in Section II.

After the initial interval (approximately 1 s), the transmis-
sion rate is initialized to 160 Kbps, which is the maximum
allowed rate for each flow. Then, the sender periodically
transmits the RCOAP packets according to this maximum
rate.

We consider the behavior of RCOAP in the case of a packet
loss detection during the time interval from 4s to 6s. Once a
packet loss is detected, the sender decreases its transmission
rate to a halved rate. The loss-detection state takes a time
from 4.5 s to 6.5 s. During this time, the sender periodically
sends discovery packets to check the network conditions.
Because the loss is resolved at time 6.5 s, the sender increases
its transmission rate stepwise until it reaches the maximum
allowed rate (160 Kbps in this simulation). There are some
peak discovery rates without a rate decrease at 12 s, and then
at 17 s due to the short fading of the wireless channel errors.

If the start sending rate is set to a value lower than the
available fair share of the bottleneck bandwidth, the initial
rate is determined to be a lower value, as shown in Fig. 12.
The sender needs some time to increase its transmission rate
stepwise until it obtains the maximum allowed rate at time 6 s.
Again, the initial state lasts for 1 s, in which the sender checks
the available link bandwidth to estimate the transmission rate.
Fig. 12 also shows two short wireless link errors at 12 s and
then at 17 s. The RCOAP sender checks for the reason for
packet losses and determines that there is no need to decrease
the transmission rate in this case.
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FIGURE 11. Rate estimation using a high start rate.
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FIGURE 12. Rate estimation using a low start rate.

In Fig. 13, we show the behavior of RCOAP in the case
of congestion and backoff. The initial state ended at time 1 s.
At time 4.5 s, the sender detects a packet loss due to network
congestion. RCOAP halves its transmission rate, similar to
the behavior of TCP, and triggers the retransmission of lost
packets. During the loss-detection state, the RCOAP sender
checks for the network condition by continuously sending
the discovery packets. The rate is further multiplicatively
decreased, because no ACK is received until 9 s. Because the
sender does not receive any ACK after the time-out (RTO),
it goes to the backoff state and continues to retransmit the lost
packet until it exceeds the maximum retransmission number.
In our simulation, the congestion was resolved at time 9 s.
Thus, the sender increases its transmission rate stepwise until
it reaches the maximum allowed rate of 160 Kbps.

As we explained in Section III, various methods can be
used to identify and differentiate packet losses [33]-[37].
Wireless losses are random losses and vary in nature. Con-
gestion losses are usually correlated; i.e., if a packet loss is
detected, further consecutive packets are considered to be
lost. This behavior has been observed from the phenomenon
of buffer overflow in routers. According to the methods
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FIGURE 13. Congestion and backoff behavior.

discussed in [32]-[34], RCOAP uses RTT, the inter-arrival
of ACKs, and the mismatch between the message IDs of
the transmitted packet and the ACK packet to detect the
packet loss types. At the beginning of the loss-detection
state, RCOAP tries to retransmit the lost packet. Within one
estimated RTT, the RCOAP sender checks for the ACK. If the
ACK is received for the retransmitted packet (i.e., with the
same message ID), RCOAP assumes that the single packet
loss is due to wireless transmission error. Otherwise, RCOAP
identifies a network congestion loss.

We used two experiments to show how RCOAP is able
to detect packet loss types. To this aim, we modified our
simulator to mimic the packet loss types and measure the
transmission rate (in packets/s) to indicate the behavior of
RCOAP in both cases. The simulation was conducted using
RTT = 500 ms. The start inter-packet interval (IPI) was
800 ms. The purpose of these experiments is to show the abil-
ity of RCOAP to distinguish wireless loss from congestion
loss.

In the first experiment, we mimicked the wireless loss
by dropping a single packet. Fig. 14 depicts the RCOAP
transmission rate when a packet loss was due to wireless
errors. At time 5.5 s, the RCOAP sender detected a single
packet loss. The sender entered the loss-detection state, and
halved its transmission rate. After one estimated RTT, the
RCOAP sender identified that the single packet loss was
due to wireless errors. Then, the previous transmission rate
was recovered at time 7 s. These results give evidence for
the behavior of RCOAP in the case of a packet loss due to
wireless errors. Other experiments using different wireless
error rate models are out of the scope of this paper. This issue
could be a topic for further research.

In the second experiment, we mimicked the congestion
loss by dropping some consecutive packets (at least two)
as shown in Fig. 15. When a packet loss was detected, the
sender entered the loss-detection state and halved its rate
at time 6 s. After one estimated RTT, the sender detected
consecutive packet losses due to network congestion. Thus,
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FIGURE 14. Transmission rate in the case of a packet loss due to wireless
errors.
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FIGURE 15. Transmission rate in the case of a packet loss due to network
congestion.

it entered the backoff-state. During this state, some discovery
packets were sent to check the network condition. When the
congestion had been resolved at the time of approximately
9.5 s, the sender returned to the normal state and increased
the transmission rate stepwise for each RTT according to
algorithm 2 in Section III. These results give evidence for
the behavior of RCOAP in the case of a packet loss due to
network congestion.

C. THROUGHPUT PERFORMANCE

The model in Fig. 10 is used for the performance evaluation
with three competing flows for each scheme alternately. The
link delay and link bandwidth between the AP and receiver
were set to 64 ms and 1 Mbps, respectively.

In the simulation, all three data flows use the same system
configurations as follows. The senders were implemented at
wireless nodes using IEEE 802.11b and the protocol stack of
NS-3 [38]. The distance to the AP node is 10 m. The mobility
model is the ConstantPositionMobilityModel [38]. The data
packet and the discovery packet (including IP/UDP/CoAP
headers) are 106 bytes and 41 bytes, respectively. The ACK
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FIGURE 16. Average throughput performance of RCOAP flows.
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FIGURE 17. Average transmission delays of RCOAP flows.

timeout is 2 s. The maximum number of retransmissions is 4.
The start rate is 16 Kbps for all three flows. The simulation
time is 50 s for all flows. The only difference is the start time.
Flow 1 starts at O s, flow 2 at 3 s, and flow 3 at 5 s. The RCOAP
receiver is implemented at an NS-3 node connected to the AP
node using an Ethernet link.

Fig. 16 depicts the throughput performance for three com-
peting RCOAP flows in the case of non-congestion for 50 s.
Three flows start their transmission at 0, 3, and 5 s, respec-
tively. The packet size consists of 106 bytes, including the
CoAP header.

As shown in Fig. 16, the initial interval of each sender
differs depending on the actual round-trip time. We calcu-
lated the average throughput of each flow using a confidence
interval of 500 ms. It can be seen that the RCOAP is fair
for competing flows. The fairness can be computed using the
Jain’s well-known fairness index. There are some peaks due
to the higher probing rates for checking the temporal wireless
errors during the loss-detection state of the flows.

Fig. 17 shows the average transmission delays of packets
that belong to three competing RCOAP flows at different
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FIGURE 18. Throughput performance evaluation.

start times. Due to the high probing rate at the initial
phase, the packet delays vary from 77.87 ms to 78.90 ms
for all of the flows. When the senders were stable in the
normal state, the average delays of all flows fluctuate around
78.50 ms over the entire simulation time of 50 s.

In Fig. 18, we compare the throughput of various schemes,
including basic CoAP, CoCoA, CoCoA+, and RCOAP.
We ran simulations in 50 s for each scheme alternately under
the same conditions using three competing flows. As shown
in the figure, the throughput values vary with some peaks
due to the changes in the RTOs and retransmissions. The
statistical results on these data can be seen in detail in
Tables 2, 3, and 4. It can be seen that the average throughput
values of CoCoA, basic CoAP, and CoCoA+ are almost
16 Kbps, whereas the throughput of RCOAP is approximately
20 Kbps.

Fig. 19 shows the average transmission delays for the
different schemes. In this simulation, three flows of the basic
CoAP, CoCoA, and CoCoA+ had a fixed transmission rate
using the IPI of 500 ms. RCOAP flows had an initial /P
of 500 ms. Then, RCOAP flows dynamically changed the
transmission rate up to the maximum allowed rate according
to a minimum inter-packet interval IPI,,;, of 400 ms. The link
bandwidth was 1 Mbps with a link delay of 64 ms. This exper-
iment aims to show the outperformance of RCOAP under the
same network condition for all schemes. Under this simu-
lation condition, the delay values of CoCoA and CoCoA+
were high, and they fluctuated. Their average delays are
between 400 ms and 700 ms. This fluctuation occurs because
these schemes have many packets to retransmit (see also
Tables 2, 3, and 4). The RTO values are frequently updated
for retransmissions. These changes in turn lead to further
fluctuations in the delay. In contrast, basic CoAP and RCOAP
provide better delay performance. The average delay values
were approximately 100 ms and 77 ms in the basic CoAP
and RCOAP, respectively. This finding occurs because basic
CoAP and RCOAP provide fast retransmission and reduce the
retransmission attempts by detecting ACK losses.
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FIGURE 19. Transmission delays of different schemes.

The delay due to retransmissions can be spotted. The rea-
son is as follows. In the case of packet losses, the number
of retransmissions can reach the maximum value of four
in all schemes. However, CoCoA and CoCoA+ frequently
adjust the RTO value. Thus, retransmissions can be quickly
triggered, which can lead to further congestion. Each retrans-
mission will cause an additional delay in the packet. That is
why there are some spikes in the delay in the case of CoCoA
and CoCoA+ schemes.

The basic CoAP uses the fixed RTO value. For each
retransmission, this value is doubled using a binary expo-
nential backoff (BEB). Although the basic CoAP needed
to retransmit many packets (see Tables 2, 3, and 4 for the
number of retransmissions by the basic CoAP), all packets
were successfully retransmitted within the next round trip
time due to the fixed RTO value. That is why the average
delays were smaller compared to CoCoA and CoCoA+.

For RCOAP, no packet loss was observed in this case.
Although the sender rate dynamically increased, it was
limited by the maximum allowed rate using IPl,;, =
400 ms. The number of retransmissions was zero (see
Tables 2, 3, and 4 for the number of retransmissions by
RCOAP). That is why the delay values for RCOAP were
almost constant in Fig.19. These results indicate that RCOAP
significantly outperforms other schemes under the same con-
ditions.

The previous experiment also demonstrates the reliability
of the schemes. The packet loss ratio was zero in all schemes,
although several packets were required to be retransmitted.
A packet will be lost if its retransmission is not successful
after four retries. The results indicate that all retransmissions
were successfully completed. All schemes were reliable.

Another set of experiments was conducted to show the
behavior of the schemes in a more dynamic high-load net-
work environment using TCP background traffic. The basic
CoAP, CoCoA, and CoCoA+ nodes send confirmable pack-
ets to the sink with a fixed rate by I/PI = 500 ms. The initial
rate of the RCOAP sender is set by IPI = 500 ms. The
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FIGURE 20. Delays of schemes using background traffic when the
minimum /P! of RCOAP is 400 ms.

maximum allowed rate of the RCOAP sender is limited by
IPI,,;, = 400 ms. A source node generates background traffic
using NS-3 TCP socket for each experiment. The shared
link bandwidth is 1 Mbps with an estimated round trip time
of 500 ms. The purpose of these experiments is to compare
different schemes under the high-load condition.

Fig. 20 indicates the delays for different schemes in the
case of TCP background traffic. The average delays were
800.81 ms, 804.57 ms, 941.24 ms, and 613.25 ms for CoCoA,
basic CoAP, CoCoA+, and RCOAP, respectively. The packet
delays varied according the offered load of the TCP flow.
When the offered load was higher, packet delays for CoCoA
and CoCoA+ quickly increased and highly fluctuated. On the
contrary the delay for RCOAP fluctuated, but it was lower
than 750 ms. The results show that RCOAP provides better
delay performance than the other schemes under the same
dynamic high-load conditions.

Fig. 21 shows the throughput comparison of the schemes.
The average throughput values were sampled every 500 ms.
The measured values were approximately 5.6 Kbps, 5.8 Kbps,
4.6 Kbps, and 7.0 Kbps for CoCoA, basic CoAP, CoCoA+,
and RCOAP, respectively. The number of successful transmit-
ted packets of RCOAP was 216. On the contrary, these values
were 81, 80, and 54 for CoCoA, basic CoAP, and CoCoA-+,
respectively. As shown in Fig. 21, the flows of CoCoA and
CoCoA+ were starved at time 42 s when the TCP back-
ground traffic quickly increased. These results demonstrate
that RCOAP behaves more efficiently than the other schemes
under the same high-load network conditions when network
congestion increases.

Fig. 22 shows the delays for different schemes when the
maximum allowed rate of the RCOAP sender was limited
by IPI;i;, = 200 ms. The number of successful transmitted
packets of RCOAP was 270 in this experiment. As shown
in Fig. 22, the delay fluctuated, but it remained lower than
750 ms. The RCOAP flow using IPl,;, = 200 ms was
more aggressive due to the higher allowed rate. In response
to network congestion, the RCOAP sender quickly decreased
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its rate, resulting in scattered intervals of delay variation.
These results show that the RCOAP scheme provides stable
performance even under high-load conditions.

The ability of RCOAP to differentiate wireless losses from
congestion losses has been indicated using the results in
Fig. 14 and Fig. 15. The RCOAP sender detected wireless
errors at 5.5 s as shown in Fig. 14. Thus, the sending rate did
not decrease. In Fig. 15, the RCOAP sender detected a packet
loss due to network congestion at 6 s. The sender decreased
its sending rate by halving its rate.

The basic CoAP, CoCoA, and CoCoA+ cannot distin-
guish the reason for packet losses. An experiment was con-
ducted to explore the packet loss ratio of these schemes
compared to RCOAP. In this experiment, the inter-packet
interval (IPI) was changed from 10 ms to 5 s using a step
of around 10 ms. As indicated in [3], the default leisure time
of CoAP is 5 s. For each IPI, a simulation was run for each
scheme. We measured the number of delivered packets N and
received packets N, to calculate the average loss packet ratio
Ry as Ry = 100% * (Ng — N, )/N;. To compare the schemes,
we convert the range of the IPI values into the offered loads.
The highest load (80%) is corresponding to the IPI value of
10 ms, and the lowest load (10%) is for the IPI value of 5 s.
Using the experiment, we found that the packet loss occurred
at the load of 25% (IPI = 700 ms) in the basic CoAP, CoCoA,
and CoCoA+. In RCOAP, a small loss rate was detected at the
load of 50%. The loss rate increased quickly as the load was
higher than 65% (IPI < 50 ms). These results indicate that
RCOAP can detect and retransmit lost packets due to wireless
errors and congestion to maintain a lower packet loss ratio.
This result is shown in Fig. 23.

Fig. 23 depicts the packet loss ratios of the different
schemes according to the increasing offered load. As shown
in the figure, the packet loss ratio of CoCoA and CoCoA+
increases when the load is 45%. The average loss rate of
CoCoA was higher than that of CoCoA+-.

The basic CoAP exhibits the best performance in terms
of packet loss. This finding shows the advantage of using
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FIGURE 22. Delays of schemes using background traffic when the
minimum /P! of RCOAP is 200 ms.

fixed RTO values. RCOAP maintains a low loss rate, when
the offered load is below 65% and increases the loss rate by
a higher load.

Table 1 shows the detailed performance evaluation of the
three competing RCOAP flows. Although the flows start at
different times, they have almost the same average delay of
approximately 78 ms. The three flows have a comparable
average throughput according to the number of delivered
packets. The flow that starts early can send more packets. The
loss ratio and retransmission number were zero for all flows.
In other words, the flows are fair to each other by sharing
a common link bandwidth. Tables 2, 3, and 4 present a per-
formance comparison of RCOAP with three other schemes,
each using three competing flows. RCOAP has low aver-
age delays, similar to the basic CoAP, while the delays in
CoCoA and CoCoA+ are very large because of the large
number of retransmissions that cause frequent RTO updat-
ing periods. In addition, the number of retransmissions for
flows 1 and 2 was higher than that of flow 3 in basic CoAP,
CoCoA, and CoCoA+-. There is an unfairness between com-
peting flows in these schemes.

In contrast, RCOAP provides a higher average through-
put of approximately 135% compared to the other schemes.
Moreover, competing RCOAP flows have a lower packet
loss ratio, lower retransmission rate, and higher delivery rate
compared to the other schemes. With these performance char-
acteristics, RCOAP is more efficient and suitable for bursty
data transfer in IoT networks.

The simulation was run 50 times for each scheme. We mea-
sure the amount of received packets during each 500 ms.
The throughput is then calculated as the number of received
packets divided by 500 ms. Since the simulation time is
50 s, we have 100 intervals. Thus, the average throughput
for each flow is the sum of all throughput values divided by
100. The average measured throughput is about 16.96 Kbps
for each flow in the basic CoAP, CoCoA, and CoCoA-+.
The mean throughput of RCOAP flows is around 22.9 Kbps.
Thus, the average throughput of RCOAP is approximately
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22.9 Kbps/16.96 Kbps = 135% compared to other schemes.
That is, RCOAP has a throughput improvement of about 35%.

We performed the simulation 50 times for each experiment
and each scheme to measure the average throughput. In addi-
tion, we also tested the schemes using several long sessions of
100 s and with different inter-packet intervals to measure the
packet delay, throughput, the number of delivered packets, the
number of lost packets, and the number of retransmissions.

An experiment was conducted to perform statistical testing
for the schemes. In this experiment, we used different inter-
packet intervals (IPI) for representing the start rate. Let Ty
denote the average throughput of RCOAP, Tp is the average
throughput of the basic CoAP, T} is the average throughput
of CoCoA, and Tp is the average throughput of CoCoA+.
We denote by Ly, the loss rate of RCOAP, by Lp the loss
rate of the basic CoAP, by L4 the loss rate of CoCoA, and
by Lp the loss rate of CoCoA+. Table 5 shows the statistical
results for throughput ratios of RCOAP compared to each
other scheme, and the loss ratio of each scheme according
to various /PI values. As shown in Table 5, the loss rate
in all schemes is increased quickly for IPI values smaller
than 200 ms. We found that, RCOAP works better for IPIs
between 200 ms and 250 ms in this case. Smaller IPIs can
cause a higher loss probability. Despite the higher throughput
compared to other schemes, higher /PIs are not recommended
for bursty data transfer due to long session completion time.

Table 6 shows the percentage of improvement of the
RCOAP in comparison to the basic CoAP, CoCoA, and
CoCoA+.

D. DISCUSSION

RCOAP uses some small empty discovery packets for esti-
mating the initial sending rate and checking the reason for
packet losses. These control packets can introduce some over-
head, but they can help to increase performance. An experi-
ment was conducted to show this result. We used the same
simulation model as shown in Fig. 10, and set the bottleneck
bandwidth at 25 Kbps. We used 41 bytes for a discovery
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TABLE 1. Performance evaluation for three RCOAP flows.

Average Throughput N Number of delivered Number of
Flows Average Delay (ms) (Kbps) Loss Ratio (%) Packets in 50s Retransmissions
RCOAP Flow 1 78.6 23.24 137 0
RCOAP Flow 2 78.5 21.88 129 0
RCOAP Flow 3 78.4 20.86 0 123 0
TABLE 2. Performance evaluation for flow 1.
Average Throughput N Number of delivered Number of
Average Delay (ms) (Kbps) Loss Ratio (%) Packets Retransmissions
Basic CoAP 102.4 16.96 0 50 43
CoCoA 585.7 16.96 0 50 43
CoCoA+ 316.7 16.96 0 50 43
RCOAP 78.8 23.24 0 137 0
TABLE 3. Performance evaluation for flow 2.
Average Throughput N Number of delivered Number of
Average Delay (ms) (Kbps) Loss Ratio (%) Packets Retransmissions
Basic CoAP 106.2 16.96 0 47 45
CoCoA 582.3 16.96 0 47 44
CoCoA+ 371.8 16.96 0 47 45
RCOAP 78.8 21.88 0 129 0
TABLE 4. Performance evaluation for flow 3.
Average Throughput N Number of delivered Number of
Average Delay (ms) (Kbps) Loss Ratio (%) Packets Retransmissions
Basic CoAP 87.8 16.96 0 45 5
CoCoA 601.7 16.96 0 45 6
CoCoA+ 368.6 16.96 0 45 5
RCOAP 78.8 20.86 0 123 0
TABLE 5. Comparison of throughput and loss rate.
Inter-packet
Interval (IPI) TM/ TB TM/ TA TM/ Tp LM LB LA LP
(ms)
5000 4.54 4.54 4.54 0.00 0.00 0.00 0.00
3000 2.57 2.57 2.57 0.00 0.00 0.00 0.00
1000 1.56 1.56 1.56 0.00 0.49 0.49 0.49
500 1.14 1.14 1.14 0.00 0.00 0.00 0.00
300 1.45 1.45 1.45 0.00 0.00 0.00 0.00
200 1.74 1.74 1.74 0.16 0.14 0.14 0.14
100 2.16 0.94 0.95 0.20 0.11 10.94 13.55

packet, and 106 bytes for a data packet (including IP, UDP,
and CoAP headers). The simulation time was 100 s for a burst
transfer session. We ran the simulation 50 times to measure
the average throughput.

In the condition without losses, the sender only sent some
discovery packets once during the first RTT. The estimated

169296

RTT was around 64 ms. Thus, the time used for the discov-
ery was 64 ms/100 s = 0.064% of the total session time.
Without rate control, the sender would send using the fixed
rate according to the default leisure time of 5 s [3]. The
average measured throughput was 21.2 Kbps for one flow.
Using rate control, the average throughput was 23.4 Kbps,
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TABLE 6. Features of the schemes.

Average
Backoff S RTO Bottlen‘eck Differentiation Rate Bursty Percentage of
Protocol . RTT Estimation . Bandwidth Traffic Improvement
Algorithm Aging L of Losses Control
Estimation Support compared to
CoAP
Basic CoAP [3] BEB None No No No No No -
CoCoA [5] BEB Strong and Weak Yes No No No No 19% [5]
CoCoA+ [6] VBF Strong and Weak Yes No No No No 19% [6]
RCOAP VBF Strong and Weak Yes Yes Yes Yes Yes 35%

i.e., around 10% higher. This was because using discovery
packets, the sender was able to adjust the sending rate close
to the estimated bottleneck bandwidth. After the simula-
tion time of 50 s, the number of received data packets was
around 138. Two discovery packets were used during the
first RTT. Thus, the overhead cost for discovery packets was
2 * 41 bytes/(138 * 106 bytes) = 0.56%.

In the case of losses, the sender would send a discovery
packet together with one data packet within one RTT during
the loss detection phase. Thus, the total number of discovery
packets will be n * RTT/2, where n is the number of loss
events during the session. Since the estimated RTT is much
smaller than the session duration for a burst transfer, the
overhead cost mainly depends on the number of loss events.

V. CONCLUSION

Congestion control is still a challenging problem for IoT net-
works because of the constrained IoT environment. Suitable
control mechanisms should be sufficiently simple, but effi-
cient. For this reason, CoAP was proposed and standardized.
However, there are some performance problems with basic
CoAP and its variants for bursty traffic. In the case of regular
traffic, these schemes can provide good performance. Never-
theless, basic CoAP and its variants show poor performance
in terms of the throughput, delay, and retransmission attempts
for bursty traffic. The reason is that they mainly focus on RTT
measurements and RTO adjustments for retransmissions.

In this paper, we propose a new rate control scheme called
RCOAP for bursty data transfer in IoT networks. The key
idea of RCOAP is to regulate the transmission rate according
to the available bandwidth of the bottleneck link. RCOAP
permits a number of in-flight packets with reference to the
bandwidth-delay product. The RCOAP sender estimates the
appropriate initial rate by sending discovery packets to probe
the link bandwidth at the beginning of the connection. During
the connection, the rate is either additively increased or multi-
plicatively decreased depending on the predicted congestion
state. Furthermore, RCOAP can distinguish between conges-
tion losses and temporal wireless losses by sending discovery
packets to probe the availability of the wireless link.

We compared RCOAP against basic CoAP, CoCoA, and
CoCoA+ in bursty traffic scenarios using competing flows.
The results demonstrated that RCOAP is efficient for bursty
data transfer in terms of the throughput, delay, packet loss
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ratio, delivered packets, and retransmission attempts. In par-
ticular, RCOAP can provide a higher throughput of more than
135% compared to basic CoAP, CoCoA, and CoCoA+ while
maintaining a lower delay, lower loss rate, and lower number
of retransmission attempts. Moreover, RCOAP also provides
stable performance even under high-load conditions. Further
extensions of this work could study the performance of a large
network, as well as scenarios with mixed TCP traffic.
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