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ABSTRACT A new scoring system based on information technology (IT) is an innovative way to judge
matches fairly. However, there are reliability and expertise problems due to sophisticated differences in
human-machine judging criteria. Taekwondo, a traditional Korean sport, uses an IT-based protector and
scoring system. The system records the player’s movement data through its sensors, but it has a limitation in
that it cannot detect anomalous kicks. Because anomalous kicks are executed with minimal strength outside
the typical form of kick patterns, it interrupts fair judgment of the scoring system and reduces the liveliness
of Taekwondo matches. To minimize the dispute by anomalous kicks, we aim to detect the anomalous kicks
in Taekwondo matches. We construct a kick dataset and propose an attention-based deep learning model.
The proposed model has the advantage of simultaneously handling the spatial and temporal features of the
kick dataset because it is a model that combines a convolutional neural network (CNN) and bidirectional
long-short term memory (BiLSTM) with an attention mechanism. The experimental results showed that the
accuracy of the attention-based CNN-BiLSTM is 95.67%, and the false-positive rate is 0.086. We open our
dataset and it is freely available on https://github.com/daanVeer/Taekwondo_dataset.

INDEX TERMS Intelligent systems, machine learning, recurrent neural networks, Taekwondo match,
anomalous kicks, convolutional neural network, bidirectional long-short termmemory, attentionmechanism.

I. INTRODUCTION
In most sports, a human judges the match and it leads to
controversies such as wrong or biased judgment and manip-
ulation [1]. To prevent such controversies, scoring systems
based on information technology (IT) have been introduced.
Examples include a ball position tracking system in tennis,
a video judgment assistance system in soccer, and a contact
detection system in fencing. IT-based scoring systems have
been evaluated as an effective judgmentmethod by improving
the fairness and objectivity of sports matches [2].

The protector and scoring system (PSS) is commonly
used in Taekwondo matches like World Taekwondo Cham-
pionships and Olympic Taekwondo Competition. Since its
introduction in 2006, the PSS contributed greatly to judge
Taekwondomatches objectively by capturing the strength and
accuracy of the kick [3]–[5]. However, many studies have
discussed the flaws of the PSS such as incorrect judgment of
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detecting anomalous kicks (e.g., a monkey kick or scorpion
kick) that abuse the scoring principles [6]–[9]. Anomalous
kicks reduce the liveliness of a Taekwondo match because
they are intended to obtain a score from minimal strength.
The foot jab is one of the anomalous kicks that easily obtains
a score by a light touch that disturbs the correct judgment
of the scoring system [10]–[13]. Our goal is to enhance the
current PSS to the intelligent PSS by automatically detecting
anomalous kicks based on deep learning approach.

The PSS is equipped with sensors in various locations
to capture the features of each axis. We constructed a kick
dataset from the PSS sensors and applied it to the deep learn-
ing model. The PSS sensors record the players’ movement
data as sequential frames form. The kick dataset includes
the spatial and temporal features because it represents the
sequential information about a kick motion and location
information about sensors. To learn the spatial and temporal
features simultaneously in sequential kick dataset extracted
from the PSS, we propose a combining model of attention-
based CNN-BiLSTM.Attention-based CNN-BiLSTMmodel
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combines a convolutional neural network (CNN) and long
short-term memory (LSTM) with an attention mechanism.
CNNplays a role of extracting the important features from the
dataset and LSTM trains the features including the sequential
information [14]–[17]. Attention mechanism compresses the
important features and reminds them, so it has been shown
to improve performance in prior studies [18]. Considering
the influence of attention mechanism, we added the attention
mechanism to the CNN-BiLSTM model. We further com-
pared the performances of combining model with and with no
attentionmechanism. The remainder of the paper is structured
as follows. Section 2 investigates the related works. Section 3
proposes a model architecture for our purpose. Section 4 con-
structs a dataset for detecting anomalous kicks and analyzes
the feature patterns. In section 5, the experimental results
are described including the evaluation metrics, followed by
a summary of the conclusions in section 6.

II. RELATED WORKS
Many studies have utilized statistical methods to process
sequential data such as text and audio. Jinqing et al. [19]
classify the types of sound in sports audio: speech, music,
and environmental noise. They extract feature vectors from
the spectrum of audio signals and input them into a Gaussian
mixture model (GMM). Hanna et al. [20] compose the color
change rate by averaging the saturation of RGB (red, green,
and blue) pixels according to sequential frames in the video
data. The color change rate is used as a feature to clas-
sify the type of sport and is applied to the hidden Markov
model (HMM).

As deep learning models are developed, recurrent neu-
ral network (RNN) models have been introduced, such as
vanilla-recurrent network (vanilla-RNN), long short-term
memory (LSTM), and gated recurrent unit(GRU). RNNmod-
els are effective in learning the temporal features of sequential
data because they save the histories of the previous time
steps while transferring the feature vector of the previous
time step to the next time step. RNN models have performed
successfully in research using not only text and audio data but
also video and sensor data.

Sequential image data are similar to text data because
the two types of data have sequential information at
each step. Sequential image data are used for the action
or gesture recognition task and the video classification.
Asadi-Aghbolaghi et al. (2017) surveyed related works on
methods to process sequential image data with temporal fea-
tures for the action and gesture recognition task. They showed
that combining spatial features using a CNN and tempo-
ral features using LSTM facilitates handling variable-length
images [21]. Chen et al. [22] conducted the action recogni-
tion by analyzing the spatio-temporal representation abilities
of CNN. Many studies have implemented the combining
model, which feeds the output weight of the CNN into the
RNN models [23]. Wu et al. (2015) proposed a hybrid deep
learning framework with a two-stream CNN, namely, a spa-
tial stream CNN and a motion stream CNN, and LSTM. They

used a sequential-image dataset for the video classification
task, and built spatial frames and stacked motion optical
flow to train the model. Donahue et al. [24] introduced the
long-term recurrent convolutional network for activity recog-
nition, image captioning, and video description tasks.

Zhu et al. [25] and You and Korhonen [26] aggregated
the spatial and temporal features for the video classifica-
tion task by combining a CNN and RNN models. They
added an attention mechanism to integrate the network and
the model boost the performance in video classification.
Nikolaidou et al. [27] recognized the human activities using
a novel CNN-LSTM architecture, which reflects the spatial
and temporal by the color and texture of the images.

III. PROPOSED ARCHITECTURE
Recent researches on Taekwondo are the comparison of skill
actions between analog and electronic protectors, setting
standards for kick impacts, and predicting the intention to
accept the electronic protection devices. A 2D CNN has been
proposed to analyze the spatio-temporal representations for
action recognition and the attention mechanism improves the
performance of deep learning models in which it emphasizes
important features in the dataset by feeding the attention
weights. The experiments show that attention mechanism
in video classification is effective when it is added to the
LSTM model. In this paper, we focused on the attention-
based CNN-BiLSTM model for detecting anomalous kicks.
We applied the attention mechanism after BiLSTM and the
model is organized in the order of CNN, BiLSTM, and the
attention mechanism. Fig. 1 summarizes the flow of our
model. A 2D CNN is used to learn the spatial features and
BiLSTM to learn the temporal features for the kick dataset.

CNN identifies patterns in data with convolution oper-
ations in the computer vision processing of image while
maintaining the spatial information and it achieves a notable
performance in text and video classification tasks. Most CNN
models comprise several layers, stacking convolutional lay-
ers, pooling layers, and fully connected layers to extract
the data features. The CNN then creates a feature map by
traversing the input data through a filter while performing a
convolution operation. The feature map depends on the layer
characteristics, such as filter size, stride, padding, and pooling
type. We constructed the 2D CNN to learn the spatial features
from the kick data, as shown in Fig. 1. The inner structure of
the 2D CNN in Fig. 1 is shown in Fig. 2. It has a total of 101
2D CNNs to process the sequential frames for a kick, where
a frame is inputted into a 2D CNN.

We explored three steps process in 2D CNN. First, we sep-
arate data from the four sensors on each frame, denoted as
(S1, S2, S3, S4).
• S1: the torso sensor.
• S2: the pelvis sensor.
• S3: the right leg sensor.
• S4: the left leg sensor.
Second, we carry out the convolution operation of hidden

size 32 with ReLU as the activation function to summarize
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FIGURE 1. Attention-based CNN-BiLSTM architecture.

FIGURE 2. Inner structure of the 2D CNN for learning the spatial features.

the spatial features of the acceleration and gyro values,
respectively, by noting the features of the x, y, and z
axis and the composite value in each sensor. For exam-
ple, ACC i is an acceleration feature that corresponds to the
ACC i

X ,ACC
i
Y ,ACC

i
Z , and ACC i

C for the i-th sensor, and
likewise for GYROi. Finally, we compress the ACC and
GYRO features from each sensor as F i = [ACC i,GYROi] for
the i-th sensor with a convolution operation of hidden size
16 with ReLU as the activation function. Consequently, one
frame data is expressed as four compressed spatial features
F1,F2,F3, and F4. We concatenate all the spatial features as
[F1
;F2
;F3
;F4] and feed it into the LSTMnetwork.We con-

duct average pooling to reduce the number of parameters after
the convolution operation.

RNN models update the weight values using the histories
of the sequential data in the process of learning the features.
So, RNN models are effective in processing sequential data
such as text, audio, and video. Vanilla-RNN is the basic
RNN model, but it has a problem: information is lost when
the length of the sequential data increases. LSTM improves

vanilla-RNN by adding gates: a forget gate f , input gate i,
and output gate o. For the time step t , LSTM learns xt , ht−1
and ct−1, where ht−1 is a previous hidden state and ct−1 is a
previous memory cell. In equation (1),Wxf means the weight
matrix of input token x in forget gate f ,Whf means the weight
matrix of hidden state h in forget gate f , and bf is bias term
of forget gate f , and likewise for input gate i, output gate o,
information to save g, and memory cell c. � indicates the
element-wise product of vectors.

ft = σ (Wxf xt +Whf ht−1 + bf )

it = σ (Wxixt +Whiht−1 + bi)

gt = tanh (Wxgxt +Whght−1 + bg)

ot = σ (Wxoxt +Whoht−1 + bo)

ct = ft � ct−1 + it � gt (1)

GRU was introduced as a model to increase memory
efficiency by reducing the number of LSTM gates. Unlike
LSTM, which has three gates, GRU is trained with two gates:
a reset gate r and update gate z. In equation (2), Wxr means
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the weight matrix of input token x in reset gate r ,Whr means
the weight matrix of hidden state h in reset gate r , and br is
bias term of reset gate r , and likewise for update gate z, output
gate o, information to save g, and memory cell c.

rt = σ (Wxrxt +Whrht−1 + br )

zt = σ (Wxzxt +Whzht−1 + bz)

gt = tanh (Wxgxt +Whg(rt � ht−1)+ bg)

ht = zt � ht−1 + (1− zt )gt (2)

To detect the anomalous kicks in Taekwondo matches,
we explored the LSTM and GRU, respectively, and compared
their performances. To learn both past and future information,
we transferred the bidirectional state [Eh; Eh] by concatenating Eh
and Eh to the RNNmodel (BiLSTM and BiGRU), where Eh and
Eh denote the forward state and backward state. We designed

the BiLSTM and BiGRU models by bidirectionally encoding
the state of the LSTM and GRU. Because the kick data
consists of a sequence of frames, we used the RNNmodels to
train the temporal data features. Before learning the temporal
features, the spatial features are transferred from the 2D
CNN to the RNN models. The RNN models are fed with the
features through the 2D CNN and reduce the dimension of
the vector space to a hidden size with tanh as the activation
function.

We applied the weight values of BiLSTM (or BiGRU)
to the Bahdanau attention mechanism [28]. Attention mech-
anism inspects the input data once again in the decoder,
along with the context vector expressed from the encoder.
Because the attention mechanism focuses on the importance
of a particular time step while assigning a high weight value,
it effectively minimizes the information loss. When hidden
states of an encoder are [h1, h2, . . . , hn], from 1 to n time
step, and the hidden state of a decoder by t time step is st ,
the attention score is calculated as shown in equation (3).
In this equation, hi is a hidden state of the i-th time step of the
encoder, and Wa,Wb, and Wc are weight vectors for training
model.

score(st−1, hi) = W T
a tanh(Wbst−1 +Wchi) (3)

Using the BiLSTM (or BiGRU)weight values, we obtained
the context vector and attention weights from the attention
mechanism with a hidden size of 64. We further added two
dense layers after the attention mechanism. One dense layer
has a hidden size of 8 with ReLU as an activation func-
tion, and the other dense layer has a hidden size of 2 with
softmax as the activation function to output the probability
distribution. To find the optimal weight, the Adam optimizer
is used with a learning rate of 0.001 and cross-entropy as
the loss function. In equation (4), q(xi) and p(xi) are the
true probability distribution and predicted probability dis-
tribution, respectively, for the i-th data xi. The model was
trained for 10 epochs with a batch size of 64. We imple-
mented the models on docker images using Ubuntu 18.04 and
TensorFlow version 2.2 as the deep learning framework with

a 3.2 GB NVIDIA Tesla 100.

Cross Entropy Loss = −
n∑
i=1

q(xi)log(p(xi)) (4)

IV. DATASET AND DATA ANALYSIS
A. DATASET
To detect anomlaous kicks in Taekwondo matches, we con-
structed a kick dataset by utilizing sensors from the PSS.
In the environment of a Taekwondo match, we attached four
sensors (torso, pelvis, right leg, and left leg) to the PSS
and performed kicks. One sensor represents eight features as
follows.
• ACCX : acceleration value in x-axis.
• ACCY : acceleration value in y-axis.
• ACCZ : acceleration value in z-axis.
• ACCC : composite acceleration value.
• GYROX : gyro value in x-axis.
• GYROY : gyro value in y-axis.
• GYROZ : gyro value in z-axis.
• GYROC : composite gyro value.
The kick data consists of 32 features from the four sensors.

We recorded 101 sequential frames (0.02sec/frame) from a
kick and obtained 32 features of 101 frames from one kick.
Then, we labeled an anomalous kick as 0 and a normal kick
as 1. Monkey kick is an anomalous kick and the roundhouse,
back hook, and push kicks are normal kicks. Anomalous
kicks have been performed in 279 kicks, and normal kicks
have been performed in 285 kicks, resulting in a total of
564 kicks. The 285 normal kicks consists of 97 roundhouse
kicks, 100 back hook kicks, and 88 push kicks. To prevent
data-based bias, we randomly extracted 270 kicks for each
kick type, which resulted in a 540 kick dataset constructed
with 270 anomalous kicks and 270 normal kicks. We divided
the dataset into training set and test set for model training in
a 9:1 ratio from each type of kick.

The video data, n× n images, are composed of sequential
data from k consecutive frames. Because the kick dataset has
a format in which 1×32 features are composed of sequential
data from 101 frames, we assume that the kick dataset is
similar to the video data format in the video classification
tasks. Therefore, we treat the kick dataset constructed from
the PSS as video data for detecting anomalous kicks.

B. DATA ANALYSIS
To analyze the kick dataset, we present the patterns of anoma-
lous kicks and normal kicks using the training set. The pat-
terns are separated by sensor location, type of kick, and sensor
values. Fig. 3 shows the patterns of a sensor attached to the
torso position of the four sensors (torso, pelvis, right leg, and
left leg). The thick line indicates the average line of the kick.

Fig. 3(a) shows the torso sensor patterns of anomalous
kicks, whereas Fig. 3(b) shows the pattern of normal kicks.
Of the eight features on the torso sensor, ACC_X shows
the continuous x-axis acceleration value of anomalous kicks
and their average as a thick line. Pattern analysis indicates
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FIGURE 3. Pattern distributions of the torso sensor; (a) anomalous kicks,
and (b) normal kicks.

TABLE 1. Experimental results for detecting anomalous kicks in
Taekwondo matches.

anomalous kicks have more variation than do normal kicks.
Anomalous kicks show a less clear strike point than normal
kicks, so most of the average lines appear to be uneven flows.
We found that a particular strike point was noticeable in
normal kicks, including roundhouse, back hook, and push
kicks, especially on the gyro value of the z-axis (GYRO_Z)
and composite gyro value (GYRO_C). However, the average
lines of the normal kick were flat.We believe that it is because
the normal kicks consist of three kinds of kicks (roundhouse,
back hook, and push kicks). Pattern analysis for the remaining
three sensors (pelvis, right leg, and left leg), excluding the
torso sensor, are presented in the appendix.

V. EXPERIMENTAL RESULTS
Table 1 shows the experimental results of the three types of
models: baseline models, comparable models, and proposed
models. For the baseline models, KNN and SVM, we use
the same experimental results in Cho et al. [29]. We com-
pared the results of KNN using the L1 distance and SVM
with the results of our models. We implemented the models
combining CNN and BiLSTM with an attention mechanism.
To confirm whether the attention mechanism improves the
performance in our study, we compared the comparable mod-
els and proposed models with and with no attention mech-
anism. The comparable models are CNN, CNN + LSTM,

CNN + BiLSTM, CNN + GRU, and CNN + BiGRU
with no attention mechanism. The proposed models
are attention-based CNN-BiLSTM and attention-based
CNN-BiGRU, denoted as CNN + BiLSTM + Attention and
CNN + BiGRU + Attention, respectively, in Table 1.
Our model has been evaluated by using three metrics:

accuracy, false-negative rate (FNR), and false-positive rate
(FPR).

ACC =
TP+ TN

TP+ FN + FP+ TN
(5)

FNR =
FN

TP+ FN
(6)

FPR =
FP

TN + FP
(7)

• true positives (TP): normal kicks, that classified positive.
• false positives (FP): anomalous kicks, that classified
positive.

• true negatives (TN): anomalous kicks, that classified
negative.

• false negative (FN): normal kicks, that classified
negative.

FNR is the rate of normal kicks incorrectly classified as
anomalous kicks. If a model classifies a normal kick as an
anomalous kick, players will not obtain a score. On the other
hand, FPR is the rate of anomalous kicks classified incor-
rectly as normal kicks. If a model classifies an anomalous
kick as a normal kick, players will receive an unfair score
for non-scoring kicks. Therefore, we evaluated our models
using accuracy, FNR, and FPR to confirm howwell the model
detects the type of kick in Taekwondo matches.

To prevent the problem of overfitting, we divided the train-
ing set by 8:2 ratio to obtain a validation set and validated
the performance of the model while tuning the model param-
eters. Using the model with the highest performance when
training a model with the validation set, we evaluated the
test set. We presented the results in Table 1 by averaging
the experiments of three times on the test set. The proposed
models outperformed the baseline and comparable models.
Baseline models, KNN and SVM, had accuracies of 89.83%
and 91.39%, respectively. The SVM performance was bet-
ter than the CNN performance (86.41%) in the comparable
models. In terms of error rate, SVM had a lower FNR (0.088)
than KNN (0.131), but the FPR was lower with KNN (0.071)
than SVM (0.083). The comparable models other than CNN
performed better than the baseline models. In particular, the
bidirectional models such as BiLSTM and BiGRU (both
93.20%) outperformed the unidirectional models such as
LSTM and GRU (91.35% and 91.97%, respectively). The
FNR was lowest with the CNN + LSTM, CNN + BiLSTM,
and CNN+GRUmodels. However, the CNN FPRwas lower
than that of the other comparable models.

The models with attention mechanism outperform the
comparable models with no attention mechanism by about
2%p accuracy. It shows that the attention mechanism
improves the performance on the task of detecting anomalous
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FIGURE 4. Pattern distributions of the pelvis sensor; (a) anomalous kicks,
and (b) normal kicks.

kicks. The attention-based CNN-BiLSTM achieved a higher
accuracy of 95.67% and a lower FNR than the attention-based
CNN-BiGRU. However, the attention-based CNN-BiGRU
had a better FPR at 0.049 than the attention-based
CNN-BiLSTM. Through these results, we found that the
BiLSTMandBiGRUperform similarly, but BiLSTM is better
than BiGRU on accuracy and FNR, and BiGRU is better on
FPR.

VI. CONCLUSION
The PSS is widely used in domestic and overseas
Taekwondo matches like World Taekwondo Championships
and Olympic Taekwondo Competition, improving the fair-
ness and accuracy of scoring Taekwondo fights. However,
IT-based scoring system caused a problem of anomalous
kicks of obtaining an easy sensor-specialized score. Thus,
we explored an intelligent PSS by automatically detecting
anomalous kicks through deep learning approach by ana-
lyzing player’s movements. We constructed a kick dataset
and proposed an attention-based CNN-BiLSTM for detect-
ing anomalous kicks in Taekwondo matches. The proposed
model has the advantage of handling sequential sensor values
by training spatial and temporal features simultaneously
through combining a 2D CNN, BiLSTM/BiGRU, and an
attention mechanism. The attention-based CNN-BiLSTM
achieved 95.67% accuracy, and a 0.086 FPR. Further-
more, the attention-based CNN-BiGRU had a better FPR at
0.049 than the attention-based CNN-BiLSTM. Experimental
results show that the attention-based CNN-BiLSTM model
improved 2%p accuracy compared to the CNN-BiLSTM
with no attention mechanism. We conducted a research in
cooperation with KP&P, a PSS manufacturing company,
and our goal is to apply our model to the real Taekwondo
matches for judging the domestic and overseas Taekwondo
competition. So, it is expected that our research result will
practically contribute to the fair judgment in Taekwondo

matches. We make our Taekwondo dataset publicly available
on GitHub for further researches.

APPENDIX A
PATTERN DISTRIBUTIONS OF OTHER SENSORS
We analyzed the patterns of kick in accordance with the loca-
tion of sensor. Fig. 4, 5, and 6 present the pattern distributions
of sensor values attached on the pelvis, right leg, and left leg,
respectively.

FIGURE 5. Pattern distributions of the right leg sensor; (a) anomalous
kicks, and (b) normal kicks.

FIGURE 6. Pattern distributions of the left leg sensor; (a) anomalous
kicks, and (b) normal kicks.
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