
IEEE POWER & ENERGY SOCIETY SECTION

Received September 27, 2021, accepted October 22, 2021, date of publication December 10, 2021,
date of current version December 16, 2021.

Digital Object Identifier 10.1109/ACCESS.2021.3124477

Synthetic Benchmarks for Power Systems
M. HOSSAIN MOHAMMADI , (Member, IEEE), AND KHALED SALEH , (Member, IEEE)
CanmetENERGY Research Centre, Natural Resources Canada, Varennes, QC J3X 1P7, Canada

Corresponding author: M. Hossain Mohammadi (hossain.mohammadi@nrcan-rncan.gc.ca)

This work was supported by the Program of Energy Research and Development at Natural Resources Canada.

ABSTRACT Power system benchmarks are transmission and distribution networks used to evaluate novel
control algorithms and simulate grid evolution scenarios. These benchmarks range in size, system character-
istics, and use cases. Although active working groups have created and published many benchmarks, these
networks are not all representative of a given region and may not consider certain aspects such as increased
penetration levels of distributed energy resources. To address these issues, synthetic benchmark networks and
methodologies for generating them have been developed by various research groups. This paper provides a
comprehensive survey of procedures commonly used to generate synthetic networks and a detailed account
of the various metrics used to define and validate benchmarks. Existing models are categorized into different
approaches, including expert design, anonymized clustering, statistical sampling, and heuristic algorithms.
Deep graph generation based techniques are also presented and recommended for the network generation
problem. A comparative summary is provided to highlight the different existing works in this area and reveal
research gaps, along with a list of published datasets and their characteristics.

INDEX TERMS Graph theory, machine learning, modeling, network topology, neural networks, power
distribution, power grids, power system modeling, power transmission, statistics.

NOMENCLATURE
at Action taken by an agent at time t .
b Betweenness centrality vector.
c Clustering coefficient vector.
d(·) Discriminator function.
ei Number of edges in local cluster of node i.
g(·) Generator function.
k Node degree vector.
l Characteristic path length vector.
m Number of features per node.
pfake Probability output value of a discriminator.
p(·), q(·) Probability density function.
rt Reward awarded to an agent at time t .
t Bus type assignment vector.
w(·) Bus type entropy distribution.
z Latent variable vector.
zin Input properties of a generative model.
A Action space of an agent.
Aij Adjacency matrix entry of nodes i and j.
A Adjacency matrix of a graph.
DH(·) Hellinger distance.
DKL(·) Kullback–Leibler divergence.

The associate editor coordinating the review of this manuscript and
approving it for publication was Ravindra Singh.

DKS(·) Kolmogorov–Smirnov divergence.
Dij Shortest distance to traverse from nodes i to j.
Dmax Graph diameter.
E Set of graph edges.
E[ · ] Expected value of a random variable.
G Graph structure.
K Node degree matrix.
L Laplacian or lower-triangular matrix of A.
N (·) Gaussian distribution function.
P(·),Q(·) Cumulative density function.
R Real coordinate space.
Sij Expected savings by looping nodes i and j.
V Set of graph vertices.
X Feature matrix of a graph.
δij(v) Number of shortest paths from i to j crossing v.
θ, φ Neural network parameters.
λ2(L) Second smallest eigenvalue of Laplacian.
µ Vector of mean values.
π (·) Policy function of an agent.
ρ Degree assortativity.
σ2 Vector of variance values.
( · ) Tuple or sequence of variables.
| · | Size of a given set or vector.
〈 · 〉 Average value of a given vector.
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I. INTRODUCTION
The electric grid must undergo significant changes and mod-
ernization to improve reliability and facilitate decarbonisa-
tion in the face of climate change. Renewable and distributed
energy resources (DERs) will help achieve these targets
and decentralize the power sector while satisfying rising
energy demands [1], [2]. Load flexibility from all sectors
(e.g. residential, industrial, commercial) will contribute to
grid services, thereby reducing energy loss and contributing
to peak shaving [3], [4].

Despite the benefits, adopting these technologies introduce
challenges due to the complex and interconnected structure
of future grids. A grid’s performance under new planning and
operational paradigmsmust be well understood and predicted
to achieve the targets for clean energy and grid resilience. For
example, widespread deployment of DERs requires develop-
ing novel control and protection schemes to enable smooth
operation and avoid disruptions [5]. To address such chal-
lenges, researchers and industry experts rely on using existing
benchmark networks to investigate transmission or distri-
bution systems under different operating conditions. These
benchmarks can be modeled in various simulation environ-
ments depending on the analysis type and can facilitate vali-
dating developed algorithms and techniques.

Active working groups in IEEE and CIGRÉ have created
and published openly available test cases for both trans-
mission [6]–[8] and distribution [9]–[11] systems. These
benchmarks are used widely for different power system
applications, e.g. testing new power flow algorithms and
their scalability, evaluating protection schemes, implement-
ing grid control, and initiating planning studies. The net-
work sizes range from a few buses or nodes to a couple of
thousand and consist of standard power system components
(e.g. transformers, switches, overhead lines, underground
cables). Practical aspects such as topological and system
differences in modeling North American and European
grids were considered by developing alternative versions.
Despite the extensive use and applications of these stan-
dard benchmarks in power system research, most of them
omit important considerations such as modern technolo-
gies (e.g. power electronic converters) and variable energy
sources, thereby questioning their suitability for grid trans-
formation studies [12], [13].

Attempts to modify existing benchmarks are often not
based on real-world systems, among other issues explained
below. First, not all the available test cases are represen-
tative of a given location. Regional differences affect the
design of power systems and their benchmarks. These dif-
ferences include phase unbalance in North American grids
compared to Europe, the evolving role of grid infrastructures,
rural vs. urban districts, system frequency and voltage levels,
i.e. low (LV), medium (MV), high (HV), and extra high
(EHV), network topology and feeder structures, transformer
sizes and the number of connected customers, line types,
and grounding, among others [11]. Additionally, the different

service types and clients (e.g. residential, industrial, com-
mercial, agricultural, critical loads) must be identified to
better consider flexibility potential and set appropriate ser-
vice levels. The presence of natural or manmade boundaries
(e.g. reserves, forests, rivers, lakes, buildings, neighbor-
hoods) can also impose certain restrictions on a planning
study. Hence, grid evolution must be evaluated using more
representative benchmarks for each region that consider such
factors.

Second, utilities are generally not willing to share the
true network information due to confidentiality and secu-
rity concerns. Revealing the underlying topology and device
locations can have severe risks and consequences; publishing
detailed data can violate consumer privacy (e.g. personal
information, energy consumption) or cause grid vulnera-
bility. It is more common to share aggregated information
for research and development since it does not reveal the
actual network. This lack of data access can also complicate
validating benchmarks for their practicality and operational
closeness to real grids. When creating a benchmark network,
the tradeoff between representativeness and confidentiality
must be considered.

Third, classical benchmarks are simplistic in terms of their
modeled components and scenarios. They were originally
developed for various applications (e.g. power flow conver-
gence) and do not necessarily transfer well for grid evolution
studies. Benchmark applications are many, such that each one
needs different simulation environments and assumptions.
With the increasing integration of DERs and the participation
of consumers in demand response programs, these aspects
need careful consideration during grid analysis and planning.
The lack of modern technologies such as DERs and com-
munication systems incentivize developing new benchmarks
instead of adapting standard ones [12]. Newer variations of
benchmarks must incorporate these modeling complexities.

Due to these issues, there has been a growing research
interest to develop and create test cases for power systems,
known as ‘‘synthetic benchmark networks’’. Although some
differences exist to protect sensitive information of real grids,
overall operation and regional representation are preserved as
much as possible. Several groups have developed methods to
generate synthetic benchmarks for various applications.

This paper provides a comprehensive survey and discus-
sions on procedures for creating synthetic power systems
(known as generative models) and categorizes them into
different approaches. Each generative model is compared
in terms of its requirements, assumptions, selection criteria,
and results. Various metrics for characterizing and validating
representative networks are also described and clustered into
distinct groups. While recognizing that there are benchmarks
for microgrids designed by experts [14]–[16] (for purposes
such as testing control and protection algorithms, etc.), real-
worldmicrogrids are not yet mature, nor widespread; it would
be premature to propose or survey methods for creating
representative benchmarks.

VOLUME 9, 2021 162707



M. H. Mohammadi, K. Saleh: Synthetic Benchmarks for Power Systems

The paper is structured as follows: Section II introduces
the general procedure for creating synthetic benchmarks.
Sections III–VII describe individual steps of this generative
process by discussing details of published research. The var-
ious generation methods are compared in Section VIII for
different aspects, before tabulating available datasets. Novel
artificial intelligence-based techniques are also suggested and
recommended for the generation problem.

Note that the terms ‘‘graph’’ and ‘‘network’’ are used inter-
changeably in this paper, and some words must be interpreted
in context, e.g. ‘‘distribution’’ as network or statistics and
‘‘generation’’ for the creation of synthetic networks or output
of a power generation unit.

II. GENERATION OF SYNTHETIC NETWORKS
A power system benchmark consists of multiple modeling
layers as shown in Figure 1. At the lowest level, the topo-
logical layer consists of basic network or graph structures
such as nodes and edges to represent the connectivity. Next,
the geographical layer maps each node to a corresponding
location that may or may not be real, depending on the
required level of anonymization. The electrical layer then
assigns sufficient information to the underlying network to
run power system simulations such as optimal power flow.
Other high-level aspects can be appended on a benchmark
depending on the modeling complexity required, e.g. time
series load and DER profiles.

Figure 2 illustrates the general procedure for generating
a synthetic benchmark network. Step 1 of problem specifi-
cation defines a network’s requirements, e.g. application or
use case, regional constraints, and available or future assets.
Failure to specify them clearly may lead to infeasible or
unrealistic results in later stages that can delay the over-
all process. Next, data representative of a given network is
collected in Step 2, which comprises the graph topology
(e.g. nodes, edges), system characteristics (e.g. transformers,
lines, substations), and/or statistical distributions of actual
grids (e.g. number of buses per substation, total line length per
feeder). This data must be pre-processed in Step 3 for ease of
use and fed into a generative model. For a given application,
the data may be anonymized to hide sensitive details while
preserving the main characteristics. Step 4 consists of model
development that can be considered as a separate standalone
process; the adopted approach in grid modeling impacts the
generated network and its quality. Once a suitable model is
developed, synthetic networks are generated in Step 5 and
then validated in Step 6. The metrics used are related to the
initial specifications set in Step 1.

While a linear process can be followed for Figure 2,
a systematic approach is more common for navigating
between the different steps and incrementally adjusting the
inputs and assumptions based on the outcomes of each step.
Considering an unsatisfactory network validation in the final
step, either the specifications and assumptions in Step 1 can
be adjusted or more representative data can be collected in
Step 2.

FIGURE 1. Multiple modeling layers in a power system benchmark.

FIGURE 2. General procedure for generating synthetic networks.

III. PROBLEM SPECIFICATION
A design or generative process starts by defining the problem
specifications. In creating a synthetic network for power
systems, the benchmark must be representative of an actual
grid in terms of its topology, system, and operation, and be
capable of incorporating modeling complexities for grid evo-
lution studies toward high penetration of renewable energy
and DER integration. These high-level requirements depend
on the problem specifications described below.

Initially, the application or use case of a synthetic bench-
mark must be determined to accurately model system compo-
nents in a simulation environment. Power system applications
can be divided into different categories: power quality, oper-
ation, protection, control, planning, and design. Each falls
under transient or steady-state analyses, where the latter con-
siders models with slow dynamics and timescales longer than
seconds. Choosing a specific application affects subsequent
steps of the generation process and the type of benchmark
created as discussed in this section.

Different selection criteria must be considered when creat-
ing or using benchmarks such as differences between trans-
mission and distribution systems and regional variations.
According to CIGRÉ Task Force C6.04.02 [11], typical dif-
ferences of a distribution grid in North America are its ser-
vice, phase unbalance, voltage level, and system frequency
when compared to a European one, as shown in Table 1.
Considering these regional differences affect a benchmark’s
type, structure and operation, it is challenging to evaluate
a network based on these high-level considerations. Gener-
ally, each research work that focuses on creating synthetic
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TABLE 1. Regional differences in distribution networks [11].

benchmarks prioritizes different criteria and typically uses
a subset of them to validate generated networks in the final
stage.

These criteria can be categorized into three main classes of
characteristics for power systems: (i) topological, (ii) system,
and (iii) operational. The individual criteria or metrics used
in previous works are described in the following subsections
and summarized in Table 2 under their referenced use: ‘Input’
represents the information required to generate benchmarks,
‘Constraint’ denotes conditions to check during the genera-
tion step, ‘Output’ corresponds to reported properties upon
analyzing power systems (useful in identifying patterns), and
‘Validation’ relates to the performance comparison between
synthetic and actual grids.

A. TOPOLOGICAL CHARACTERISTICS
Topological characteristics apply to graph-based problems
in most disciplines through well-known properties. Within
power systems, they can be used to distinguish transmis-
sion or distribution systems located in different regions. For
example, radial networks, common in rural areas, have dif-
ferent topologies than ring or meshed networks, which are
typically observed in densely populated urban districts for
better resilience. Central hubs connected to many buses or
nodes, such as HV-MV substations or pad-mounted trans-
formers with high kVA ratings, can be identified with
these characteristics. As seen in Table 2, topological met-
rics are mostly used to validate networks rather than for
model development. Several references focused on analyzing
and reporting these properties are shown in the ‘Output’
column.

Before discussing each one, fundamental graph theory
must be defined. An undirected graph, G, comprises a set
of vertices, V , a set of edges, E , and a feature matrix, X ,
as in (1). It is convenient to use an adjacency matrix, A,
such that the presence of edges is described by node index-
ing. Here, |V| is the total number of nodes and m is the
number of features per node. Some graphs can be weighted,
so any real value between 0 and 1 can represent an edge’s
strength [70].

G = (V, E,X) = (A,X)

A ∈ [0, 1]|V |×|V |

X ∈ R|V |×m (1)

1) NODE DEGREE
The node degree, ki, defined in (2) uses the adjacency matrix
to sum the number of edges connected to node i. The node
degree can be described by a statistical distribution, its aver-
age value 〈k〉 related to the numbers of nodes and edges, or the
maximum degree [30], [31].

ki =
|V |∑
j=1

Aij

〈k〉 =
1
|V|

|V |∑
i=1

ki =
2|E |
|V|

(2)

In [21]–[24], [28], and [32], the average degree of trans-
mission systems was reported to be 2–3 regardless of the
region, grid size and voltage level under study. The range
of 〈k〉 is found to be consistently lower, i.e. 1.4–2, for MV
distribution systems [17], [18], [30], [36]. The maximum
degree corresponding to the most connected node of MV
distribution networks was 4–10 [30], significantly lower than
that of other large-scale networks. Power grids are struc-
turally different from internet and social networks due to the
lack of high-degree central hubs.

Instead of relying on single-point values such as an aver-
age, statistical distributions capture relative occurrences of
a metric’s values based on sample data and help modeling
networks in detail. For example, it is common to use empirical
distributions [30], [34] or fit statistical models to the nodal
degree, including the exponential [20], [25], [31], [32], Pois-
son [27], or mixture models [19], [26].

2) CLUSTERING COEFFICIENT
Another metric is the clustering coefficient, ci, of node i
defined in (3). Here, ei is the number of edges in the local
cluster of node i, and ci is normalized with respect to the total
number of possible edges in that neighborhood. A high value
indicates the tendency of nodes to group together in dense
clusters or communities.

Previous works [20], [22], [32] calculate the aver-
age coefficient over all nodes, 〈c〉, to ensure realism of
generated networks. Transmission systems are reported
to have a high value uncorrelated to the network size,
generally 1–20% [20]–[22], [31], [35]. This range is compa-
rable to standard graphs, such as a small-world or regular
lattice [23], [24].

ci =
ei

ki(ki − 1)/2

〈c〉 =
1
|V|

|V |∑
i=1

ci (3)

The clustering coefficient can also measure the vulnera-
bility of power systems, i.e. a drop in nominal performance
due to a disruptive event [20], [38]. For radial distribution
feeders, the clustering coefficient becomes irrelevant since it
converges to zero as a result of its tree structure [39].

VOLUME 9, 2021 162709



M. H. Mohammadi, K. Saleh: Synthetic Benchmarks for Power Systems

TABLE 2. Referenced use of characteristics in modeling power system benchmarks.

3) CHARACTERISTIC PATH LENGTH
This metric, 〈l〉, represents how close two nodes are to one
another by taking the average of all the possible shortest paths
between two nodes as given in (4). Here, Dij is the minimum
length needed to traverse from nodes i to j, calculated using
Dijkstra’s algorithm [71].

〈l〉 =
1

|V|
(
|V| − 1

) ∑
∀i,j∈V

Dij (4)

Typically, 〈l〉 is compared to well-known graphs; various
studies [20], [22], [29], [31], [32], [37] found that it scales
faster than log |V| but slower than

√
|V| for transmission sys-

tems, signifying that it falls between standard graphs (small-
world, regular 2D). A weighted approach can also be used for
actual line lengths [40]. For example, [17], [34] computed 〈l〉
of generated synthetic networks in miles and compared with
actual distribution feeders. StudiedMV distribution networks
in China were observed to be 4.5–10.5 km for suburban and
2–4.5 km for urban regions [30]. When nodes are removed
incrementally, the metric’s relative increase can help reveal a
system’s vulnerability as explored in [41].

4) GRAPH DIAMETER
The graph diameter, Dmax, finds the largest end-to-end dis-
tance over all pairs of nodes as described in (5). Similar to
the characteristic path length, the diameter of transmission
networks for different voltage levels and regions scales on
the order of

√
|V| [20], [29], [32], [35], [37]. In the case of

distribution feeders, a typical range of 32–260miles was used
in [34] for validating U.S. synthetic networks, with the graph
diameter of most U.S. utility feeders in [17] also found to be
below 300 miles.

Dmax = max
i,j∈V
i6=j

Dij (5)

5) DEGREE ASSORTATIVITY
The assortativity, ρ, represents the Pearson correlation in
the nodal degrees on opposite ends of each edge. A high

coefficient value indicates that a random node prefers to
connect to other nodes with a similar degree. Transmission
networks are observed to have a small negative assortativ-
ity, e.g. −0.1 for the Eastern (EI), Western (WI) and Texas
Interconnects (TI), which differ from standard graphs [31],
[32], [42]. This arises due to many connections from a cen-
tral substation and variation in the nodal degree values. For
EHV systems, ρ tends to decrease even further [35]. On the
other hand, the assortativity was found to be moderately
positive, i.e. 0.5 on average, for MV distribution networks in
China, indicating similar degree connectivity at lower voltage
levels [30].

6) CENTRALITY
The most central node, e.g. a substation, can be found using
various metrics. The betweenness, bv, in (6) denotes the
number of times a node v appears in the shortest path between
any pair [20], [40]. Here, δij(v) is the number of shortest
paths that cross node v. This metric can also be defined for
edges instead of nodes [43]. A high value indicates the node’s
relative importance and its vulnerability. For transmission
networks [20], [28], the statistical distribution of b followed a
power law with most nodes being close to zero. The average
and maximum values were on the order of 103 for an unnor-
malized b that excludes the denominator sum. This metric
was not reported to be used for distribution systems.

bv =
∑

i6=j6=v∈V

δij(v)∑
v∈V δij(v)

(6)

Other centrality measures account for electrical properties,
including the degree, eigenvector and closeness centrality,
each one with different statistical distributions [45]. The elec-
tric centrality [32], [44] is based on the bus impedance matrix
and explains how cascading effects occur in grids.

7) OTHER METRICS
Beyond these characteristics, there are uncommon ones
defined in the literature that were beneficial in extracting
certain properties of power grids.
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The first useful metric is the hop distance from the source,
e.g. a substation node, denoting the number of edges along
the path. Due to the tree-like structure of most distribution
feeders, this metric can help distinguish different networks.
For example, a negative binomial statistical distribution was
fit and used for various radial MV systems in [19] and [36].

Second, the minimum cycle basis relates to mesh anal-
ysis in circuit theory [72]. It represents the collection of
the smallest cycles that form a given graph’s basis. While
the minimum cycle basis is not suitable for studying radial
structures, it can be used for analyzing most transmission
networks. Its statistical distribution denotes the number of
cycles per size representing a graph. For example, the nega-
tive binomial statistical distribution was fit well for different
North American transmission grids [39], [48].

Third, the algebraic connectivity is defined as the second-
smallest eigenvalue of the graph Laplacian, λ2(L) represent-
ing the overall connectivity [73]. Here, L = K − A, where
K is the degree matrix. A network is almost disconnected
if its value is close to 0, whereas a unit value of λ2(L)/|V|
represents the fully connected case. The smallest eigenvalue
is always 0 so is ignored. For transmission systems, λ2(L) was
found to scale as a power function with respect to the number
of nodes, lying between 1-D and 2-D regular lattices [21],
[31], [42]. It should be noted that distribution systems were
not studied with this metric.

Fourth, the bus type entropy, w(t), was used to correlate
different bus type assignments, t (e.g. generation, load, con-
nection), and a grid topology [46], [47]. It is formulated
using the mathematical definition of entropy based on the
relative probabilities of bus and link types across a network.
Randomly permuting these assignments can cause significant
deviation in a power grid’s dynamics. For statistical com-
parison, randomized bus assignments, t̃, of studied transmis-
sion systems were used to obtain empirical distributions of
w(t̃), which converged to a Gaussian for large sample sizes
(due to the central limit theorem). The normalized distance
between the empirical mean value and original w(t) was then
computed. This distance continuously increased for larger
network sizes, from which a scaling property was fit and
used for creating synthetic buses. In other words, larger power
grids tend to deviate from randomized bus type assignments,
indicating an inherent, non-trivial topological structure.

8) GEOGRAPHY
Geographical tools have gained interest by the research com-
munity and electric utilities since they can help model more
accurate power systems by considering the topography and
boundaries of a given region. In its simplest form, a geo-
metrical calculation can verify whether two transmission
lines at the same voltage level intersect each other using
the substation coordinates. For example, the number of geo-
graphical line intersections was computed in [53] to impose
a penalty for placing synthetic lines. The crossing of nat-
ural or manmade boundaries can also be verified through
geographic information system (GIS) tools as in [50]–[52].

This constraint was implicitly imposed in the generation of
synthetic distribution networks by accounting for settlements,
environmental factors, and street maps.

B. SYSTEM CHARACTERISTICS
While topological metrics analyze networks using graph the-
ory, system characteristics correspond to features that vary
from one domain to another. For example, they can distin-
guish different power grids, such as transmission and distri-
bution, and their geographical regions, based on connected
assets and their ratings. Table 2 indicates that system charac-
teristics are mostly used to generate and validate networks.
They are predefined before a power system simulation (refer
to the ‘Input’ column) and comprise statistics on utility assets,
component ratings, and census information. To avoid any
privacy breach, the values can be anonymized with the help
of statistical distributions.

1) ASSET STATISTICS
Power grids can be identified by their number of components,
such as substations, lines, and transformers. Various studies
rely on statistics of asset information to quantify their avail-
ability and density (relative or spatial).

In an analysis of selected North American transmission
systems, including EI, WI and Federal Electricity Regulatory
Commission (FERC) form No. 715, the mean number of
buses connected to a substation was 1.7–3.5 and its statistical
distribution followed an exponential decay [55]. The number
of lines per substation was 1.1–1.4 for each voltage level, and
the percentages of substations with load and generation were
75–90% and 5–25% respectively. A similar study analyzed
the percentages of substations with shunt reactive devices
(e.g. capacitors, reactors) per voltage level for comparing a
synthetic network with actual grids [56].

Typical ranges of a distribution feeder were extracted
from thousands of U.S. utility data and reported in [34]
and [49]: 94–2607 customers, 4–187 fuses, 3–392 switches,
0–5 reclosers, 0–3 regulators, and 0–5 capacitor banks. These
values were used to compare synthetic grids and categorize
them into different validation classes: good, marginal and
to be checked. Uncommon ranges and empirical distribu-
tions were presented to justify any data outliers. Another
study [61] used similar metrics as well as the number of solar
photovoltaic (PV) systems and different customer types (e.g.
residential, industrial) to remove correlated parameters and
reduce the size of their problem.

Anonymized data was provided by 79 distribution system
operators (DSOs) as part of the Joint Research Centre and
covered almost 75% of connected customers in the European
Union (EU) [54]. This dataset comprised main DSO indica-
tors and their empirical distributions, such as the number of
LV consumers per MV consumer (401 mean) or per distri-
bution transformer (86 mean) and the number of MV supply
points per substation (1210 mean), all of which were used to
validate synthetic distribution grids in [57].
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FIGURE 3. Triangulation for a set of five points on a 2-D plane: left is a
Delaunay triangulation since none of the triangle circumcircles contain
another point, while the right does not satisfy this condition (red point in
a circumcircle).

2) LINE LENGTHS
Related to the characteristic path length (refer to
Section III-A), the actual line lengths can reveal underlying
structures of power grids. Transmission line lengths were
used to validate synthetic grids [33], while [59] fit a gen-
eralized extreme value statistical distribution. In [55], the
percentage of transmission lines on the minimum spanning
tree (MST) was 45–55%, where the MST is a tree structure
with the minimum sum of edge weights. This metric accounts
for installation costs and geographical constraints. Another
metric indicates that the ratio of total line length to the
MST length is 1.2–2.2. Around 65–80% of transmission
lines fall along their Delaunay triangulation, i.e. connections
that maximize the smallest triangulation angles as shown in
Figure 3.

Both typical and uncommon ranges of U.S. distribution
line lengths were reported in [34] for various systems: LV
1-phase, LV 3-phase, MV 1-phase (overhead, total), and MV
3-phase (overhead, total). The ratios of MV line lengths to
the number of customers were also used to validate synthetic
feeders. Similarly, the lengths of overhead and underground
lines were collected to cluster U.S. feeders [17]. In the Chi-
nese distribution dataset of [30], the average edge length
(suburban 0.2–0.4 km, urban 0.1–0.2 km) and the network
length per unit area (suburban 0.6–2 km, urban 2–4.2 km)
were analyzed to distinguish different sub-networks. For the
EU dataset [54], the following DSO indicators were reported:
LV circuit length per LV consumer (30m mean), MV circuit
length per MV supply point (1.04 kmmean), and LV andMV
underground ratios (66% and 60% mean). Cable lengths of a
DSO dataset from the Netherlands were fit well to a modified
Cauchy distribution for synthesizing MV feeders [19].

3) LINE RATINGS
Studying a power system requires defining line ratings, such
as the impedance and thermal limit. To create synthetic
transmission grids, the distributed line reactance and resis-
tance (�/km), per-unit reactance and MVA capacity were
all modeled using FERC data in [59]. Line impedances of
standard test cases (IEEE-300, NYISO) were also fit to var-
ious distributions [21]. Another study [55] validated a syn-
thetic grid if at least 70% of its transmission line ratings fell
within the 10–90 percentile range, specifically the per-unit

reactance, X/R ratio and MVA limit (each per voltage level).
This ‘‘rule-of-thumb’’ range was based on analyzing the EI
and WI datasets. Similar approaches can be used for distribu-
tion line ratings.

4) TRANSFORMER RATINGS
Ratings of power system devices such as transformers can
help understand a typical grid’s structure. Around 80% of
per-unit reactances for EI and WI were within 0.05–0.2 [55],
while the X/R ratios and MVA limits ranged between 0.1–1.4
and 10–1400 respectively. The latter two were directly cor-
related with the voltage level. Also, the percentages of trans-
mission transformers with off-nominal tap ratio, phase angle
regulation, LV voltage magnitude regulation, and impedance
correction table were given in [56]. Statistical distributions
were fit well to per-unit reactances and MVA capacities of
substation transformers for each kV level [59]. For distribu-
tion transformers, the typical range and empirical distribution
of their total MVA size per feeder was reported in [34].
Similarly in the EU DSO dataset [54], the distribution trans-
former capacities per LV consumer (4.76 kVA mean) and in
urban/rural areas were provided.

5) LOAD RATINGS
From EI and WI, the mean load per bus was reported to be
6–18MW for transmission systems [55]. Another study [22]
used EI to calculate the active and reactive power consump-
tion per capita (2 kW, 0.57 kVAR) and assign geographical
coordinates to synthetic load buses. For distribution systems,
the total kW load per U.S. feeder was modeled in [34], while
the kW peak demands (winter, summer) and the consumed
kVA and kVAR for various load types were used to cluster
feeders in [17] and [61]. Since a utility aims to evenly dis-
tribute loads across a feeder [19], [74], the power consumed
was modeled as a uniform distribution. The main character-
istics of Italian feeders were also given in [51], such as the
GWh consumption per year across agricultural, industrial and
residential loads for rural, urban and industrial feeders. Daily
profiles were reported for different load types across seasons,
weekdays and climate zones, all of which were used to create
modern benchmarks of distribution networks.

6) GENERATION RATINGS
Generator capacities in the EI and WI datasets were within
25–200MW for more than 40% of generators (includes up
to 1000MW), while their capacity per load was 1.2–1.6 indi-
cating reserves in case of contingency [55]. The ratio of the
maximum reactive to active power was found to be 0.40–0.55
for more than 70% of generators. Generation details specific
to conventional, wind, solar and other types beyond 1MW
based in the U.S. can be retrieved from [75], e.g. geographical
location, grid voltage, MW capacity, and nameplate power
factor. Similar surveys for other regions, e.g. [76] in Europe,
can be found and used.

In [61], the kW generation capacity of PV systems and
summer kVA capability were reported for U.S. distribution
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feeders. Active nodes injecting power were modeled through
a statistical distribution [19]. Compared to bulk generation
and transmission, the active power output of distributed gen-
eration units is significantly lower, in the order of kW.

C. OPERATIONAL CHARACTERISTICS
After setting the topology and component ratings, simula-
tion results can help predict the operational behavior within
modeling limits and assumptions. Table 2 demonstrates that
operational characteristics are mostly used as constraints
when generating benchmarks (e.g. checking for power flow
violations to reinforce a transmission network) or validating
simulation results (e.g. to conform with operation standards).

Each application has certain requirements [77], [78]; for
instance, an optimal power flow assumes prior knowledge of
electric parameters. Various characteristics discussed below
can be treated as constraints upon formulating an optimiza-
tion problem (refer to Section V), since simulation results are
unknown in advance. They provide a range of permissible
or unacceptable values to ensure realism and integrity of a
synthetic grid’s performance.

1) POWER QUALITY
The most common application analyzes electrical quantities
for safe operation. Typical checks include the voltages at
different buses and active/reactive power flows [79].

The study of [22] computed geomagnetically induced cur-
rents of substation transformers along with bus voltages and
reactive power losses. These steady-state results were used to
analyze a grid’s voltage stability due to solar activity affecting
the Earth’s magnetic field. Another paper on reactive power
planning [56] compared the empirical distribution of voltage
magnitudes for load buses with those of the EI, WI and TI
datasets to validate test case operation. Other works [59], [64]
studied or fit statistical distributions of line active power
flows per voltage level to ensure consistency with actual
grids. Another metric is the line loading defined as the ratio of
apparent power flow with respect to the MVA rating at surge
impedance loading,1 which followed an exponential decay
for EI andWI [48], [63]. The power flows across all branches
were statistically modeled and used in [62].

For distribution networks, the per-unit voltage drops,
power flows and estimated current ratios to the nominal
cable ratings were fit to various statistical models [19].
Krishnan et al. [34] followed the service voltage criteria
(0.95–1.05 p.u.) in the ANSI C84.1 standard [80], [81] to
limit violations for all feeder nodes and avoid any overload or
voltage sag/swell. The voltage unbalanced factor was limited
to 3% based on [82], as well as keeping system losses
below 10%, loading transformers up to 100% of their kVA
rating and monitoring the power flow convergence (fewer
than 20 iterations).

Recommended practices for inhibiting harmonics dis-
cussed in the IEEE 519-2014 standard [83] can also be used.

1Terminating impedance of a lossless line giving a flat voltage profile [77].

For power systems operating below 69 kV, the total harmonic
voltage distortion must be limited to 5%, while each com-
ponent should not exceed 3%. These tolerances are more
stringent for higher voltage levels. Individual current distor-
tion limits are set for various harmonic orders and short-
circuit (SC) to load current ratios at the point of common
coupling, e.g. 4% up to the 10th harmonic and an SC ratio
below 20. International standards such as IEC 61727 [84]
define harmonic distortion limits of injected currents for dis-
tributed PV systems, helpful in designing current controllers
to compensate the harmonics and improve the power quality
of grid-tied systems [66].

2) OPERATION AND RELIABILITY
When timescales exceed minutes and hours, studies such as
load forecasting and optimal power flow are used to dis-
patch generation units in regular intervals while considering
demand variations, power interchange, system economics,
and other constraints [85].

More than 50% of the generators are dispatched beyond
80% of their MW capacity and 60–80% are committed for
EI and WI [55]. While these values may vary by utility, they
provide insights on typical operating conditions of large-scale
power generation. Upon considering 12,000 contingencies of
single-element outages on a synthetic 10k-bus system [56],
around 300 violations were observed (overloads, voltage
limits) and the power grid was secured by manual adjust-
ments. To evaluate the robustness of synthetic transmission
networks, cascading failures were simulated [64] to compute
the yield,2 the total number of failed lines and the number of
connected components at the end of a cascade. These were
compared to those of WI for different line factors of safety,
i.e. extra margins for line flow capacities.

Various reliability and supply indices are defined [86] and
used to evaluate a distribution system [65]. For example, the
average system interruption frequency index (ASIFI) uses
the total connected kVA of loads interrupted with respect
to those served, while the duration index (ASIDI) relies on
the interruption period. The EU DSO report [54] provides
statistical distributions of SAIDI and SAIFI indicators for
long unplanned interruptions. To demonstrate economic oper-
ation, locational marginal pricing was considered to com-
pare optimal power flows of synthetic grids with the Polish
2383-bus system [62]. The range can indicate the realism of a
grid’s operation; negative values occurred for congested lines
and a cheap marginal cost generator could not operate at its
maximum limit.

3) PROTECTION AND CONTROL
Short timescales on the order of milliseconds include protec-
tion and control studies, e.g. device coordination, faults and
frequency control, which are used to countereffect transients,
avoid damages to equipment and ensure resilience [87].

2Ratio of demand supplied at the end of a cascade to original demand.
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For distribution systems, international standards [88] have
established criteria and requirements for DER interconnec-
tion and their associated interfaces. Modeling specifications
from these criteria can be set such as controlled island-
ing and low-voltage ride-through. In [34], various ranges
of SC currents were used to validate large-scale synthetic
networks: 20–40 kA for 138 kV or more (transmission) and
69–138 kV (sub-transmission), 0.3–40 kA for 1–69 kV (MV
distribution), and 0.5–100 kA for less than 1 kV (LV feeders)
according to [82], [89]. SC current levels and impedances of
power transformers based on their thermal limits can also be
referred from IEC 60076-5 [90].

Transient angle and frequency stability relate to rotor angle
dynamics of synchronous generators [87], [91]. Fast distur-
bances such as lightning and switching need simulations in
the order of milliseconds or lower. Voltage stability aims to
maintain acceptable limits at all buses after a system distur-
bance. A synthetic transmission model was extended for tran-
sient stability [68], and several metrics were developed for its
validation following N–1 contingency events. These metrics
include the successive positive peak ratio (less than 1◦) and
the minimum damping ratio of the rotor angle (below 3%),
the minimum/maximum values (59.5 and 60.5 Hz) and rates
of change of bus frequency (less than 0.5 Hz/s), and the min-
imum ratio of the bus minimum voltage to pre-contingency
levels (at least 75%). Simulated frequency responses of EI,
WI and TI after a sudden loss of generation were reported
in [67] and used as reference for the grid modeling. Also,
the voltage angle difference across a branch, which is propor-
tional to the active power transfer, was modeled in [48], [62]
for synthetic transmission grids.

IV. DATA COLLECTION AND PRE-PROCESSING
After problem specification, Steps 2–3 of Figure 2 correspond
to collecting and pre-processing datasets for generating
synthetic benchmarks. Sufficient and relevant information
must be gathered from various sources as an ongoing task.
A power system representation generally comprises the graph
topology (nodes, edges, connectivity), system characteris-
tics (e.g. line and transformer ratings) and statistical distri-
butions that capture a grid’s structure or behavior. Some
examples include census information for residential loads
and households, and anonymized network data from utili-
ties. Geospatial representation of regional districts can be
extracted through GIS tools to consider geographical aspects
and appended on other layers as abstracted in Figure 1.

However, it should be noted that a collected dataset may
not be stored in an interpretable or useful format. The network
data is often modeled in a power system software depending
on the considered application (e.g., OpenDSS, GridLAB-D,
CYME, PSCAD, MATLAB/Simulink) which must be appro-
priately converted for the development stage. If the dataset
is not small, an import tool should be implemented and
used instead of a manual conversion. Almost always, data
cleaning is required to guarantee that there are no miss-
ing, inaccurate, invalid or inconsistent values, which can be

FIGURE 4. Different types of models for generating synthetic benchmarks.

time-consuming due to domain and problem-specific require-
ments. Data anonymization can help maintain confidentiality
and hide sensitive information for minimizing security risks
of learning real information from a synthetic grid. After all
necessary considerations for data post-processing are com-
plete, the dataset is ready to be used for developing models
that generate synthetic benchmarks.

V. MODEL DEVELOPMENT AND NETWORK GENERATION
The first half of the generation process in Sections III–IV
focused on specifying the problem, collecting data and pre-
processing it for ensuring valid use. Upon defining the appli-
cation and practical considerations, generative models are
developed and generated in Steps 4–5 of Figure 2.
Several groups developed different types of generative

models abstracted in Figure 4 to account for different levels of
modeling grids, such as transmission or distribution systems,
and North America or Europe. These high-level types are
(i) expert design, (ii) anonymized clustering, and
(iii) generation tools. The required inputs may not necessarily
be the same, and each one can be broken down based on
the adopted approach, e.g. heuristic algorithm or statistical
sampling for generation tools. Developing a generative model
may rely on manually handcrafting features or implementing
a training process to automatically learn from a dataset. Deep
graph generation, an alternative to manual approaches of
development, is introduced and discussed in the next section.
The following subsections summarize, explain, and compare
the various methodologies in the literature for each type.

A. EXPERT DESIGN
Power system benchmarks were originally created and pub-
lished by active working groups such those at IEEE [6], [10]
and CIGRÉ [8], [11] for performing power flow simulations
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in the early years of digital computing. Working group mem-
bers typically comprise academic and industry experts with
deep understanding of the structure and operation of power
systems. During the development stage, single-line diagrams
of actual transmission or distribution systems were used
to manually design benchmarks and incorporate features to
facilitate subsequent analyses. In general, these standard test
cases provided a common basis for researchers and industry
professionals to compare results of novel algorithms and
ensure validity before field deployment. Some datasets are
discussed later in Section VIII-B.

Each of the IEEE distribution test feeders [6], [9] was
developed for a particular application and the intended use
has evolved to reflect the historical needs of research and
development. For example, the 1991 4-node feeder was
originally used to evaluate 3-phase transformer models and
their connections, while the more recent 8500-node radial
system of 2010 was developed to test the scalability of
power flow algorithms considering a phase-unbalanced grid
in North America. Other power system benchmarks model
highly meshed urban areas, include a variety of power system
components, evaluate the protection of a distributed wind tur-
bine generator, and account for daily load profiles. Regional
differences are also considered when developing these bench-
marks as shown in Table 1. For example, the initial purpose
and connectivity are significantly different between North
American and European distribution networks, resulting in
multiple versions of a given benchmark [11]. The use cases,
benefits and limitations of standard test systems are well-
documented in [12].

B. ANONYMIZED CLUSTERING
A natural extension of expert design is reducing a set of actual
networks and selecting a representative one from a com-
mon group. This clustering, top-bottom approach does not
require to explicitly incorporate domain knowledge. Several
networks can be mapped onto a predefined feature space and
clustered together based on their characteristics as illustrated
in Figure 5. A network can then be selected to fully represent
each cluster and anonymized to avoid any confidentiality
risks of releasing proprietary or system information.

More than a decade ago, the Pacific Northwest National
Laboratory (PNNL) released a taxonomy of 24 radial test
feeders representative of the U.S. distribution grid to facilitate
analyzing smart grid technologies [17], [18].Whilemany fac-
tors determine a feeder’s topology and structure, one model
cannot fully represent most feeders. Publishing information
of all feeders, however, can be redundant for power system
studies, especially when particular regions have similar char-
acteristics. The adopted procedure addressed these concerns
through these steps, similar to Figure 5:

1) A total of 575 feeder models were collected from
17 different utilities, including public districts, munic-
ipalities, and rural areas. These models were pre-
processed to ensure data consistency and quality.

FIGURE 5. Typical methodology for anonymized clustering: n networks
are projected onto the 2-D feature space, from which three clusters are
found.

2) Regional U.S. differences in feeder design and opera-
tion were identified. Two largest factors of a distribu-
tion feeder were set as its voltage level and location
based on a coarse classification, which is why the
U.S. map was divided into 5 major climate regions:
cold (north), temperate (west), hot/arid (southwest),
hot/cold (central east), and hot/humid (southeast).

3) Statistical variables were used to hierarchically cluster
the 575 distribution feeders based on region and voltage
level. These variables include topological, system, and
operational properties. The prototypical models were
organized by their region, base kV voltage, kVA feeder
loading, and service area description.

Another development by PNNL was the Sustainable Data
Evolution Technology (SDET) for generating large-scale
open-access grid datasets [92], [93]. Existing power sys-
tem models are fed as inputs to create sub-networks. These
‘fragments’ constitute building blocks of a power grid and
are created by removing tie lines and boundary buses
between sub-networks. All sensitive information (e.g. bus
names/numbers, geographic details) is replaced by random
values to preserve anonymity. Equivalent generators and
loads are modeled at the fragment boundaries to guaran-
tee power balance and maintain the same operation. Next,
different fragments are ranked based on user specifications
(e.g. asset statistics and other system properties) before
reassembling them into a synthetic grid. During this process,
operational constraints are checked and tie-line impedances
between fragments are modified until power flows have con-
verged and N–1 contingency is enforced along with the bus
voltage limits. The SDET generation tool is available for use
at [94].

The Cluster-and-Connect model [31] generates synthetic
transmission grids based on topological and system char-
acteristics. First, the main clusters were identified using a
Kirk graph [95], which sequentially places nodes along a
circle and displays edges as chords connecting two nodes.
Since nodes are typically numbered based on their geograph-
ical proximity, distinct groups with few crossings within
the circle can be identified. Second, the intra- and inter-
clusters were synthetically created using the identified clus-
ters; statistical sampling of nodal degrees was mostly used
to connect the synthetic nodes. Third, isolated nodes were
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reconnected using a distance matrix by adding more edges.
Line impedances were finally assigned to edge weights based
on various statistical distributions.

Similarly, German LV distribution networks were clustered
in [96] by their system characteristics. The analyzed dataset
included the total feeder length, underground cable length,
overhead line length, rated apparent power of distribution
transformers, and number of delivery points (load buses).
This dataset was then reduced to two dimensions through
principal component analysis before using k-means cluster-
ing, resulting in six feeder categories identifiable by their line
lengths and supply point densities. All these publications on
anonymized clustering are summarized and compared with
other approaches later in Table 4 of Section VIII.

C. GENERATION TOOLS
Generation tools are the most common type of generative
models and can be divided based on whether they are for
transmission or distribution systems. Available data and sta-
tistical distributions are inputs to these models, which can be
further categorized based on their overall approach: heuristic
algorithms or statistical sampling. The former attempts to
approximate solving the generation problem through an itera-
tive algorithm while satisfying constraints; the latter samples
values from statistical distributions meant to represent the
structure and operation of an actual grid.While somemethods
employ a hybrid approach, the dominant ones in each refer-
ence are highlighted below.

1) TRANSMISSION SYSTEMS
In [33] and [64], synthetic transmission networks were gener-
ated using tunable parameters based on North American grids
to enhance resilience and efficiency. The proposed procedure
focused on statistical sampling, as follows:

1) A Gaussian mixture model is fit to spatial node posi-
tions of an actual grid and grouped into clusters. Syn-
thetic node locations are then sampled from the spatial
distribution.

2) Generated nodes are connected using a tunable weight
spanning tree algorithm that prioritizes selecting nodes
closest to a dense cluster as in Figure 6. The parameter
controls the sampling process affecting the topology.

3) More edges are added based on distributions of node
distances and degrees to increase the grid’s robustness
and adjust its properties for resembling a real network.

4) Synthetic networks are validated through statistical
tests of a few topological metrics (node degree, average
path length, clustering coefficient) against real grids.

The synthetic and actual grids were visually and statisti-
cally compared for their topological properties (node degree
and line length distributions). A Julia-based implementation
based on U.S. census and generator data is available at [97].
However, the lack of nominal line voltages, reactive power
demands, and transformer characteristics is a limitation.

A statistical methodology was also adopted in [59]. Ini-
tially, power system data and geographical information are

FIGURE 6. Example of the algorithm in [33]: nodes are connected to
nearest neighbors using inverse distances (dotted).

analyzed to extract parameters of statistical distributions,
e.g. per-unit reactances of lines and transformers. These
distributions are categorized based on nominal voltage lev-
els before verifying their relationships using electric circuit
laws. Introduced in [21] for synthesizing scalable grids with
small-world topologies, the RT-nested-SmallWorld model
was enhanced to account for voltage-level dependent trans-
formers and transmission lines. Combined with correlated
bus assignments (generation, load, connection) [47] and sam-
pled line ratings, this model generated synthetic transmission
networks with adjustments made based on DC power flows.
Statistical distributions and their results were reported for
system and operational characteristics and compared with
FERC data.

Moving onto heuristic algorithms, an optimization proce-
dure was developed in [62] to create synthetic power flow
cases. The following constraints were considered in the for-
mulation: nodal energy balance, linearized branch flows,
node permutations, power flow limits, and minimum losses.
To find the optimal system and operational values, the sum of
active power generated in all nodes and reactive power flows
and losses in all branches were minimized. This problem was
approximately solved using an evolutionary algorithm with
some modifications to the original formulation due to com-
putational bottlenecks. This optimization approach resulted
in synthetic cases comparable to the Polish 2383-bus and
RT-nested-SmallWorld systems, useful for subsequent power
flow, economic, and expansion studies. However, geograph-
ical aspects were not considered in the modeling process.
An open-source MATLAB package named SynGrid [98] was
developed based on this work and [21], [47].

Another heuristic method was developed in [22], [53],
and [56] for generating synthetic transmission networks
across a geographical area. Specifically, ground resistances
and geographical coordinates of substations were modeled,
mainly for a geomagnetic disturbance study and reactive
power planning. The inputs to this model include (i) statis-
tics of overlaid graphs, (ii) nominal voltage levels, (iii) geo-
graphical coordinates of loads and generators, and (iv) load
demands and generation capacities. The methodology’s steps
are described as follows:

1) Using public information, synthetic substations with
load and generation profiles are clustered and sited.
Demand levels are modeled and estimated using
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FIGURE 7. Example of the savings heuristics used in DINGO.

population size. Grounding resistances are assigned
based on substation size, voltage level, and number of
buses.

2) Transmission lines are placed to connect substations
using grid statistics, i.e. node degree distribution, aver-
age shortest path length, and average clustering coeffi-
cient. Delaunay triangulation, as in Figure 3, is used to
link substation nodes based on nearest neighbors while
preserving properties of real transmission systems.

3) A synthetic network is built using a Euclidean mini-
mum spanning tree per voltage level. More lines are
iteratively added based on DC power flows and the
average degree.

Upon creating synthetic transmission networks, their topo-
logical, system, and operational metrics were validated
against the actual grid. For example, the single-line diagram
and voltage magnitude map of a 10k-bus system were com-
pared with the WI’s summer operation. This methodology
was extended to include transient stability analysis in [68]
and synthetic load profiles in [99] based on open-source data.
A generative process purely based on topological character-
istics is proposed in [35] to create transmission networks
comparable to the EI, TI and Polish datasets for different
voltage levels.

Complex-network techniques were devised in [20] to gen-
erate synthetic transmission networks for European grids.
While nodes with electrical and geographical properties are
generated and grouped based on spatial distributions, the
difference lies in the economic factors considered; assigning
a given generator (supply) is prioritized for a higher load
(demand). The tradeoff between investment and operation
costs over a given time period is considered. After connecting
an initial graph, the network is reinforced based on DC power
flow and N–1 contingency analysis.

2) DISTRIBUTION SYSTEMS
The Distribution Network Generator (DINGO) [58] was
developed to create MV and LV grids based on open or
accessible data. Its inputs include (i) spatial representation
of demand (areas, districts), and (ii) load and generation
levels. The main assumptions are (i) MV grids are con-
nected in a ring topology to resemble 84% of Germany;
(ii) all lines and components are 3-phase based on Europe;
(iii) a fixed power factor is set for all loads and genera-
tors; (iv) the model ignores natural boundaries and trans-
port infrastructure; and (v) only the peak demand values are
used.

To generate a synthetic network, DINGO considers a
capacitated vehicle routing problem, i.e. finding the optimal
set of lines for delivering power to demand areas while con-
sidering line capacity constraints. The objective is to mini-
mize material and line installation costs by reducing the total
line length. Its overall methodology is summarized below:

1) Initial MV lines are built using Clarke and Wright’s
savings heuristic as in (7), where Dij denotes the dis-
tance between nodes i and j, and Sij is the expected sav-
ings when looping through both nodes. Line lengths are
minimized by computing Sij in each step while check-
ing for constraints (line congestion, voltage violation).
An example is shown in Figure 7, where an HV-MV
substation is connected to surrounding load areas.
Instead of direct routing, new lines are incrementally
added between loads to form loops, satisfy N–1 criteria,
and reduce line costs. This heuristic repeats until no
improvements are left.

Sij = D0i + D0j − Dij (7)

2) Stable solutions in the previous step could be subop-
timal, so a local search heuristic iteratively explores
neighboring solutions to reduce the total line length.

3) Missing assets such as islanded load areas, distribution
transformers, and DERs are connected.

4) Violations of constraints are checked using power
flow. The topology and equipment types are rein-
forced to resolve any issues with line capacities and
overvoltages.

The resulting networks were statistically validated for
assets using 3,608 MV grids in Germany. Between the real
and synthetic data, the number of HV-MV substations and
distribution transformers deviated by 10.3% and 8.3% respec-
tively, while the total cable length (sum of underground and
overhead) was off by 2.3%. Other topological and opera-
tional criteria, however, were not validated. An open-source
implementation of DINGO based on Python is accessible
from [100].

A similar work [52] creates distribution networks of vari-
ous voltage levels using available data. Geographical data is
extracted from OpenStreetMap before building the HV grid
using lines and substations visible from satellite imagery.
Next, a Voronoi diagram is created to separate regions and
satisfy a minimum distance with a substation’s customers.
Distribution transformers are positioned closer to high load
densities and clustered using k-means to represent a given
load area. As in DINGO, a heuristic algorithm based on the
traveling salesman problem is solved to minimize the total
MV line length in a ring topology. The LV grid is finally
created based on building and street information, i.e. the rated
power per load point is scaled based on an average building
area. The nodal voltage and line capacity constraints were
respected for the case study. Extensions to this methodology
with time series load profiles are given in [51] and [101].

Another large-scale planning tool is the Reference Net-
work Model (RNM) used for designing MV and LV
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FIGURE 8. General methodology of RNM for generating synthetic
networks.

distribution systems comprising substations and feeders [50],
[57], [65]. Its main purposes were to (i) build a power grid in
a cost-efficient manner, (ii) assess distribution networks costs
under incentive regulation, and (iii) investigate the impact of
integrating DERs in distribution networks. The RNM tool is
developed and maintained by [102], available under research
or commercial license. Its inputs include
• Georeference data of customers and transmission sub-
stations, including coordinates and contracted power;

• Geographical data and constraints, i.e. street map, orog-
raphy, lakes, and nature reserves;

• Standardized equipment library of substations, trans-
formers, lines, and protective equipment; and

• Set of technical and economic parameters, e.g. continu-
ity of supply targets, demand increase, and loss factors.

The general methodology is illustrated in Figure 8.
Initially, a geographical dataset is pre-processed to extract
building footprints and peak consumption. This represents the
spatial load representation similar to DINGO, plus consider-
ing the street map and land constraints. Upon providing its
parameters and standardized equipment library to appropri-
ately size assets, RNM generates a synthetic network using a
heuristic optimization algorithm based on theminimum span-
ning tree, Delaunay triangulation, and a branch-exchange
technique [103]. Next, the generated network is validated
with reference grids (e.g. through utility statistics) and post-
processed to model additional information and assess the
planning costs. Future scenarios can be defined to expand and
reinforce the initial network and to connect more resources.
As in Figure 1, RNM is organized into four modeling lay-
ers, each comprising data and algorithms: (i) topological,
(ii) geographical, (iii) electrical, and (iv) reliability of supply.
Since RNM’s development, different groups have adapted

its approach in their research projects, e.g. the Distribu-
tion Network Model (DiNeMo) [104] for Europe. Simi-
larly, the National Renewable Energy Laboratory (NREL)
collaborated with IIT Comillas to develop the Synthetic
Models for Advanced, Realistic Testing: Distribution Sys-
tems and Scenarios (SMART-DS) platform for generating
synthetic distribution network models and scenarios based
in the United States [105]. A variation of this tool which
considers phase selection for North American feeders was
developed known as RNM-US [106]. Their research efforts
resulted in various synthetic distribution networks; the largest
represents the Bay Area with more than 2 million cus-
tomers, 2,236 feeders, and 148 substations [34], [49]. This
model was integrated with [22], [53], [56] to generate a

combined transmission-distribution system for the central
Texas area [107], ranging from 120 V to 230 kV, with
448 feeders. The distribution system was created using
RNM-US before planning the transmission (generators, sub-
stations, lines) and interfacing them. Published datasets of
synthetic networks are discussed in Section VIII-B.
Aside from heuristics, a statistical approach was developed

in [19] to generate synthetic MV and LV feeders. Using a
DSO dataset from the Netherlands, statistical distributions
were fit to relevant metrics and properties. The following dis-
tributions were used to generate radial networks by exploiting
trends in the data: (i) hop distance to source, (ii) node degree,
(iii) fraction of zero load nodes, hop distance of intermediate
nodes, deviation of power injection, and deviation of power
consumption, (iv) ratio of estimated and nominal cable cur-
rent, and (v) cable length.

Upon fitting the statistical models, the feeder nodes were
generated using a negative binomial distribution of the hop
distance from the HV source to impose the radial topology
assumption. Next, the created nodes were connected based
on the degree distribution which follows different rates of
exponential decay. The properties of intermediate (no load),
generation, and load nodes were then assigned before setting
the cable types and lengths based on the available equipment
library and predefined model distributions.

These synthetic feeders were visualized for a few instances
and statistically compared to actual data using operational
metrics. Good matches in the metric distributions, includ-
ing downstream power and voltage drop, suggested that the
synthetic feeders resemble the real data well. It should be
noted that other metrics of realistic behavior were not tested
and may create deviations in a feeder’s performance. Also,
transformers and capacitors were ignored in the generative
process as well as geographical considerations.

VI. DEEP GRAPH GENERATION
The performance of the previous approaches may be limited
by their assumptions and methods. They generally assume
that certain characteristics are more important for gener-
ating networks, e.g. nodal degree. Ignoring the underlying
distributions of realistic grids by using a fixed hand-crafted
process, however, can limit a model’s performance and intro-
duce bias. To address these gaps, machine learning can be
used to learn hidden representations from a training dataset
and avoid hard-coding specific properties into a generative
model.

Recent advances to computational power and training algo-
rithmswere instrumental in adoptingmachine learning across
various disciplines. In general, a problem can be solved using
machine learning if a sample dataset is representative of the
target application and on which a learning algorithm can be
trained to predict and generalize for unseen data. Significant
improvements are possible in tackling hard problems, since
there is less reliance on domain experts to manually develop
specific algorithms, and the same model can be reused for
other problems with similar structure [108].
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FIGURE 9. General training process for deep graph generative models.

Machine learning models are generally adapted to work
with tabular data (e.g. characteristics), structured grids
(e.g. images), and sequences (e.g. time series). Exist-
ing learning frameworks, however, are not well-suited to
train and evaluate high-dimensional, non-Euclidean graph
structures. It is challenging to generalize and design learn-
ing frameworks to be independent of topological limita-
tions [109]. Graphs can be irregular with a variable size
of unordered nodes, and each node may have a different
number of neighbors. These complexities compound the dif-
ficulty when learning the representation of graph-structured
data [110].

Within power systems, machine learning can provide fast
and intelligent decision making as well as contribute to
increased grid flexibility and DER integration [111], [112].
Some applications for incorporating learning techniques
includemicrogrid operation and control [113], fault diagnosis
for protection [114], and load forecasting [115].Most of these
topics can be considered as regression or classification tasks
positioned under supervised learning, i.e. when the training
dataset consists of both features (inputs) and labels (outputs).
Deep graph generation, as explained below, may also have a
widely explored role in power systems.

A graph G defined in (1) is used to learn hidden or latent
embeddings (e.g. node, edge or graph) for performing tasks
such as node classification or relation prediction [116], [117].
Deep graph generation inverts this problem as displayed in
Figure 9, where a given model learns the hidden representa-
tions from a training dataset, Gtrain, without user interference
or the creation of hand-engineered features. After training and
during evaluation, the desired properties, zin, are fed to the
generative model to create an output graph resembling those
in the training dataset. The challenge is to develop tractable
methods for generating graphs (for sampling or analyzing
them) that have certain properties.

The subsequent paragraphs discuss general approaches of
deep graph generation, mainly for creating novel molecules,
modeling social networks, and generating new benchmarks.
Since this subfield is relatively new with most promi-
nent works published recently, technological advances are
expected in the upcoming years with possible applications for
generating synthetic benchmarks for power systems. A high-
level summary of these approaches is provided in Table 3.

TABLE 3. Different approaches for deep graph generative models.

FIGURE 10. Variational autoencoder architecture with multivariate
Gaussians.

A. VARIATIONAL AUTOENCODERS
The variational autoencoder (VAE) proposed in [118] with
architecture shown in Figure 10 is a popular deep generative
model that can be applied for graph datasets. In summary,
a VAE consists of the following components:

• A probabilistic encoder, qφ(z|G), defines a distribution
over a latent representation, z, for an input graph, G, for
a power system. Gaussian random variables are typically
used to design this encoder conditioned on G, where µ
and σ2 are neural network outputs for the mean and
variance vectors. Both parameters are used to sample the
latent vector z that feeds into the decoder.

• A probability decoder, pθ (G|z), takes a latent represen-
tation z to specify a conditional distribution over graphs.
In other words, a power system’s graph is compressed as
a real-valued vector for the decoder to use. This function
computes entries of an adjacency matrix through condi-
tional probabilities, pθ (Aij = 1|z), i.e. existence of an
edge between any pair of nodes, in order to generate a
reconstructed graph, G′.

• A prior distribution over the latent space, p(z), is defined
as a standard Gaussian, z ∼ N (0, 1), allowing stochastic
behavior for graph generation. Based on the principle
of maximum entropy, a Gaussian distribution can be
chosen since it has the least prior information of all real-
valued functions with a specified variance.
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AVAE reconstructs a high-dimensional input by passing it
through a bottleneck layer to encode its vital information. The
objective function maximizes the decoder’s reconstruction
ability (i.e. G ≈ G′) and minimizes the difference between
the encoder’s posterior latent distribution and the assumed
prior (e.g. Gaussian). The sampled z encodes sufficient infor-
mation for a decoder to reconstruct G, whereas matching z
with the prior ensures meaningful graphs are decoded upon
sampling. For example, consider a dataset of several power
systems. Each one is used to learn VAE parameters: φ and θ .
Once training is complete, the encoder is dropped and the
remaining decoder can be used to generate synthetic power
systems by directly sampling z. The sampling space of z can
also be interpolated within defined bounds to generate hybrid
solutions.

Among graph-based models, VGAE [119] uses node-level
embeddings; its encoder generates latent representations for
each node, and its decoder computes the dot product per
pair of embeddings in order to predict the edge likelihood
between two nodes. VGAE was used to learn and visualize
the latent space of a citation network in an unsupervised
manner. However, it suffers from a rather simplistic and
non-parametric decoder. Instead, GraphVAE [120] encodes
the graph topology by pooling functions and decodes using
a feedforward neural network, i.e. a multilayer perceptron
(MLP), to predict a synthetic adjacency matrix. It was trained
on a dataset of organic molecules and produced novel, chem-
ically valid molecules by interpolating its latent space. For
power systems, these models can help reveal representative
features of a dataset by interpreting and analyzing the com-
pressed, latent space.

B. GENERATIVE ADVERSARIAL APPROACHES
As listed in Table 3, VAEs are explicit, likelihood-basedmod-
els with accessible latent spaces. However, they suffer from
serious limitations such as their tendency to produce blurry
outputs due to the Gaussian prior assumption. Generative
adversarial networks (GANs) are implicit generator mod-
els that do not need to encode the data or model distri-
butions [121]. Only samples are drawn, whose generation
quality is optimized within an adversarial framework as sum-
marized below and in the displayed architecture of Figure 11:
• A generator network gθ is trained to produce fake, but
realistic samples G̃ from a random seed z (e.g. sampled
from a uniform distribution). The discriminator net-
work dφ with trainable parameter φ aims to distinguish
between the real data samples Gi ∈ Gtrain and those
generated by gθ , i.e. G̃. The discriminator outputs the
probability of an input being fake, pfake, as in (8).

G̃ = gθ (z)

pfake = dφ(G) ∈ [0, 1] (8)

• Both networks are trained in an adversarial game
by minimax optimization as in (9). Here, pdata(G)
and pseed(z) are the empirical data and random seed

FIGURE 11. Generative adversarial network architecture.

distributions. The generator attempts to minimize the
discriminator’s power, while the discriminator maxi-
mizes its ability to detect fake samples. Both terms
resemble the binary cross-entropy loss for the dis-
criminator in a binary classification task, i.e. detecting
fakes and originals. A difference is gθ (z) in the second
term accounts for generating a fake sample G̃ from a
random z.

min
θ

max
φ

EG∼pdata

[
log

(
1− dφ(G)

)]
+Ez∼pseed

[
log dφ

(
gθ (z)

)]
(9)

At the Nash equilibrium point, the generator models the
real data while the discriminator network classifies the gen-
erator’s output with a 0.5 probability (unsure if fake or not).
Using GAN helps circumvent the explicit modeling of pdata,
which may be complicated (or intractable to infer) for power
grids. Instead, the focus is on sampling from the training
dataset, pdata, to train both networks against each other.

For implicit methods, MolGAN [122] generates the dis-
crete adjacency matrix, Ã, given z using an MLP and sam-
pling. The same process repeats for the nodal features, X̃ . The
discriminator classifies the labeled graph, G̃ = (Ã, X̃), that
remains permutation invariant and insensitive to node orders.
MolGAN was trained on the QM9 dataset to generate 98%
valid and 94% novel chemical compounds, an improvement
compared to GraphVAE (55% valid, 61% novel).

NetGAN [123] is another model that captures graph
topologies by learning the distribution over random walks.
The generator models a sequential process using a recurrent
neural network (RNN). It was trained on a citation network
usingWasserstein algorithm [124], which prevents mode col-
lapse and maintains training stability. Although no topologi-
cal properties were fed to the model, NetGAN learned them
by training and closely matched the nodal degree distribution.

A recent publication applied the Wasserstein algorithm
on graph convolutional neural networks to generate syn-
thetic distribution networks. FeederGAN [125] encoded vari-
ous component attributes, including device length, conductor
capacity, distance from the source, tree level, phasing, and
load value. Geographical information of feeders was removed
to simplify the modeled graph structures. Using a training
dataset of 664 real feeder graphs, the generated feeders were
validated for their voltage distribution and other attributes
through empirical statistics.
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FIGURE 12. Agent and environment interaction in reinforcement learning.

Using GAN as a generative model has several advantages
as seen in Table 3: there is no need to explicitly compute
a likelihood, nor consider node orderings. It is possible to
generate the adjacency and feature matrices, useful for cre-
ating a power system’s topology and assigning its existing
assets to nodes (e.g. transformers) and edges (e.g. lines).
However, the main challenge is to solve its minimax objective
with available computational resources. Since two networks
are trained in an adversarial environment, it is hard for the
generator to converge and work well at the start of training.

C. REINFORCEMENT LEARNING
Generating novel and valid graphs by directly optimiz-
ing desired properties is challenging since these objectives
are complex and non-differentiable. Reinforcement learning
(RL) is an approach where no explicit dataset or supervi-
sion is required. Generating synthetic networks for power
systems can benefit from RL, especially since utility data
may be limited. This problem is formulated through an
agent–environment interaction shown in Figure 12. An agent
self learns by interacting with an environment, e.g. a power
system simulator. Every action, at , changes the environment’s
state in the next time step, Gt+1. Based on the action taken
(e.g. add a new node), the environment provides positive
or negative feedback to the agent through a reward signal,
rt , which can be tied to the operational characteristics dis-
cussed in Section III-C, e.g. no voltage violations. From
state and reward signals, the agent’s objective is to learn an
optimal policy, πθ (at |Gt ), with parameter θ to take actions
given a current state. This policy represents a distribution
over all possible actions, A, which at can be sampled from.
For example, nodes are added at the start when no net-
work exists. During subsequent steps, the policy can favor
connecting islanded nodes to a feeder until the power flow
converges and the process terminates. Due to RL’s tempo-
ral nature, an agent’s actions affect subsequent data that it
receives [126].

RL has two main advantages as in Table 3. Incorporat-
ing desired properties (topological and operational) into the
objective function is less complex, since they can be rep-
resented through a suitable environment and reward func-
tion (e.g. no voltage violations). Also, active exploration of
the vast and combinatorial design space can be encouraged
through an RL framework that goes beyond predefined sam-
ples of a dataset. Allowing generative models to explore

different solutions can promote the generation of new and
feasible graphs.

GCPN [127] generates molecules through RL guided by
objectives. An agent learns by experience and iteratively
adds subgraphs in a chemistry environment within a Markov
decision process (MDP). Generating a graph can be described
by trajectory (G0, a0, r0, . . . ,Gn, an, rn), where Gn is the final
generated graph. At each step, the graph is modified by the
state transition distribution in (10). Instead of adding nodes
and edges based on the complete trajectory, theMDP assumes
that the policy network πθ only needs the state Gt to select the
next action, i.e., memoryless Markov property.

p(Gt+1|Gt , . . . ,G0) =
∑
at∈A

p(Gt+1|Gt , . . . ,G0, at )πθ (10)

In a given time step, Gt along with the set of subgraphs
are observed by the agent to compute the node embeddings
using graph convolutional networks. An action is sampled
from the policy network, i.e. selecting two nodes, predicting
the edge type, and predicting the process’s termination. Next,
the simulation environment performs action at if feasible and
obeys domain-specific rules before computing the next state
Gt+1 and reward rt . This process continues until a terminating
action and the final reward is given. A similar RL process
could be used for generating synthetic benchmarks.

Most generativemodels discussed above assume that edges
are generated independently. The likelihood of a graph given
a latent representation, p(G|z), can be efficiently calcu-
lated using independent edge likelihoods. However, this i.i.d.
assumption is strong and problematic for real-world graphs
that demonstrate complex dependencies between edges. For
example, connecting more loads to a distribution system
depends on several factors, such as the distance from a substa-
tion and transformer capacity, affecting the interdependence
of edges. One way to address this limiting assumption and
maintain tractability is to use an autoregressive model.

D. AUTOREGRESSIVE METHODS
In an autoregressive approach, edges are assumed to be gen-
erated sequentially and each likelihood is conditioned on
previously generated data as described in (11). Here, L is the
lower-triangular submatrix of A and L[vi, :] denotes a row
corresponding to node vi. The overall graph likelihood can
be decomposed using (11), meaning that generating L[vi, :]
for node vi is conditioned on all the previous rows generated.
Hence, the i.i.d. assumption is no longer ignored and edge
dependency is considered during the generation process.

p(G|z) =
|V |∏
i=1

p
(
L[vi, :]

∣∣∣L[v1, :], . . . ,L[vi−1, :], z) (11)

GraphRNN [128] is a scalable framework that adds new
nodes and edges sequentially and can deal with variable graph
sizes, account for edge dependencies, and scale up due to its
node ordering algorithm. Its hierarchy consists of (i) a graph-
level RNN that maintains the graph’s state and generates new
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nodes, and (ii) an edge-level RNN that generates edges per
new node. Both networks were trained by maximizing the
overall likelihood of training graphs using the teacher forcing
strategy [129].While GraphRNNperformed relativelywell in
mimicking the structure of large-sized graphs, its shortcom-
ings include unrealistic artifacts and random node ordering.

Instead of using RNNs, GRAN [130] considers the con-
ditional distribution of L[vi, :] through a graph neural net-
work given the graph generated so far. A block of rows
representing multiple new nodes is simultaneously generated
at each step, benefiting from computational efficiency and
quality. Large graphs of up to 5,000 nodes were trained
on GRAN. Compared to other models, it outperformed for
different graph topologies and scaled for large datasets such
as radial structures, suggesting their suitability for generating
synthetic power grids.

DeepGDL [131] is another recurrent model that captures
node/edge distributions and generates synthetic transmission
grids using RNNs. To date, it represents one of two deep
graph generative models applied to power grids, demon-
strating the aforementioned benefits. The WI dataset was
used for training, consisting of 14.4k buses, 18.8k lines and
72 communities. A hundred synthetic grids were generated,
whose topological properties and power flow statistics were
reported to be superior when compared to [64] discussed in
Section V-C.

VII. SYNTHETIC NETWORK VALIDATION
Upon generating a synthetic network in Step 5 of Figure 2,
it is imperative to validate its structure and performance by
comparing with reference grids or available standards. The
various characteristics discussed in Section III and summa-
rized in Table 2 can be used for validation, considering that
they were initially specified in the generation process. The
methods for comparing them can vary depending on the
available data, given application, and required simplicity.

Synthetic U.S. distribution networks in [34] and [49] were
statistically validated in terms of their topological and system
characteristics, checked for their operational integrity, and
manually assessed by experts. Statistical and operational val-
idation was performed by computing the percentage overlap
of empirical distributions with typical and uncommon ranges
obtained from utility data. A higher overlap translated to
a positive grade; otherwise, marginal cases were manually
checked and reinforced to meet the desired criteria by revis-
iting previous steps of the generation process.

Other works approached network validation differently.
For example, thousands of U.S. feeders were clustered in [61]
to identify the most important parameters for PV hosting
capacity, including the line voltage, total feeder length, and
number of regulators. Distinct feeders from different clus-
ters were evaluated across 0–100% hosting capacity range
for various operational issues: overvoltages, voltage devia-
tions, element fault current, sympathetic breaker tripping, and
breaker reduction of reach. For each issue, the computed PV
penetration levels were binned into three violation classes:

FIGURE 13. Statistical comparison of normal distributions:
(a) DKL(p||q) = 0.1, DH = 0.18, (b) DKL(p||q) = 5.7, DH = 0.92.

(i) none, (ii) at specific locations, and (iii) at all locations.
Feeders within the same cluster behaved similarly, and the
dependency of key parameters was statistically validated.

Beyond comparing aggregated statistics (e.g. mean and
range), statistical tests can be used to quantify the close-
ness between synthetic and reference grids (e.g. EI, WI and
TI as a whole and/or for each voltage level). Capturing
the same statistical distribution ensures that a given met-
ric (refer to Section III) has similar trends, thereby val-
idating the generated network through a goodness of fit.
This approach represents the automated portion of Step 6 in
Figure 2. The following paragraphs summarize and review
various statistical tests that were used to validate synthetic
benchmarks.

A common statistical test is the Kullback–Leibler (KL)
divergence [132], [133] as defined in (12); it measures how
much a given probability distribution, q(x), deviates from a
reference one, p(x). Its value is non-negative, ranging from
zero when p(x) = q(x) to infinity when two distributions are
completely different from each other. Figure 13 demonstrates
this effect through two examples of normal distributions with
different parameters. Even in the case when their mean values
are similar, slight differences can still be observed in the mea-
sure due to the dissimilar variances. While the KL divergence
is not a distance metric due to its asymmetry, i.e.DKL(p||q) 6=
DKL(q||p), it does not raise an issue for validation since p(x)
is selected as the reference distribution from realistic grids.
Several works [19], [33], [48], [59] used the KL divergence
to compare statistical distributions for different topological
and system characteristics of synthetic networks with actual
grids. Small reported values indicated that the distributions
matched well with each other.

DKL(p||q) =
∫
∞

−∞

p(x) log
(
p(x)
q(x)

)
dx (12)

Another test is the Hellinger distance [134], which com-
putes the deviation between two distributions in (13) with a
bounded value within 0 and 1. The latter term is the Bhat-
tacharyya coefficient which measures the overlap between
two distributions. Both DH and DKL have similar trends,
i.e. when one is small so is the other (see Figure 13). Previous
works [48], [62] used the Hellinger distance to evaluate how
well a statistical distribution was fit to real data and validate
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TABLE 4. Comparative summary on generating synthetic benchmark networks.

synthetic performance.

DH(p||q) =

√
1−

∫
∞

−∞

√
p(x)q(x)dx (13)

The Kolmogorov–Smirnov (KS) statistical test measures
the maximum deviation between two cumulative distribu-
tions, P(x) and Q(x), as defined in (14). Given the non-
parametric nature of the KS test, it can effectively compare
empirical distributions. Combining the resulting value ofDKS
with hypothesis testing helps to statistically reject a produced
distribution (i.e. synthetic data) if it does not satisfy a certain
significance level or threshold. For example, the KS test
was used in [33], [35], [48], and [62] to validate various
topological, system, and operational characteristics.

DKS(p||q) = max
x

∣∣P(x)− Q(x)∣∣ (14)

Another metric is the graph Relative Hausdorff (RH)
distance [135] inspired by its topological variation [136].
It quantifies the closeness of two graphs based on their degree
distributions. The benefit is its linear time complexity with
respect to the maximum graph degree [137]. In [35], the RH
distance was used to compare synthetic and actual transmis-
sion grids (EI, TI, Polish) for different voltage levels. As a

guideline, RH values less than 0.30 were interpreted as a
‘good’ match, while less than 0.10 were ‘excellent’.

VIII. APPLICATIONS OF SYNTHETIC NETWORKS
Different stages of the generation process in Figure 2 are
discussed earlier. While the various approaches proposed
in the literature are explained individually, identifying their
differences is challenging. The following subsections com-
paratively summarize them, discuss research trends or gaps,
and present published datasets of synthetic benchmarks.

A. COMPARATIVE SUMMARY OF LITERATURE
Two summary tables are introduced and discussed: Table 4
focuses on generative methodologies (refer to Section V),
while Table 5 goes through validating networks (refer to
Section VII). Each row corresponds to a publication, while
various criteria are given by columns with similar ones clus-
tered together. Studies on transmission and distribution sys-
tems are grouped in horizontal blocks.

The category of problem specification and data collec-
tion (refer to Sections III–IV) includes the geographical
region, considered characteristics, applications, and datasets
used. If the studied grid was not situated in North Amer-
ica or Europe, it is referred from the table’s footnote.
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TABLE 5. Comparative summary on validating synthetic benchmark networks.

Under model development and network generation (refer to
Sections V–VII), the model type for generating networks,
the modeling layers considered in Figure 1 (aside from the
ones under ‘Characteristics’), and the validation aspects are
identified. If any reference developed a tool or published a
dataset of synthetic benchmarks, they are listed in the last two
columns.

In general, there are more references on transmission sys-
tems than for distribution due to the availability of real
datasets, e.g. EI and WI. It is observed in Tables 4 and 5
that non-standard (and often private due to confidentiality)
datasets were used for distribution networks, which can com-
plicate the validation process for subsequent studies. General-
izing distribution networks is not easy as they tend to evolve
based on utility and client requirements and must consider
more geographical constraints compared to transmission net-
works. For example, neighborhoods in urban districts have
tight restrictions on where distribution lines are placed and
various buildings are serviced.

In addition, most transmission publications focused on
North America, whereas European datasets are commonly
used for distribution due to two modeling reasons: (i) various
European initiatives motivated research groups to model LV
and MV grids for economic and DER integration studies,
and (ii) the consideration of phase unbalance poses a rel-
ative difficultly for modeling North American grids. This
choice affected the datasets used for distribution networks,
such as those from China, Italy or the Netherlands (refer
to the table footnote). While some are available for use,
e.g. ENTSO-e [140] and RTE [141], utility datasets tend to
be confidential and only their statistics can be retrieved
from publications, e.g., histograms of various metrics in [17]
and [34].

Moving onto the characteristics, almost all references
accounted for the graph topology. Those which only focused
on it, e.g., [35], [47], have no application entries. Otherwise,

references with system and/or operational characteristics
considered some applications. Power quality is the most com-
mon for generating or validating synthetic benchmarks (refer
to Section III-C) since it relates directly to guidelines fol-
lowed by utilities, e.g. voltage and power flow limits. While
other aspects are considered as constraints in the generation
process, e.g. reliability indices in [50], some works prefer
appending them on existing benchmarks, e.g. HIL testing for
the CIGRÉ MV system [69].

From the model types, heuristic algorithms and statistical
sampling are common in generating synthetic networks (refer
to Section V-C). Expert design was excluded from Table 4
due to its manual approach. Only two references applied deep
graph generation: [131] for transmission and [125] for distri-
bution systems. This research gap suggests deep graph learn-
ing could be explored and implemented in the coming years,
especially as it continuously learns through examples based
on a data-driven process (refer to Section VI). In terms of
modeling layers, transmission works typically ignore natural
or manmade boundaries that are otherwise core constraints in
distribution networks. They instead consider siting synthetic
substations and minimizing line lengths based on geometry.
Other layers such as transient analysis [51] and economic
study [62] are also included in some methodologies.

Synthetic benchmarks can be validated in different ways;
most publications employ aggregate statistics, e.g. mean,
median or ranges, to compare synthetic data to actual grids.
These statistics use topological, system and/or operational
metrics introduced in Section III. Beyond this level of abstrac-
tion, other works analyze empirical distributions by visual
verification or checking their statistical similarity. This latter
approach fits a statistical model on generated data and com-
pares the parameter values, e.g. mean and variance. A more
rigorous approach computes the goodness of fit through sta-
tistical tests, such as the KL divergence used in a few publi-
cations (mostly transmission). This quantitativemeasure does
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not suffer from comparing single points, but rather considers
entire ranges of two distributions for a more comprehensive
judgment. Except for [19], most distribution publications lack
the latter two approaches, mainly due to confidentiality con-
cerns of private datasets and the relative simplicity of using
aggregate statistics.

Every publication in Table 4 results in a synthetic bench-
mark dataset and/or a generation tool, which may be open-
source or licensed. The most inclusive references in terms of
modeling layers such as [49] are widely adopted and used in
various research projects, e.g. SMART-DS at NREL [105].

B. PUBLISHED DATASETS
Upon running a generative model, synthetic benchmarks can
be created and released for use. Several initiatives pushed
to document and share available datasets. For example, the
IEEE PES PGLib-OPF Task Force [142] compiled bench-
marks for testing optimal power flow algorithms. Through
the ARPA-E GRID DATA program, two online repositories,
BetterGrids [143] and DR POWER [138], were established
to publish and find open-access grid datasets in various file
formats. Each representative network has different character-
istics that must be considered before a power systems study.

Table 6 summarizes published datasets of synthetic bench-
marks available through online repositories. Datasets exclu-
sively reported in publications are not listed since they are
not easy to replicate for large networks and components.
Some standard datasets (e.g. IEEE, CIGRÉ and EPRI) are
used to compare and highlight their differences with synthetic
ones. Each row corresponds to a dataset, with common ones
grouped, while the columns demonstrate various characteris-
tics explained as follows.

First, a dataset can represent a specific location and either
a transmission or distribution system (except for the last
one, to be discussed later). For example, ACTIVSg10k and
GenWI represent synthetic transmission systems based on the
Western U.S. and are validated with the WI dataset.

Second, the number of assets concerns the feeders, buses,
lines, transformers, loads, generators, and DERs. The number
of feeders is irrelevant for transmission, while there are no
conventional generation units in most distribution networks.

Third, applications correspond to potential use cases in a
power system study. For example, the ACTIVSg2000 dataset
includes sufficient information to simulate steady-state
power flows (Power Quality), perform contingency analysis
(Operation and Reliability), and consider system dynamics
(Protection and Control). By identifying the required applica-
tion, one can select an appropriate dataset for future studies.

Finally, the modeled aspects in these benchmarks are iden-
tified, i.e. geographical mapping of system components, time
series load profiles, inclusion of DERs and/or renewable
energy sources (RESs), and evolution scenarios accounting
for increasing demand and penetration levels. The last column
lists the corresponding model and repository references.

The first two blocks are available at the Electric Grid Test
Case Repository [139] and these HV transmission datasets

operate beyond 1 kV, range from 200 to 70,000 buses across
different U.S. states, with most of them relevant to all three
applications. Their average degrees are between 2–3, match-
ing the typical values discussed in Section III-A. They all
include geographical bus siting and bulk renewable genera-
tion, while synthetic load profiles were created based on [99].
Other datasets not shown in Table 6 are the Illini 42 Tornado
and HEMP, which consider grid disturbances due to natural
disasters. GenWI, similar to ACTIVSg10k, accounts for only
power quality and geographical aspects but not transformers.

The PNNL SDET datasets mostly consider power quality
applications and ignore other aspects; their lack of represen-
tative locations is due to the generative method, i.e. creating
and assembling anonymized sub-networks based on exist-
ing datasets (refer to Section V-B). Non-U.S. transmission
datasets are also given, from which SimBench-HV [101]
based on the German grid includes the most detail and simu-
lation scenarios; RE-Europe [76] and the Australian egrimod-
NEM [144] do notmodel transformers, yet include time series
data at sub-hourly intervals over multiple years.

Addressing distribution systems, the PNNL taxonomy [17]
represents five U.S. climate regions and 24 prototypical feed-
ers (one is general and not associated with any region). These
were all modeled in GridLAB-D and consider steady-state
power flows across urban, rural and suburban environments.
Perhaps the most comprehensive dataset are those devel-
oped by NREL in collaboration with IIT Comillas. These
large-scale distribution networks representing the urban and
rural areas of Santa Fe (New Mexico), Greensboro (North
Carolina), and San Francisco (California) were generated
through the RNM-US tool. Their outcomes were GIS mod-
els of system components and OpenDSS models that can
simulate each or a combination of feeders. NREL-SFO is
the largest modeled distribution network with over 2 million
customers and 116,837 kms of power lines while considering
phase unbalance in a North American grid. Some datasets
also include contingency analysis and load evolution scenar-
ios. However, the lack of time series and DER data requires
adapting these datasets for some studies.

SimBench-MV and LV represent German distribution net-
works at different voltage levels while considering all mod-
eling aspects. The available datasets, generated through the
methodology proposed in [101], are available as CSV files
and modeled in Python through the pandapower library. The
MV networks have ring structures, while the LV ones are
radial. Load and RES profiles at 15-minute intervals for an
entire year are provided for each scenario.

Some datasets of EPRI [145], IEEE [6], [9], and
CIGRÉ [11] are listed to compare with the synthetic ones
and are not meant to be comprehensive. For example, the
IEEE 9, 14, 30, 39, 57, 118, 300-bus and other test systems
are discussed more in [12]. Except for a few novel cases,
these benchmarks are not all representative of a given location
with a lack of geographical information, evolution scenar-
ios, and modern grid considerations. Their network sizes are
relatively smaller than the synthetic ones which come in a
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TABLE 6. Published datasets and characteristics of synthetic benchmark networks.

variety of ranges. Extensionswere created to address different
potential uses, e.g. HIL benchmark for DERs [69] based on
CIGRÉ-MV.

Last but not the least, a coupled transmission–distribution
dataset was recently created and released [107]. It combines
the works of [49], [53], [107] and represents 448 feeders in
the Austin, Texas metropolitan area. While the transmission
system was modeled using PowerWorld and the distribution
through OpenDSS, the two entities operating on different
voltage levels were linked through the Hierarchical Engine
for Large-scale Infrastructure Co-Simulation (HELICS) plat-
form [149]. Future scenarios including economic and renew-
able growth were also considered.

IX. CONCLUSION
The process of creating a synthetic benchmark must adhere
to three attributes, namely: (i) representativeness, (ii) con-
fidentiality, and (iii) modeling. Being representative is con-
sidered in the problem specification and network validation
stages, confidentiality is accounted for in the data collec-
tion and pre-processing, and the latter is manifested in the

model development and network generation. These attributes,
however, are intertwined and can appear in other stages
as well.

The general procedure for creating synthetic benchmarks is
systematic rather than linear, where the starting steps can be
revisited. Initially, this problem is shaped by the given spec-
ifications, which are defined with a two-dimensional set of
metrics. The first dimension is the class of power system char-
acteristics: (i) topological, (ii) system, and (iii) operational,
while the second dimension is the referenced use of character-
istics: (i) input, (ii) constraint, (iii) output, and (iv) validation.
Only a subset of these metrics is typically selected based on
the intended application of the generated synthetic network.
Next, the collection and pre-processing of relevant datasets
are defined as requirements, i.e. input or constraint, in the
problem specification and are paramount for the quality of
a generated benchmark.

Four types of generative models were also presented:
(i) expert design, (ii) anonymized clustering, (iii) statistics-
heuristic hybrid generation tools, and (iv) deep graph gen-
eration. This survey revealed that while, historically, power
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systems benchmarks relied on expert design, current research
trends tend to favor generation tools. Nevertheless, the lack of
autonomous generative models was highlighted as a research
gap. Deep graph generative models, which consist of four
different learning approaches, were suggested as strong can-
didates to fill this gap based on their performance in other
disciplines, similar to the power system problem.

Using the metrics defined in the specifications stage, vali-
dation approaches for benchmarks were explained. A com-
parative summary of the various works on generating and
validating synthetic benchmarks was presented, along with
a list of their published datasets and characteristics.
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