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ABSTRACT Adaptive Bitrate (ABR) algorithms used in MPEG Dynamic Adaptive Streaming over HTTP
(MPEG-DASH) can be applied to video streaming over Information-Centric Networks (ICNs). However,
in-network cache, which is an inherent and important feature of ICN, might negatively affect the Quality
of Experience (QoE) of streaming users due to misestimating download throughput when fetching from the
in-network cache. A promising solution to this problem is to use a Server and Network Assisted DASH
(SAND)-like approach: ICN routers in the network notify a user application of the available bandwidth.
However, with a naive network-assisted approach, the user application cannot fully utilize the cached
segments when high-quality video segments are accidentally stored in the router on the user side of the
congestion. In this paper, we propose an intelligent QoE-aware ABR selection method that works in
cooperation with in-network Caching functions, called QoE-ABC. It is suitable for video streaming over
an ICN. In QoE-ABC, QoE-aware adaptation logic running on the user application selects a bitrate that
matches the bandwidth of the bottleneck in the original server or of any intermediate router on the download
path depending on the situation. Only when the user-perceived QoE is expected to be improved, the user
application tries to aggressively download high-quality segments from the in-network cache. Simulation
results show that QoE-ABC can obtain high-quality video segments from in-network caches compared
with the conventional ABR representatives and achieve high-level QoE performance for users with various
preferences.

INDEX TERMS ICN, CCN, NDN, video streaming, MPEG-DASH, adaptive bitrate.

I. INTRODUCTION
MPEG Dynamic Adaptive Streaming over HTTP (MPEG-
DASH) [1] is widely used in adaptive video streaming to
select a bitrate that matches the network bandwidth. Adaptive
Bitrate (ABR) algorithms executed inMPEG-DASH are clas-
sified into three types [2]: rate-based algorithms (RBA) [3]
in which the download throughput of each segment is used
for bandwidth estimation, buffer-based algorithms (BBA) [4]
in which the playout buffer level of the user’s application
is used for bitrate selection, and hybrid-based algorithms
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(AdapTech) [5] in which both the download throughput and
playout buffer level are considered.

Information-Centric Networking (ICN), such as Content-
Centric Networking (CCN) [6] and Named-Data Networking
(NDN) [7], has been widely studied for efficient content
distribution including video streaming [8]. In ICN, routers
are generally equipped with cache storage, i.e., in-network
cache, and can provide cached video contents in place of
the original server(s). Although users can quickly download
video contents from the routers, it is difficult for them to
accurately estimate the available network bandwidth because
they cannot specify whether a downloaded segment is to be
obtained from the original content server(s) or the intermedi-
ate routers. Rate-based and hybrid-based algorithms, which
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use download throughput for bandwidth estimation, may be
negatively affected by in-network caches [9].

Goto et al. [10] evaluated Quality of Experience1 (QoE)
performance of three representative ABR algorithms in
MPEG-DASH with occasional cache hits over ICN. They
found that throughput-based algorithms such as RBA and
AdapTech try to select a bitrate higher than that with con-
servative BBA and basically have better performance in terms
of quality of the downloaded segments. However, they poten-
tially suffer from stalling and rebuffering due to depletion of
the playout buffer and from unnecessary changes in video
segment quality due to misestimating the available network
bandwidth. These events severely affect users’ QoE. Fur-
thermore, the severity of the effect differs between users
depending on their tastes and preferences [10], [12]. For
example, some users do not mind rebuffering as they prefer
video segments with high-definition (HD) quality while other
users dislike rebuffering as they prefer stable uninterrupted
playback. Therefore, an ABR algorithm that performs well
for users with various preferences is highly desired for ICN
environments with in-network cache.

In this paper, we propose an intelligent QoE-Aware
Bitrate selection method that works in cooperation with an
in-network Caching function called QoE-ABC. It is suitable
for video streaming over ICN. QoE-ABC focuses on the
consecutiveness of cached segments to fully utilize them.
Routers perform bandwidth estimation and notify the user’s
application of cached segment information. The user appli-
cation executes the QoE-aware ABR algorithm and accord-
ingly selects a bitrate that matches the bandwidth of the
bottleneck link in the original server or of the intermedi-
ate routers depending on the situation. This means that the
user’s application does not unnecessarily select a higher
bitrate when downloading from the server. Only when the
segments have been provided by an intermediate router and
the QoE is expected to be improved, the user’s application
aggressively select a higher bitrate to download high-quality
segments without rebuffering and unnecessary changes in
segment quality. Experiments designed to evaluate the QoE
performance of our proposed algorithm compared with that
of existing ABR algorithms revealed that it has the best per-
formance for users with various preferences due to effectively
utilizing in-network cached segments.

The rest of the paper is organized as follows. In Section II,
we explain our motivation for this study, i.e., the problem
that occurs when ‘‘MPEG-DASH meets ICN.’’ Section III
describes the key ideas for solving this problem. Section IV
explains the design of our proposed method in detail.
In Section V, we present simulation results showing the
efficiency of the proposed method. In Section VII, we intro-
duce related studies. Section VIII concludes the paper with a
summary of the key points and a mention of future work.

1The definition of QoE commonly used in [11], [12] is explained in
Section III.

FIGURE 1. Effects of cached segments on user’s QoE for DASH-like video
streaming over NDN.

II. BACKGROUND AND MOTIVATION
A. NDN AND DASH
NDN is a representative platform for ICN communications.
In NDN, a user transmits an Interest packet in order to obtain
a Data packet from content servers. The Interest packet name
indicates the desired content, e.g., ‘‘/abc.com/news/today,’’
and the corresponding Data packet has the same name. These
packets are transferred by NDN routers using name-based
forwarding. An Interest packet is forwarded by looking up
a name entry in Forwarding Information Base (FIB) in an
NDN router, and the Data packet is transmitted in accordance
with a Pending Interest Table (PIT) along the reverse path
of the Interest packet. NDN routers in the path store the
Data packet in their Content Store (CS) as in-network cache.
When another Interest packet arrives at a router, the router
checks the CS. If a Data packet whose name exactly-matches
to the received Interest packet is found, a cache hit occurs and
the router sends the Data packet from its CS. Otherwise, the
router forwards the Interest packet toward the origin content
server(s) in accordance with the FIB. Use of a CS enables
users to quickly download contents and reduces the traffic
load. Therefore, NDN is expected to be used for multimedia
content delivery such as adaptive video streaming [13]–[15].

B. MOTIVATION
Figure 1 illustrates the effects of cached segments on the
user’s QoE for DASH-like video streaming over NDN. The
bandwidth of the bottleneck link Bbt is much lower than that
of the other links (B > Bbt ). In the server, the video file is
divided into K segments, and each segment has three-level
representations of quality: R1,R2, and R3 (R1 < R2 < R3).
The user’s application executes the throughput-based ABR
algorithm.

Herein, we assume that the k-th middle quality segment
sk with quality R2 is accidentally cached in NDN router 1,
as shown in Fig. 1. The user’s application has downloaded
segment sk−1, which has quality R2 ' Bbt from the server,
thus estimating that quality R2 is appropriate for the next
segment sk . Since the user’s application obtains sk from the
cache storage on router 1, the download throughput surpris-
ingly increases to B, and the user’s application requests the
next segment sk+1 that have quality R3(R3 < B). Due to
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FIGURE 2. Bitrate selected by user’s application.

FIGURE 3. Playout buffer level.

misestimation of the throughput of the bottleneck link,
the download time of segment sk+1 unexpectedly increases
because the user’s application needs to download it from
the server through the bottleneck link, which has narrow
bandwidth (Bbt < R3). Meanwhile, the video content on
the playout buffer in the user’s device is consumed and then
depleted, and playback is suspended until the next segment
is newly downloaded. For the next segment sk+2, the user’s
application selects the lowest quality R1 to minimize the
rebuffering time, resulting in a large change in quality.

To confirm our concern, we conducted a computer simula-
tion in the above model. The bandwidth of the bottleneck link
Bbt was set to 1 [Mbps], and Bwas set to 10 [Mbps]. Figure 2
shows the bitrate selected by the user’s application for each
ABR algorithm. The purple dots denote segments cached
in router 1. As shown in the figure, when segments were
consecutively downloaded from router 1, the two throughput-
based algorithms, RBA and AdapTech, misestimated the
bandwidth and attempted to increase the bitrate. Although
sporadical cache hits may not have a great effect, and the
RBA and AdapTech algorithmsmight absorb the effects, con-
secutive cache hits gradually worsen the RBA and AdapTech
bitrate selections. After such worsening, at segment 13, the
user’s application misestimates the bandwidth and selects a
bitrate (8 Mbps) that is higher than the bottleneck bandwidth
(1 Mbps). The ABR algorithm running in the application
then believes that the network condition has improved and
the available bandwidth has increased because the video
segments are continuously provided with a high throughput
(10Mbps) from in-network caches. However, segment 13 has
not been stored in the router, thus the user’s application needs
to download it from the server with a narrow bandwidth. This
leads to a large change in quality, and playback is suspended

for about 10 [s] to enable the new segment to be rebuffered,
as shown in Fig. 3.

One naive approach to overcoming this problem is to have
an intermediate NDN router (router 2 in our example) mea-
sure the available bandwidth of the bottleneck link and notify
the user’s application, as is done in SAND [16], [17]. With
this approach, the user’s application can stably select a bitrate
that matches the available bandwidth of the bottleneck link.
However, usage of cached segments is highly constrained
by this conservative bitrate selection. This means that one
of the most important advantages of ICN, i.e., in-network
caching, is negated. Badov et al. [18] determined that ICN
routers should preferentially retain contents that have passed
through congested links. However, depending on the applica-
tion, especially for MPEG-DASH, it is a challenging problem
to effectively and actively utilize in-network cache on the user
side of the congestion. An intelligent ABR algorithm that
leverages the in-network cache by inclusively considering
user-perceived QoE performance is required.

III. DESIGN RATIONALE
One simplistic approach to fully utilizing in-network-cached
segments is to have an intermediate router notify the user’s
application of information about cached segments in addition
to available bandwidth information. If a requested segment
is fortuitously stored in a router on the user side of the
bottleneck link, the user’s application can select a higher
bitrate because the router can transmit the segment without it
passing through the bottleneck link. If the next segment, how-
ever, is not stored in the router, the user’s application needs
to switch back to the previous low-quality bitrate, which
involves the cost of quality switching. Therefore, whether
in-network cache should be used or not should be decided
with consideration of the user’s QoE.

QoE is generally defined by considering four factors:
(1) quality of downloaded segments, (2) quality changes
between consecutive segments, (3) rebuffering time, and (4)
startup delay. The higher the average bitrate of downloaded
segments, the better the QoE. However, the quality changes
between consecutive segments should be minimized. The
startup delay, i.e., the time from clicking to select video
content to the starting of the playback of the first segment,
should be as short as possible, and rebuffering due to playout
buffer depletion should not occur. To take account of these
factors, we use an equation defined in [11], [12]:

QoE1,K =
K∑
k=1

q(Rk )− λ
K−1∑
k=1

|q(Rk+1)− q(Rk )|

−µ

K∑
k=1

bk − µsD, (1)

where one video is divided into K segments, Rk denotes the
bitrate for segment k , and q(Rk ) is the utility function when
the user watches a segment downloaded at a bitrate of Rk .
The first term in the equation represents the total bitrate at
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which the entire video was downloaded. The second term
represents the sum of the quality changes between consec-
utive segments. The third term shows the sum of rebuffering
time bk . The fourth term D is startup delay. λ,µ, and µs are
weighting factors reflecting user tastes.2

To address the trade-off between maximizing the total
bitrate for the downloaded segments and minimizing the
negative factors, i.e., quality changes, we focus on the
consecutiveness of cached segments. As mentioned previ-
ously, because we assume a user application can obtain the
minimum bandwidth information for the bottleneck link,
rebuffering, another negative factor of QoE, never occurs.3

If user applications know the minimum bandwidth, each user
application tends to select a constant bitrate that matches the
bandwidth of the bottleneck link for each segment. In the
network, segments with the same bitrate are likely to be
cached when the caching policy is an ICN representative one,
i.e., Cache Everything Everywhere (CEE) and Least Recently
Used (LRU).

When same-quality segments are continuously provided
from cache, the user’s application can download them at a
high-quality bitrate with minimum quality changes. When
segments are cached at random, the playback quality fluc-
tuates greatly. We examined the number of consecutive
cache hits that results in QoE improvement by using Eq. 1.
We assumed a user application selects Rch when downloading
segments from in-network cache and selectsRsv(< Rch) when
downloading from a video server. We also assumed that the
user application had already downloaded segment sk−1 from
the server and that cache hits occur n consecutive times. The
user’s application then obtains segment sk+n from the server
again. The QoE for these segments is given by,

QoEchk−1,k+n = Rsvk−1 +
k+n−1∑
j=k

Rchj + R
sv
k+n

− λ (|Rchk − R
sv
k−1| + |R

sv
k+n − R

ch
k+n−1|)

−µsD. (2)

If the user’s application obtains all the segments [k−1 : k+n]
from the server, the QoE is denoted as,

QoEsvk−1,k+n =
k+n∑
j=k−1

Rsvj − µsD. (3)

The necessary condition for improving user QoE is,

QoEchk−1,k+n > QoEsvk−1,k+n. (4)

Therefore, when n > 2λ, QoE increases. In other words, n
consecutive cache hits bring about definite QoE improvement
for the user.

2This point is explained in detail in Section V-D.
3The method for notifying the user’s application of the bandwidth infor-

mation is explained in Section IV.

FIGURE 4. Overview of QoE-ABC.

IV. QoE-ABC: QoE-AWARE BITRATE SELECTION IN
COOPERATION WITH IN-NETWORK CACHING
Since the consecutiveness of cache hits improves user QoE,
we need to effectively take it into account for deciding bitrate.
Our proposed QoE-ABC, i.e., QoE-Aware Bitrate selection
in cooperation with in-network Caching, proactively focuses
not only on the next segment to be downloaded but also
several future segments for bitrate selection. As shown in
Fig. 4, QoE-ABC is composed of three functions: (1) each
intermediate router estimates the available bandwidth of its
outgoing-link for contents and shares it with the downstream
nodes, (2) each router notifies the user’s application of which
segments are in the router’s cache by using a cache matrix,
and (3) the user’s application executes the QoE-aware ABR
algorithm to select an appropriate bitrate on the basis of the
received information in the cache matrix.

First, we explain how intermediate routers estimate the
available bandwidth and pass the information to the down-
stream nodes. Badov et al. [18] estimated the bandwidth Bl
of link l in a download flow using,

Bl =
Cl
Fl
, (5)

where Cl is link capacity and Fl is the number of active
flows passing through link l. A router calculates the number
of concurrent flows Fl for each video segment k and adds
the number to the last Data packet of segment k as Bbt .
The downstream router that receives the transferred Data
packet through link l updates the value only when Bl′ <
Bbt , where l ′ is the next downstream link for the router.
This measurement packet is used to monitor the minimum
available bandwidth of the download path, which is sent to
a user application and used for executing the QoE-aware
ABR algorithm, as described later. The application calculates
the available bandwidth for the video streaming server on
the basis of the exponentially weightedmoving average of the
received Bbt .
Alg. 1 shows how each router updates the cache matrix and

shares it with the streaming user application. Router r knows
whether segment k of bitrate Rj is in its cache and stores this
information in a local binary matrix, {CSrj,k}. When router
r receives a Data packet for segment c, it tries to copy
this matrix into cache matrix {CMj,k}. In NDN, the optional
information field of a Data packet has limited capacity, thus
the amount of information stored in the Data packet should
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Algorithm 1 Update Cache matrix
Input: {CSrj,k},Bl, c, n
Output: {CMj,k}

1: When router r receives a Data packet for segment c
2: for j = 1 to Q(Bl) do
3: for k = c to c+ n do
4: if CMj,k = 1 then
5: do nothing
6: else
7: CMj,k ← CSrj,k
8: end if
9: end for

10: end for
11: Look up PIT to obtain a corresponding PIT entry p
12: if p 6= null then
13: Forward a Data packet to downstream face(s) in accor-

dance with PIT entry p
14: else
15: Discard the received Data packet
16: end if
17: return

be reduced as much as possible. If each router copies all ele-
ments of its cached segments in the storage, much of the space
in the header field of theData packet will be consumed.More-
over, parsing the packet header and processing/replacing the
values will cause a packet processing delay at the router and
degrade packet forwarding performance. Thus, in our pro-
posed algorithm, the rows in the cache matrix are limited by
the available bandwidth Bl4 of output-link l, and the columns
are limited by design parameter n to reduce the amount of
stored information.When a user application requests segment
c, router r notifies the user application of elements only in
the range [c, c+ n]. As a result, the computation complexity
of this algorithm is O(J ·N ). After the CS procedure, the
router looks up the PIT to find the PIT entry for the Data
packet forwarding. If an entry is found, i.e., p 6= null, the
router forwards the Data packet to the downstream face(s) in
accordance with the PIT entry. Otherwise, the received Data
packet is dropped.

Figure 5 illustrates an example of sharing information for
cached segments. Each router (r1 and r2) prepares a binary
cache matrix {CSr1/r2j,k } in advance. Before r1 sends a Data
packet to r1, it adds its matrix to the packet as {CMj,k}. The
available bandwidth of the output link between r2 and r1 is
Br1,r2 (R2 < Br1,r2 < R3), thus r2 partially copies CSr2j,k ,
for which the number of rows is less than 3. The number of
columns is limited to the number of segments [k, k+n].When
r2 forwards the Data packet to r1, r1 conducts the same
procedures. However, if the elements have already been set
to 1, r1 does not update their values in order to keep options
that user application u downloads the cached segments R1,c

4Q(x) is a function for quantizing the actual bandwidth to a representation
using max

{∀Ri∈R|Ri≤x} R
i.

FIGURE 5. Sharing of meta-information for cached segments using cache
matrix.

and R2,c+1 from r2. At r1, the available bandwidth is Bu,r1
(R3 < Bu,r1 < R4), thus the matrix is expanded to three
rows × four columns.

Finally, the user’s client application runs QoE-aware
bitrate selection as shown in Alg. 2. In the initial state,
counter has been set to 0. When the application has received
all the Data packets for segment c − 1 (line 1), it checks
the received cache matrix {CM j,k} and counts the number
of consecutive segments CCj for each bitrate j (lines 2–11).
If CCj = n, which means there are enough cached segments
for satisfactory QoE, the representation Rcache is updated
to Rj, and the application saves n to counter (lines 12–15)
for use in selecting the bitrate for subsequent segments as
described in lines 29–42. For all j ∈ J , the bitrates are
looked up in ascending order, thus the highest bitrate that
gives the maximum QoE can be selected. If n consecutive
segments are fortuitously found in the matrix, i.e., Rcache 6=
null, the representation of the next segment Rc+1 is set to
that bitrate (lines 17–18). If such segments are not found,
i.e., Rcache = null, the representation of the next segment
Rc+1 is selected on the basis of the current available band-
width of the bottleneck link between the user and the server
(lines 19–28). If the current playout buffer level bcurrent is
smaller than the conservative threshold bcon, the application
decreases one representation Rc+1−− in order to avoid buffer
depletion (lines 21–22). If bcurrent is larger than bagg, which
is the aggressive threshold, the application simply increases
one representationRc+1++ in order to download a slightly higher
bitrate and thereby increases QoE (lines 23–24). Otherwise,
the original bitrate computed by the QoE-ABC algorithm is
used without any change (lines 20, 25–26).

Once the counter value is updated to n, the adaptation
mode switches to one in which the user application selects
the same bitrate as that for the last segment Rc−1 for the
next segment Rc, i.e., Rc ← Rc−1 (line 30). After set-
ting the next bitrate, the application checks the value of n
in the newly received cache matrix CMj,k and updates it
counter ← CCj whether the n consecutiveness is intermittent
or not (lines 31–41). If the counter value is reduced to 0
and the application has successfully downloaded the cached
video segments, the adaptation mode is switched back to the
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original one, lines 2–28, and the application again waits for
a chance to obtain the next consecutively cached segments.
With this QoE-aware approach, a user application can obtain
video segments from in-network cache at appropriate bitrates
without consumingmuch of the playout buffer while avoiding
congestion.

The computation complexity of this algorithm is
O(J ·N ), where J is the number of representations (i.e.,
encoding bitrates) of streaming video content. In general, |J |
is 12 at the most.N (or n) is a control parameter in the client’s
ABR algorithm. In our setting, N = 3 is basically used, and
N = 7 is used only for a user whose QoE preference is
‘‘avoid instability,’’ as described in Section V-D. Thus, even
in the worst case, computation complexity is relatively low.

V. EVALUATION
A. MODEL
We evaluated our proposed QoE-ABC by modifying
NS-3 [19] based ndnSIM [20] to realize DASH-like com-
munications over ICN. Specifically, we used ndnSIM 2.1
with the NDN Forwarding Daemon (NFD) [21] as the packet
forwarding engine. For routing, we configured static routes
for the data retrieval paths rather than dynamic routes as in
the named-data link state routing protocol [22]. We used the
dumbbell model for the evaluation topology with a bottleneck
link bandwidth of 1.2 [Mbps]. To observe the effects of
segment-level cache hits, segments were randomly stored in
router 1 on the user side of the bottleneck link. The duration
of the video content was 120 [s], and that for each segment
was 4 [s]. We prepared ten representation levels: R = {0.1,
0.2, 0.3, 0.5, 0.7, 1.2, 2.0, 3.0, 5.0, 8.0[Mbps]}. The playout
buffer capacity was set to 60 [s]. The buffer thresholds, bcon
and bagg, were set to 12 [s] and 20[s], respectively. The
video downloaded by the user contained actual multimedia
contents.5 The performance of the proposed algorithm was
compared against those of RBA, BBA, and AdapTech, which
are described in Section II-B. The QoE parameters {λ,µ,µs}
were set to {1.0, 4.3, 4.3}, respectively, thus we set the control
parameter n in QoE-ABC to 3.

B. QoE-ABC IN ACTION
We investigated the bitrate selection behavior of our pro-
posed QoE-ABC algorithm. Figures 6 and 7 show the bitrate
selected by each ABR algorithm and the characteristics of
the playout buffer level, respectively. In this example, the
segments for the first half of the video were consecutively
cached while those in the second half were not. As shown
in Fig. 6, the proposed algorithm proactively downloaded
the segments with high representations for segments [2, 6].
Segments 7 and 8 were not stored in router 1, thus the
algorithm immediately reduced the bitrate used to match the
bandwidth of the bottleneck link in order to avoid buffer
depletion. Then, for segments [9, 13], the algorithm selected

5https://peach.blender.org

Algorithm 2 QoE-Aware Bitrate selection
Input: {CM j,k},Bbt ,Rc−1, n, counter
Output: Rc, counter
1: When user application u receives last segment c− 1
2: if counter = 0 then
3: for j = 1 to J do
4: CCj← 0
5: for k = c to c+ n− 1 do
6: if CMj,k = 1 then
7: CCj← CCj + 1
8: else
9: CCj← 0
10: end if
11: end for
12: if CCj = n then
13: Rcache← Rj
14: counter ← n
15: end if
16: end for
17: if Rcache 6= null then
18: Rc← Rcache
19: else
20: Rc← Q(Bbt )
21: if bcurrent < bcon then
22: Rc← Rc−1−−
23: else if bagg < bcurrent then
24: Rc← Rc−1++
25: else
26: do nothing
27: end if
28: end if
29: else
30: Rc← Rc−1

31: for j = Rc do
32: CCj← 0
33: for k = c+ 1 to c+ n− 1 do
34: if CMj,k = 1 then
35: CCj← CCj + 1
36: else
37: break
38: end if
39: end for
40: counter ← CCj
41: end for
42: end if

the high bitrate again because these segments were stably
stored in cache.

In the second half of the video, the segments were sporad-
ically cached, thus the QoE-ABC algorithm did not unneces-
sarily increase the bitrate and instead selected the appropriate
bitrate in a stable manner. As a result, as shown in Fig. 6,
the playout buffer level with the QoE-ABC algorithm was
lower than with the other three algorithms. The QoE-ABC
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FIGURE 6. Bitrate by selected the user application.

FIGURE 7. Playout buffer level.

algorithm knew the available bandwidth for router 1 or the
server, thus it could select the bitrate aggressively while
keeping the buffer level low and also avoiding stalling as
shown in Fig. 7. As a result, there was no stalling or redundant
quality changes, which resulted in a high QoE. In contrast,
the other three algorithms selected bitrates lower than those
selected by the QoE-ABC algorithm to avoid buffer deple-
tion from the beginning. Since these algorithm use end-host-
based (not network-assisted) approaches, they increase the
bitrate carefully. The throughput-based approaches, RBA and
AdapTech, try to actively increase the bitrate compared with
the more conservative BBA. However, their QoE improve-
ment by bitrate selection was limited compared with that of
QoE-ABC because, in the second half of the video, through-
put fluctuations due to the sporadical cache hits caused many
quality changes. Although BBA is unlikely to produce neg-
ative influences due to cached segments, it cannot select
high-quality segments due to its conservative approach.

C. QoE PERFORMANCE
In this section, we evaluated the total QoE performance
for a random segment cache hit by changing the num-
ber of cached segments in the network from 0 to 30, i.e.,
{0, 3, 6, 9, 12, 15, 18, 21, 24, 27, 30}. For 0 and 30 segments,
we conducted only one simulation because cache hits never
occur or always occur in these two cases. For the remaining 9
cases, we conducted 100 simulations each to evaluate per-
formance for 100 random video segment placement patterns.
We therefore conducted 902 simulations in total. As shown in
Eq. 1, the total QoE is based on the download bitrate, quality
changes, rebuffering time, and startup delay. Figure 8 shows
the total QoE performance of each algorithm. Our proposed
QoE-ABC performed well compared with the other three.

FIGURE 8. Total QoE performance.

FIGURE 9. QoE component: download bitrate.

As shown in Fig. 9, it selected a higher download bitrate than
the other algorithms. Since the opportunities for consecutive
cached segments will increase proportionally with the num-
ber of cached segments, our proposed QoE-ABC will be able
to download at a higher bitrate from in-network cache when
there is a higher cache hit rate.

With the throughput-based AdapTech, rebuffering occurs
due to misestimating the download throughput and inappro-
priate bitrate selection, as shown in Fig. 11. Playback is
suspended until the next segment is downloaded, thus the user
has to wait for the segment to download. Rebuffering never
occurs with QoE-ABC because it can measure the minimum
bandwidth of the bottleneck link and select an appropriate
bitrate. This enables the user to watch the video without any
stress due to the absence of video playback suspension.

RBA and AdapTech cause unnecessary fluctuations in
segment quality because they are throughput-oriented and
thus cannot take into account the effect of cache hits when
downloading segments. QoE-ABC can change the quality
because it drastically increases the bitrate at the beginning
of consecutive segment cache hits and decreases at the end.
Nevertheless, the quality changes with QoE-ABC are com-
parable to those of RBA and AdapTech, as shown in Fig. 10.
This means that QoE-ABC simply requires necessary quality
changes for improving user QoE.

QoE-ABC shows QoE performance for startup delay com-
parable to that of RBA and BBA, as shown in Fig. 12. Hence,
there is no great effect on total QoE performance. The startup
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FIGURE 10. QoE component: quality change.

FIGURE 11. QoE component: rebuffering time.

delay of AdapTech is longer than for the other three algo-
rithms because the user application continues to select the
lowest bitrate and does not start playback until finishing the
download of the initial three segments in order to avoid panic
mode.

D. CONSIDERING USER DIVERSITY
The tastes and preferences of streaming users, i.e., different
perception for watching a video segment with the same qual-
ity and bitrate, is an important factor in evaluating QoE per-
formance. We investigated user diversity by using weighting
parameters as studied in research [10], [12]. In [12], q(Rk ) in
Eq. 1 mapped the downloaded bitrate to the quality perceived
by a user, and there are three types of quality perception:
QoElin.,QoElog, and QoEHD. As shown in Table 1, with
QoElin. andQoElog, q(Rk ) gradually increases with the down-
load bitrate. QoElog considers only the saturation of QoE
improvement for downloading at a higher bitrate [12], [23].
In contract, with QoEHD, user-perceived QoE increases in a
stepwise manner, meaning that the QoE improvement for a
streaming user depends on whether the downloaded segment
has HD quality.

Furthermore, we evaluated QoE from the viewpoint of user
preferences. There are three basic user types: avoid insta-
bility, balanced, and avoid rebuffering [11]. A user whose
type is ‘‘avoid instability’’ prefers to watch videos with sta-
ble quality. One whose type is ‘‘avoid rebuffering’’ dislikes

FIGURE 12. QoE component: startup delay.

TABLE 1. Parameters for considering differences in quality perception.

suspension of playback due to rebuffering. Table 2 shows
the nine combinations of QoE parameter setting used in this
evaluation.

Table 3 shows the QoE performance for each user type.
Each element in the table is the average value of the
total-QoE/QoE component. The QoE component for ‘‘startup
delay’’ is omitted because there was no large difference. The
number of cached segments in router 1 was 15, which means
it had a cache hit rate of 50%.

QoE-ABC had the best performance for all user types and
quality perceptions. This is because it can select a bitrate
that matches the available link bandwidth in a stable manner
and does not cause unnecessary changes in segment qual-
ity. Therefore, it performed well, especially for the ‘‘avoid
instability’’ user type. For QoEHD, its QoE performance
was much better than that of RBA. Although RBA can
download at higher quality bitrate (264.8) than QoE-ABC
(240.1), it frequently switches segment quality depending
on the measured throughput and causes considerable QoE
degradation (−398.5) due to cache hits. The QoE degra-
dation of QoE-ABC is much low (−40.4), because it does
not unnecessarily increase the bitrate and selects a stable
bitrate even if there are cached segments. The performances
of BBA and AdapTech were not much lower than that of
RBA, but they had characteristics similar to those of the
lowest RBA.

For the ‘‘balanced’’ user type, the performance of
QoE-ABC was significantly higher than those of RBA and
BBA, especially for QoEHD. The total QoE of AdapTech
was slightly less than that of QoE-ABC because rebuffer-
ing did not occur in QoE-ABC while AdapTech suffered
from long rebuffering times (6.2 [s] at the maximum).
For QoElin and QoElog, QoE-ABC performed better than
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TABLE 2. Parameters for considering user diversity.

AdapTech. For the ‘‘avoid rebuffering’’ user type, QoE-ABC
had the best performance for QoEin,QoElog, and QoEHD.
These results demonstrate that QoE-ABC inclusively has
stable and better QoE performance for various user types
than the existing end-to-end based ABR algorithms due
to utilizing in-network computing functionalities, i.e., noti-
fications of available throughput and cached segment
information.

E. DATASET-DRIVEN EVALUATION
Additionally, we evaluated our proposed algorithm using
the real bandwidth traces dataset published by the U.S.
Federal Communications Commission6 in order to validate
its effectiveness and practicality. We changed the avail-
able bandwidth of the bottleneck link in accordance with
the trace data and evaluated the QoE of streaming users.
As the user type, we used the combination of QoElog and
Balanced , which was also used in the evaluation described
in Section V-C.

Figure 13 shows the total QoE performance for each algo-
rithm under bandwidth fluctuation conditions. This figure
corresponds to Fig. 8 in which the available bandwidth of
the bottleneck link is constant bitrate (CBR). Compared with
the results in Fig. 8, the QoE performance of all algorithms
was slightly higher because the average bandwidth of the
trace data was about twice as wide. However, there was no
large difference in the rankings of performance. Our pro-
posed QoE-ABC stably provided high QoE performance as it
did in the previous evaluation. BBA performed buffer-driven
conservative bitrate selection, thus the user QoE improve-
ment was slightly limited compared with that of RBA and
AdapTech, as shown in Fig. 14.

In terms of video quality variation (Fig. 15), BBA and
AdapTech mitigated the effects of bandwidth fluctuation and
reduced the quality changes because these buffer-oriented
methods absorb fluctuations in throughput in the bottleneck
link by using playout buffers. Figure 16 shows the QoE
performance of rebuffering. We did not observe any stalling
of video segments in this trace-driven evaluation. The average
throughput of the trace data was higher than for the case
shown in Fig. 11. This may be because the playout buffer
was fortunately able to absorb the bandwidth fluctuation.
The video utilized in this evaluation was encoded with ten
representations; however, the actual number of bits may have
been low, especially for the higher representations, due to
the poorness of the original video’s resolution. The startup
delay was shorter with each algorithm because the average

6https://www.fcc.gov/oet/mba/raw-data-releases

FIGURE 13. Total QoE performance under bandwidth fluctuation
conditions.

FIGURE 14. QoE component: downloaded bitrate under bandwidth
fluctuation conditions.

throughput was higher than in the CBR scenario. There were
slight differences compared with the CBR scenario due to
the throughput fluctuation. However, QoE-ABC downloaded
at a higher bitrate from the in-network caches only when a
sufficient number of segments were consecutively stored and
the user QoE was expected to be improved due to necessary
quality changes.

These results indicate that our proposed QoE-ABC per-
forms more effectively in a real Internet environment than
existing end-host-based ABR algorithms due to proactively
using in-network functions, i.e., caching and notifications of
bandwidth information.

VI. DISCUSSION
QoE Optimization: The QoE function can vary across users,
contents, service types, and so on, and it is often not known
or commonalized. Thus, the optimization of the QoE function
for a particular user is a challenging problem. One possi-
ble approach to improving the QoE for various users is to
customize the QoE function for each user by using existing
HTTP tracking technologies such as Cookie. To this end,
a feedback-loop from user applications to the video streaming
server is necessary, as investigated in SENSEI [24]. SENSEI
utilizes Amazon MTurk to conduct MOS evaluations for
improving the QoE of streaming users. The idea of this kind
of feedback-style QoE control can be applied to our assumed
QoE control. Streaming user applications feed back perceived
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TABLE 3. QoE performance considering user diversity.

FIGURE 15. QoE component: quality change under bandwidth fluctuation
conditions.

FIGURE 16. QoE component: rebuffering time under bandwidth
fluctuation conditions.

QoE assessment and map the reported results for use as
weighting parameters to a common QoE function.
Bandwidth Estimation: In our bandwidth estimation

method, a router calculates the number of concurrent flows
Fl for each video segment k and sends them to the client
application by adding the information to the last Data packet
comprising video segment k . After receiving the last packet,
the client immediately calculates the next segment bitrate and
requests the next segment k + 1, thus the possibility of mis-
estimation of Bl should be low. However, when the number
of flows in a bottleneck link fluctuates greatly relative to the
above time scale, we need to take it into account by shortening

FIGURE 17. QoE component: startup delay under bandwidth fluctuation
conditions.

the time period for bandwidth estimation, e.g., per 10 or 100
packets for each segment. Also, in our bandwidth estimation
method, we use the number of concurrent flows Fl in the
bottleneck link l. It is difficult to estimate the precise value of
available bandwidth, when the number of concurrent flows on
the link increases because probability that a flow come in or
out on the link increases. Some modifications that estimate
the available bandwidth in a stable manner are required for
large scale scenarios.
CacheMatrix Limitation: In our algorithm, router r checks

the cached video segments and creates cachematrix {CSrj,k} in
advance to enable it to proactively share the cached informa-
tion. When the number of cached video segments increases,
router r creates a larger matrix for each content and maintains
them. This requires a large amount of memory usage. If our
proposed protocols are applied to all the video contents, the
router’s processingmight not scale. Thus, we need to partially
apply our proposed protocols to specific contents, such as
popular contents requested by many users.
ICN Deployment & Implementation: We assume that

our proposed ICN-based video streaming applications run
over the IP as defined in a deployment scheme called
‘‘ICN-as-a-Overlay’’ in RFC8763 [25]. We are currently
developing an open source software router called ‘‘Cefore’’
that will enable ICN communications [26], [27]. Cefore
is compliant with CCNx defined in RFC8569 [28] and
RFC8609 [29] and works over the Internet as a software
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router that supports TCP/UDP applications by using the IP
tunnel as recommended in RFC8763. Our assumed deploy-
ment model is not limited to the ICN-as-a-Overlay scheme; it
can also be used in the ICN-as-a-Slice scheme [30]. As stud-
ied in this approach, we believe that the proposed ICN-based
video streaming service can be implemented in a virtualized
network service function as a 5G service slice at low cost
by using modern virtualization technologies. The in-network
caching function of ICN would be provided by gateway
nodes, i.e., ICN service routers, between the edge and the
Internet core as a video streaming service slice. There are a
variety of video contents, and slice capacity is limited, thus
which video contents to be stored on each slice should be
carefully decided on the basis of popularity, efficiency, and/or
other appropriate metrics.

VII. RELATED WORK
A. VIDEO STREAMING OVER HTTP
Tian and Liu [31] examined the trade-off between responsive-
ness to network congestion and smoothness of TCP through-
put in DASHwith multiple Content Delivery Network (CDN)
servers. To balance this trade-off, they proposed a video adap-
tation algorithm that a user sends feedback signals to select
an appropriate bitrate on the basis of the amount of playout
buffer. FESTIVE [32] and PANDA [33] are hybrid-based
ABR algorithms that focus on fairness among streaming
users. FESTIVE conducts randomized scheduling of down-
loading video segments to avoid synchronization and stateful
bitrate selection to efficiently stabilize performance. PANDA
applies the principle of TCP’s Additive Increase Multiplica-
tive Decrease (AIMD) to an application-level bitrate selection
scheme to improve fairness among users. Qin et al. [34] ana-
lyzed the characteristics of variable bitrate (VBR)-encoding
by using video datasets with diverse genre content, encoding
technologies, and platforms and then identified the character-
istics of each VBR encoding type to investigate the effects
on user QoE. Their investigation showed that high-quality
video segments with complex scenes bring higher QoE
improvement compared with those with simple scenes. Their
proposed algorithm utilizes a proactive approach similar
to that of our proposed QoE-ABC, which considers future
several segments as well as the next segment. However,
all of these approaches assume an HTTP environment over
TCP/IP, not over ICN, thus the proposed solutions cannot be
simply applied to adaptive streaming over ICN due to the
architectural gap.

B. VIDEO STREAMING OVER ICN
Adaptive video streaming over ICN is a promising solu-
tion for reducing video traffic by leveraging in-network
caching. The content name-based real-time streaming [35],
[36] framework uses ‘‘symbolic interest,’’ which eliminates
sequence number identification and enables content-based
streaming and multicasting using a network-condition-
oriented rate control scheme. However, this approach is

limited to ‘‘real-time’’ video streaming using scalable video
coding, not DASH-like VoD streaming using adaptive video
coding.

Grandl et al. [9] studied the problem of download through-
put fluctuation similar to our concern, as described in
Section II-B. They experimentally clarified the trajectory
of rate selection by streaming users and then analyzed
the cache-server oscillations that occur due to misestimat-
ing throughput. To overcome this problem, they introduced
DASH-INC, a rate adaptation mechanism to select an
appropriate bitrate in accordance with the in-network
cache rate. However, their paper only introduced the con-
cept of an ABR algorithm, not a specific algorithm.
Lederer et al. [37] conducted trace-driven experiments using
real-world mobile bandwidth traces that demonstrated the
effectiveness of multi-path/-link in-parallel data trans-
mission. Their paper evaluated performance only for
download throughput and buffer level, not total QoE perfor-
mance. Furthermore, specific adaptation logic has not been
reported.

Samain et al. [13] presented a network-assisted bitrate
selection mechanism for avoiding bitrate oscillations induced
by in-network cache while maintaining a comparable average
quality and increasing cache hit ratio. Nguyen et al. [14] and
Ueda et al. [15] improved the adaptation logic run on the
user applications by using congestion feedback to optimize
utility fairness among the users. Fairness and stability in
video streaming were improved and the cache hit ratio was
increased by using this adaptation logic. However, these
approaches passively utilize the in-network cache function-
ality while ours actively tries to leverage cached segments
by sharing their meta-information to enhance user QoE. Fur-
thermore, these approaches focus on performance for aver-
age quality, quality switching, or rebuffering, not total QoE
performance. Additionally, the diversity of QoE requirements
stemming from differences in user preferences has not been
evaluated.

Li et al. [38] investigated a caching scheme in which the
high-bitrate segments are stored at the network edge while
low-bitrate contents are pushed into the network core. With
this cache partitioning, bitrate oscillation due to in-network
cache is noticeably reduced while ensuring high-quality
video playback. This caching scheme, however, is executed
in routers along the download path while our proposed ABR
algorithm is executed on a user device.

Lederer et al. [39] examined ways to implement DASH
over ICN. In their groundbreaking implementation, ISO/IEC
MPEG standard DASH and ICN representative CCN [6] were
used. They evaluated one of the most important advantages
of ICN, i.e., leveraging multiple wireless links and interfaces
such as WiFi and 4G/LTE in parallel. Their proposed DASH
over ICN approach can outperform the classical DASH with
single-path communications in terms of throughput, playback
stability, and communications resiliency. This implementa-
tion is helpful for implementing our proposed QoE-ABC in
real software programs.
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VIII. CONCLUSION
Application of ICN to MPEG-DASH-like adaptive video
streaming has been widely studied to leverage an attractive
feature of ICN, i.e., in-network cache. However, when ICN
has been simply applied to video streaming, the in-network
cache negatively affects user QoE. In this paper, we investi-
gated this problem and confirmed that it is real. We presented
QoE-ABC to overcome this problem. With this method,
routers share information about the available bandwidth and
cached segments to users. A user runs a QoE-aware bitrate
selection algorithm that focuses on the consecutiveness of
cached segments and uses a higher download bitrate only
when the total QoE is expected to be improved. Computer
simulation demonstrated that proposed QoE-ABC achieves
stable and better QoE performance for various user types
with minimum quality changes and no rebuffering. Future
work includes developing and implementing our algorithm
in open-source ICN software such as Cefore and comparing
its QoE performance with that of representative DASH/HLS
algorithms in a visible manner. Furthermore, a cooperative
design that takes into account both the ABR algorithm and
the lower transport layer technologies should be addressed.
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