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ABSTRACT In the evolution of the Internet, social media platform like Twitter has permitted the public
user to share information such as famous current affairs, events, opinions, news, and experiences. Extracting
and analyzing keyphrases in Twitter content is an essential and challenging task. Keyphrases can become
precise the main contribution of Twitter content as well as it is a vital issue in vast Natural Language
Processing (NLP) application. Extracting keyphrases is not only a time-consuming process but also requires
much effort. The current works are on graph-based models or machine learning models. The performance
of these models relies on feature extraction or statistical measures. In recent year, the application of deep
learning algorithms to Twitter data have more insight due to automatic feature extraction can improve the
performance of several tasks. This work aims to extract the keyphrase from Big social data using a sentence
transformer with Bidirectional Encoder Representation Transformers (BERT) deep learning model. This
BERT representation retains semantic and syntactic connectivity between tweets, enhancing performance in
every NLP task on large data sets. It can automatically extract the most typical phrases in the Tweets. The
proposed Semkey-BERT model shows that BERT with sentence transformer accuracy of 86% is higher than
the other existing models.

INDEX TERMS Attention layer, BERT, deep learning, keyphrase extraction, social data.

I. INTRODUCTION
In recent days, extracting keyphrases from online social
data has played a critical role. On big social media with a
large amount of unstructured information in Twitter is expo-
nentially increased daily. A human can’t prepare keyphrase
mining manually. The automatic key phrase automatically
generates the most critical documents, allowing people to
search more accessible, faster, and more effectively. It helps
us to decide whether to proceed with the upcoming search
for further information [6]. For different kinds of tasks such
as text classification [1], named entity recognition [2], parts
of speech [3], [4], sentiment analysis [5], and many other
aspects of the text used Deep learning techniques. There is a

The associate editor coordinating the review of this manuscript and
approving it for publication was Shen Yin.

subtle difference between keyword and keyphrase extraction.
A keyword is actually ‘‘a solitary word that is most relevant’’
A key phrase is ‘‘one or more words that are observed greatly
relevant [7]. A keyword is a unigram, while a key phrase is an
N-gram word. For example, ’apple’ is a fruit name, whereas
’Apple iPhone’ could be the brand name and thus context is
crucial.

While extracting keyphrase from a vast corpus is easy,
dragging in a short text/sentence is difficult. Major existing
works successfully generate keyphrases, but their per-
formance is comparatively less for short sentences [8].
In machine learning approaches namely unsupervised and
supervised methods are widely used for keyword extraction.
Supervised keyphrase extractions follow the binary classifi-
cation while unsupervised keyphrase extraction by ranking
methods [9], [10]. Supervised methods need linguistic
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knowledge, and they implicitly depend on language tools;
hence, they extract language-dependent features specific to
the training set [11].

Many studies on keyphrase extraction are using supervised
learning methods like Naïve Bayes, Support Vector Machine
(SVM), and unsupervised methods like Term Frequency -
Inverse Document Frequency (TF-IDF) has witnessed a good
performance [12]. But these methods depend on feature
extraction efforts [13].

Deep learning-based approaches widely provided signif-
icant benefits for the task of keyphrase extracting an NLP
task. Both CNN and deep CNN, deep RNN, are slow in
training due to sequential encoding [14]. Most supervised
work is limited to the human-annotated corpus. There are two
stages in supervised methods. The first stage is extracting the
candidate phrases, making use of the heuristic rule, and in
the next step, the train classification model to predict if the
candidate phrase is a key phrase or not[15].

The most significant and effective way is to use pre-
trained sentence transformers like Generative Pre-trained
Transformer (GPT-1) [25], BERT [26], Transformer-XL
model pre-trained (XLNet) [27], Robustly Optimized
BERT Pre-training Approach (Roberta) [28], Efficiently
Learning an Encoder that Classifies Token Replace-
ments Accurately (ELECTRA) [29], Text-to-Text Transfer
Transformer (T5) [30], Bidirectional and Auto-Regressive
Transformer (BART) [32] to get tweets embedding and
then use similarity metric to compute similarity score.
Transformer-based pre-trained models have attained remark-
able success is mainly due to their ability to learn
universal language representation from a massive corpus
of unlabeled text data. The downstream task uses this
knowledge.

This paper presents an attention-based deep learning
model for contextual key phrases with Bidirectional Encoder
Representation from Transformer.

The main contributions of this work are fivefold.
• It leverages BERT embeddings to create key phrases that
are most similar to Tweets.

• To compute semantic similarity, we use sentence
transformers as the embedding model.

• We use three different sentence transformer models to
extract keyphrases of the 3-gram range.

• Then, we combine all the keyphrases (obtained
from 3 different models) in a single document, apply
normalization and threshold values and rank them
using the rank aggregation method to get the best
keyphrases.

• Our experiments on Twitter data of research papers
show that the proposed semkey-BERT work surpasses
preceding state-of-the-art approaches.

The rest of the paper is structured in this way. Section 2
provides the related research works. Section 3, set forth the
proposed Semkey-BERT model. Section 4 put forward the
experimental results of this study, including four datasets.
At last, the conclusion is in Section 5.

II. RELATED WORK
Extractive methods select critical words from the original
document and collect them to provide a smaller version in an
abstractive approach, instead of simply extracting important
words, paraphrases, or using more new words to generate
a summary. Existing works on keyphrase extraction mainly
concentrate on documents in diverse disciplines and events,
news, and web text [16]. The supervised method [17] is
considered a classification problem for keyphrase extraction
on social data. Applying some rules first extract candidate
key phrases, and the model trained to predict a keyphrase—
feature extraction used for this task with TF-IDF, position,
and structural and syntactic features. Unsupervised methods
follow pipeline approach such as preprocessing, candidate
key phrase generation and then score is calculated for each
candidate key phrase. For removing near-duplicates, with
some post-processing work selected, the highest keyphrase.

To extract keyphrase on Twitter, Graph-basedmethods [18]
is also widely used in the unsupervised approach. They
don’t need to be trained on large corpus and don’t need
any pre-trained rules. It uses statistical features such as
degree, Clustering coefficient, Eigenvalues, betweenness,
etc. Here text documents are considered nodes, and two
nodes are linked together if they have high correlations.
SentiWordNet [8] gives the highest sentiment polarity of a
specified word. Edge weight is by the number of outgoing
edges from the nodes. In-text graph, the real value is added
as rank. Then apply statistical equation until the rank value
gets converged.

As Scientific information has inadequate human-annotated
corpus, existing works on its extraction are bounded.
In [19] introduce three categories of the dataset of scientific
abstracts. Automatic keyphrase extraction in the Pattern-
based bootstrapping approach. But the performance is
improved in [20], which uses hand-designed attributes within
a supervised bootstrapping structure. SemEval 2017 has
three sub works: keyphrase recognition, classification, and
the link among extracted keyphrases. To estimate system
performance, it uses a science dataset as a benchmark.
In [21] includes keyphrase recognition and classification, like
the Named Entity Recognition(NER). It follows a sequence
labeling problem for keyphrase extraction.

RNN [22] and LSTM-RNN [23] are the most recom-
mended sequence labeling problems. In bidirectional LSTM-
RNN with conditional random fields uses NER, which gives
a promising performance in keyphrase extraction. In recent
years, some pre-trained techniques such as Embeddings from
Language Models (ELMO) [35], XLNet45 were used, and it
has improved text semantic representation and enhanced ver-
sions in various NLP tasks. Word2Vec and Glove algorithms
are used to extract syntactic and semantic [33] features of a
given text.

III. PROPOSED SEMKEY-BERT MODEL
This research develops and evaluates the deep learning
mechanismwith three different sentence transformers: xlm-r-
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FIGURE 1. Proposed semkey-BERT architecture diagram.

distilroberto, distilbert_base, and paraphrase_minilm_l6_v2,
respectively, for keyphrase strategies. This work has lever-
aged BERT model architecture and a multilayer transformer
encoder library with bidirectional self-attention. It addresses
self-attention, which can only operate in left or right in
the given Tweets. To compute semantic similarity, we use
sentence transformers as the embedding model. Finally,
we combine all the keyphrases obtained from three different
models as a single document, apply normalization and thresh-
old values and rank them using rank aggregation methods to
get the top k key phrases as shown in Fig1. The following
phases describe how three-sentence transformer models
select the candidate keyphrases and ranking methodology for
keyphrase extraction.

A. PRELIMINARIES FOR SEMKEY-BERT
Let X be a set of Twitter users. Let Y =

{{
ax,n

}Nx
n=1

}
xεX

be a collection of tweets generated by X , where Nx is the
overall count of tweets generated by user x and ax,n is
the nth tweet of user x.ax,n consists of sequence of words(
bx,n,1, bx,n,2, bx,n,3, . . . . . . , bx,n,Mx,n

)
whereMx,n is the total

count of words in ax,n. Let E =
{
ep
}P
p=1 be the collection

of embeddings extracted with BERT for N-gram phrases,
where P is the total number of embeddings extracted. We use
sentence transformer models that use cosine similarity to find
phrases most similar to the document. Let K= {kn, sn}Nn=1 be
the list of keyphrases, where sn is the score of each key phrase.
Min-MaxNormalization normalizes the scores obtained from

different models, and a threshold value is applied such that
we select only those keyphrases that satisfy the condition
(sn ≥ σ ).

B. PHASE I: PREPROCESSING
For extracting keyphrases, we must process the tweets. First,
we collect all the tweets made by the Twitter user for
a particular timeframe. The collected tweets, along with
the username and TweetId, are stored in a data frame.
We removed stop words, URLs, retweets, and case folding
to get clean and normalized tweets. We used NLTK (Natural
Language Toolkit) python library for preprocessing the
tweets, which removes Punctuations, tags, special characters,
and digits from the extracted tweets. In preprocessing, it uses
the NLP text processors such as tokenization, stemming, and
lemmatization.

C. PHASE II: CANDIDATE KEYPHRASE EXTRACTION USING
BERT AND SENTENCE TRANSFORMER
The primary task in keyphrase extraction is generating a
possible keyphrase candidate. Those candidates come from
the given datasets. In NLP applications, the N-gram model is
widely used to extract sequences of words, where N denotes
the number of words in a row. In this work, we use word-
based N-gram models with N=3 in Twitter data analysis.
The BERT model uses basic and powerful techniques for
extracting keyphrases. It creates embeddings for each word
into vectors to get a document-level representation. Then,
these embeddings from BERT input to three distinct sentence
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FIGURE 2. Architecture diagram of sentence transformer.

TABLE 1. Hyperparameter values used for sentence transformers.

transformers that use semantic similarity to find phrases most
similar to the document. The transformer model consists
of stacked layers where each layer contains a multi-head
attention layer succeeded by a position-wise feed-forward
network, as shown in Fig 2. In [24], the softmax function
normalizes the scaled value obtained for each keyphrase.
After applying softmax, all the values become positive and
add up to 1. The most similar phrases are that best describe
the entire tweets.

A vital part of successfully training a good model is to
get the hyperparameters right. Most pre-trained Transformer
models will converge and give good results if the hyperparam-
eter values are reasonable. Therefore, the values given below
are considered for the three-sentence transformer models we
used.

D. PHASE III: KEYPHRASE SCORING AND RANKING
The keyphrases fetched from three distinct sentence trans-
formers in Phase II were filtered to discard redundant sub
phrases. The key phrases have to be normalized based on
their scores as extracted from different models. The goal
of normalization is to change the scores of each keyphrase
to a standard scale without distorting differences in the

ranges of values. We applied Min-max normalization to
normalize the scores. Let x be the score of each key phrase.
Then the normalized score of x is given as described in
equation (1).

x ′ =
x − least(x)

most(x)− least(x)
(1)

where least(x) is the lowest score and most(x) is the
highest score of the keyphrases obtained in phase II. Now,
we eliminated those keyphrases whose scores are less than
a threshold value σ . To fetch only the phrases with high
scores to get more defined keyphrases eliminating the
insignificant ones. Let k denote keyphrases obtained after
normalization. To find the threshold value σ (k), we used the
average distance between occurrences of keyphrases d(k) and
standard deviation s(k) as described in the formula given
below.

d(k) =
(p1 − p0)+ (p2 − p1)+ . . .+ (pn+1 − pn)

n+ 1
, (2)

s(k) =

√√√√ 1
n− 1

n∑
i=0

((pi+1 − pi)− d (k)), (3)

Threshold value σ (k) =
s(k)
d(k)

(4)

where pi denotes the score of each keyphrase and n represents
the total count of keyphrases obtained. Then, we placed the
selected keyphrases in a pandas data frame and used the Rank
Aggregation method to rank the key phrases based on their
normalized scores. The following Algorithm 1 illustrates the
working principle of the Proposed semkey-BERT.

First, we give the dataset as an input. Then we call a
fit() function to learn vocabulary from our dataset. Once
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Algorithm 1 Keyphrase Extraction and Selection
Input: dataset containing preprocessed tweets
Output: 3 gram range phrases fetched

Step 1: Read the dataset;
Step 2: Check for candidates;

if candidate is None

—
– call fit() to learn vocabularies;

end
else

—
—

— set n gram range to 3;
call CountVectorizer class to transform
text to vector of token counts;

end
Step 3: Extract embeddings with BERT;
Step 4: Pass embeddings to sentence transformers;
Step 5: Combine Keyphrases in one document;
Step 6: for each of keyphrase xi do

—
— Call Min-Max Normalize(xi);

Return normalized score;
end

Step 7: Eliminate insignificant phrases: using threshold
value;

Step 8: for each keyphrase do

— Rank by normalized score;
end

Step 9: Sort the phrases by rank;
Step 10: return top_n keyphrases.

when vocabularies are learned, we create an instance of the
CountVectorizer class. It transforms corpora of text to a vec-
tor of term / token counts. We extract the embeddings using
BERT and fetch 3-gram keyphrases using the three-sentence
transformer models. Then, the scores of the keyphrases
are normalized, insignificant phrases are eliminated using
threshold value, and finally ranked based on the normalized
score to get the best keyphrases. Table 2 shows the top 10
keyphrases extracted with their normalized score from five
real-time datasets.

IV. RESULT AND DISCUSSION
A. DATA SET DESCRIPTION
We carried out the experiments out on the real-time Twitter
datasets. Twitter users convey their message in 140 characters
and can connect with some topics using the shortened or
joined words or word groups called hashtags, which start with
the ‘‘#’’ character. In this way, their tweets can be listed in
a general search of a particular hashtag[32]. We collected
tweets related to the following hashtags Tokyo Olympics
2021, National Education Policy, cybercrime, human rights,
and covid-19. To extract tweets fromTwitter API, we used the
python Tweepy library. To use Twitter API, first, we created a
Twitter Developer account. Then after creating an app, we got
our API Keys and Access Tokens, which helped us retrieve
data from Twitter. We used specific keywords that are related
to the topic to fetch the tweets. Every dataset uses a timeframe

TABLE 2. TOP 10 keyphrases from each dataset.
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TABLE 2. (Continued.) TOP 10 keyphrases from each dataset.

TABLE 3. Datasets used in proposed Semkey-Bert model.

using since and until parameters to extract the tweets. Only
the essential information such as theDatetime, Tweet Id, Text,
Username kept in a data frame. We validate our proposed
semkey-BERT model with the datasets mentioned above of
varied topics—Table 3 below shows the number of tweets
collected and the size of each dataset.

B. EXPERIMENTAL RESULTS AND COMPARISON
We employed three pre-trained sentence transformer models
for extracting N-gram keyphrases from the real-time datasets.
First, we used a distilbert-base transformer that consists of
768 hidden sizes, 12 hidden layers, 12 self-attention heads,
and 110M parameters. It runs 60% faster and has 40%
fewer parameters than Bert-base-uncased as measured on the
GLUE language understanding benchmark.

FIGURE 3. Comparison chart of computational time for three sentence
transformer.

Then we employed an xlm-r-distilroberto-base that maps
sentences and paragraphs to a 768-dimensional dense vector
space. Lastly, we used the paraphrase-MiniLM-L6-v2 model,
which is of size 80MB that has 384 hidden layers. It has a high
encoding speed of 14200 sentences per second on a V100
Graphics processing unit (GPU), clearly inferred from Fig 3.
The datasets collected were trained using the transformer
models mentioned above. Experiments are carried out on
google colaboratory notebooks that support GPU and Tensor
Processing Unit (TPU) instances, making it a perfect tool
for deep learning and data analytics enthusiasts because of
computational limitations on local machines. The maximum
capacity of RAM is 12.69 GB, and the disk space is
107.72 GB. Google Colab Pro provides even additional
memory and disk space. The graph given below shows the
computational time of 3 models on the five preprocessed

We used Precision, Recall, F1-score, Accuracy, and Error
rate as described in equations 5 to 9 to evaluate the models’
performance.

Precision =
TP

TP+ FP
(5)

Recall =
TP

TP+ FN
(6)

F1 - Score =
2 ∗ Precision ∗ Recall
(Precision+ Recall)

(7)

Accuracy =
TP+ TN

TP+ FP+ TN + FN
(8)

Error rate =
FP+ FN

TP+ FP+ TN + FN
(9)

where TP, TN, FP, and FN are truly positive, true negative,
false positive, and false negative, respectively. The obtained
results for each dataset are shown from Table 4 to Table 8.

From the Tables 4-8, we can infer that the average
F1-score of all datasets for semkey-BERT is nearly 28 percent
higher than other models. Moreover, our proposed model has
good Accuracy of more than 75 percent for all the datasets
and a low error rate compared to other models. Therefore,
the proposed semkey-BERT outperforms the other three-
sentence transformer models.
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TABLE 4. Dataset–Tokyo olympics.

TABLE 5. Dataset–NEP.

TABLE 6. Dataset–cybercrime.

TABLE 7. Dataset–humanrights.

We have already evaluated the proposed semkey-BERT
using the F1 score. Now, to assess the quality of predicted
keyphrases, F-measure may not be an ideal one. The
keyphrases obtained can receive a low score for F1-measure
and Accuracy though they are semantically similar to the
author assigned phrases. However, the key phrases have to
be scored for predicting something close to standard gold
phrases. Thus, to evaluate the quality of keyphrases, we go
with the Greedy Matching approach.

For every predicted keyphrase, we calculated the cosine
similarity scores against each key phrase in the set of author-
assigned phrases in the first stage. We then took the highest
of all measured cosine-similarity scores for each predicted
keyphrase in the next stage, and it must correlate to the top
similar keyphrase in author-assigned phrases. Now all the

TABLE 8. Dataset–covid-19.

TABLE 9. GM(p,au) values of each model for five datasets.

TABLE 10. GM(au,p) values of each model for five datasets.

predicted keyphrases scores are averaged to get a final score.

GM(p,au) =

∑m
k=1 score(pk , au)

m
(10)

where m is the total count of predicted keyphrases, GM is
the scoring function of the Greedy Matching approach,
p and au are the collection of predicted and author-assigned
keyphrases, respectively. Table 9 below gives the score
assigned by GM(p,au) to the proposed semkey-BERT and the
sentence transformer models for all datasets.

But, the above scoring is asymmetric. The reason is that
the value obtained from GM(p,au) need not be the same
as GM(au,p). Thus, for asymmetric scoring, we used the
following formula [23].

S = GM(p,au)+ GM(au,p) (11)

S_GM(p,au) =
S
2

(12)

There is one more advantage of symmetric scoring. If we
useGM(p,au) alone, themodel will receive amaximum score.
However, only one keyphrase in the predicted collection
matches perfectly with just one author assigned keyphrase,
among various other gold keyphrases which weren’t
predicted.

Likewise, suppose GM(au,p) is used alone. In that case,
it gives a high score to the model, although only one author

165258 VOLUME 9, 2021



R. Devika et al.: Deep Learning Model Based on BERT and Sentence Transformer

TABLE 11. S_GM(p,au) values of each model for five datasets.

FIGURE 4. Comparison of different models using precision.

assigned keyphrase that matches remarkably with hardly one
predicted phrase, amidst several other expected key phrases,
which do not match with gold. These drawbacks are resolved
using S_GM(p,au). Table 10 and Table 11 shown below
give the score assigned by GM(au,p) and S_GM(p,au) to the
proposed semkey-BERT and the sentence transformermodels
for all datasets, respectively.

From Table 11, we infer that semkey-BERT gets a
good score for all the datasets for the Greedy Matching
approach compared to other models. So, this implies that the
keyphrases obtained from the proposed semkey-BERT are
highly semantic similar to the ground truth keyphrases.

Now, we compare the proposed semkey-BERT with the
unsupervised models for keyphrase extraction. Statistical
models like the TfIdf, KPMiner, Yet Another Keyword
Extractor (YAKE), Rapid Automatic Keyword Extraction
(RAKE), and Graph-based models [34] like TextRank,
SingleRank, TopicRank, TopicalPageRank, PositionRank,
MultipartiteRank are some of the unsupervised models.

Figure 4 above shows the variation in the Precision for the
proposed semkey-BERT against other unsupervised models.
The plot implies that the average Precision of all datasets for
semkey-BERT is nearly 30 percent higher than other models.

Figure 5 shows the variation in the Recall for the proposed
semkey-BERT against other unsupervised models. From the
plot, it is evident that average Recall of all datasets for
semkey-BERT is almost 20 percent higher than other models.

Figure 6 shows the variation in the F1-score for the
proposed semkey-BERT against other unsupervised models.
The result implies that the average F1-score of all datasets for
semkey-BERT is nearly 30 percent higher than other models.

Figure 7 shows the variation in the Accuracy for the
proposed semkey-BERT against other unsupervised models.

FIGURE 5. Comparison of different models using recall.

FIGURE 6. Comparison of different models using F1-score.

FIGURE 7. Comparison of different models using accuracy.

From the results, it is evident that average Accuracy of all
datasets for semkey-BERT is almost 20 percent higher than
other models.

We can infer that PositionRank and YAKE models give
many redundant keyphrases. The key phrases are not so
defined, i.e., they have more repeated words in their phrases.
For large datasets, these models did not produce good results.
Moreover, we understand that YAKE and PositionRank
models didn’t use semantic similarity approach to fetch
keyphrases. But semkey-BERT had well-defined and diverse
phrases even for large datasets. Thus, the proposed semkey-
BERT model outperforms other unsupervised models.

V. CONCLUSION
In this work, we represented a deep learning model
for extracting keyphrases from five different Twitter big
social data datasets. We have carried out the state-of-the-
art BERT with a three-sentence transformer model for
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keyphrase extraction. After extracting candidate keyphrases,
we employed rank aggregation methods to extract the key
phrases with top scores. The resultant keyphrase is unique,
andwe usedmin-max normalization and threshold to increase
the diversity in the selected keyphrases. The proposed
semkey-BERT model yield outperforms on five Twitter
datasets. From this time forth, we aim to expand our work
by considering the N-gram range. We believe, in the future,
to identify the optimal BERT-based fine-tuning deep learning
model for keyphrase extraction to improve our keyphrase.
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