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ABSTRACT The Traveling Salesman Problem (TSP) is a combinatorial optimization problem that is useful
in a number of applications. Since there is no known polynomial-time algorithm for solving large scale TSP,
metaheuristic algorithms such as Ant Colony Optimization (ACO), Bee Colony Optimization (BCO), and
Particle Swarm Optimization (PSO) have been widely used to solve TSP problems through their high quality
solutions. Several variants of PSO have been proposed for solving discrete optimization problems like TSP.
Among them, the basic algorithm is the Swap Sequence based PSO (SSPSO), however, it does not perform
well in providing high quality solutions. To improve the performance of the swap sequence based PSO, this
paper introduces an Enhanced Swap Sequence based PSO (Enhanced SSPSO) algorithm by integrating the
strategies of the Expanded PSO (XPSO) in the swap sequence based PSO. This is because although XPSO
is only suitable for solving continuous optimization problems, it has a high performance among the variants
of PSO. In our work, the TSP problem is used to model a package delivery system in the Kuala Lumpur
area. The problem set consists of 50 locations in Kuala Lumpur. Our aim is to find the shortest route in the
delivery system by using the enhanced swap sequence based PSO. We evaluate the algorithm in terms of
effectiveness and efficiency while solving TSP. To evaluate the proposed algorithm, the solutions to the TSP
problem obtained from the proposed algorithm and swap sequence based PSO are compared in terms of the
best solution, mean solution, and time taken to converge to the optimal solution. The proposed algorithm
is found to provide better solutions with shorter paths when applied to TSP as compared to swap sequence
based PSO. However, the swap sequence based PSO is found to converge faster than the proposed algorithm
when applied to TSP.

INDEX TERMS Metaheuristics, optimization problem, particle swarm optimization, swarm intelligence,
traveling salesman problem.

I. INTRODUCTION
The Traveling Salesman problem (TSP) is a combinato-
rial optimization problem which consists of finding the
minimum distance tour of n cities, starting and ending at
the same city and visiting each city exactly once. TSP
can be applied in multitudinous areas such as Mathemat-
ics, Computer Science, Operation Research, Genetics, Engi-
neering, and Electronics [1]. Examples of its application
include the machine scheduling problem, cellular manu-
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facturing, arc routing problem, frequency assignment prob-
lem, and matrices structuring [1]. It has also been applied
in X-Ray crystallography, computer wiring, and vehicle
routing [2].

TSP is an NP-complete combinatorial problem, whereby
large-scale TSP cannot be solved using any polynomial-time
algorithm, hence there is a need for heuristic and metaheuris-
tic algorithms to solve the problem though the solutions
may not necessarily be optimal [3]. These algorithms aim
at finding a suitable solution in a polynomial time by using
local searches in the problem search space and some random
alterations [4].
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Recently, the use of Swarm Intelligence (SI) to solve TSP
has escalated tremendously. SI consists of set of algorithms
that solve problems by building multi-agent systems based
on the interactions of a population of biological organisms
such as insects or animals. This is inspired by the fact that
simple organisms are able to coordinate and execute complex
tasks successfully [5]. Having a self-learning capability and
being able to adapt to external variations, these algorithms are
successfully applied in multifarious areas including engineer-
ing, data mining, optimization, computational intelligence,
business planning, bioinformatics, and industrial applica-
tions [6]. Examples of some real-world applications are
navigation control, interferometry, planetary motion sensing,
micro-robot control, malignant tumor detection, and control
and image processing technologies [6]. They are also used
in transportation and logistics, job-shop scheduling, swarm
robotics, and optimal design of energy systems [7].

A manifold of SI algorithms such as Ant Colony Opti-
mization (ACO), Bee Colony Optimization (BCO), Particle
Swarm Optimization (PSO), and their variants have been
successfully used to solve TSP through high quality solu-
tions [8]. PSO is a type of SI algorithm that is based on social
interactions between entities and were first inspired by bird
flocks [9]. PSO consists of a number of particles placed in
the search space of a particular problem or function. Based
on its current location, each particle evaluates the objective
function, and its movement through the search space is deter-
mined using its own current and best locations combined
with those of one or more members of the swarm. After a
number of iterations, the whole swarm is likely to reach an
optimumof the fitness function. PSO is used to solve amyriad
of optimization problems such as constrained optimization
problems, min-max problems, and multi-objective optimiza-
tion problems [10]. It is used in areas such as communication
and radar systems [11], machine learning [12] and cryptogra-
phy [13], [14].

The central capability of PSO is the ability of particles
communicating with each other in order to reach the final
solution. PSO has been successfully used to solve many
optimization problems and attempts to improve its perfor-
mance have resulted in a considerable amount of PSO vari-
ants. These variants usually focus on the adjustment of the
parameters and the learning models. However, since these
improvements are overly dependent on knowledge discovery
of each particle, the entire population lacks of intelligence
to tackle complex situations [15]. This results in the PSO
variants still prone to getting trapped in local optima, unable
to achieve high accuracy, and having a slow convergence
speed while solving optimization problems such as the TSP.

Xia et al. [15] proposed an expanded PSO (XPSO) with
three strategies to enhance the performance of PSO while
solving optimization problems. This algorithm has been
tested on benchmark functions from the CEC’13 test suite.
The strategies include learning of each particle from both the
global and local exemplars, assigning a forgetting ability to
particles, and adjusting the acceleration coefficients of parti-

cles based on the population’s experience. According to their
experiments, the XPSO algorithm is more effective in solving
different types of functions and it has a higher accuracy and
faster convergence speed. However, since it caters for contin-
uous optimization problems, discrete optimization problems
cannot be solved using XPSO. Considering its potential, this
paper employs the strategies of XPSO in enhancing a variant
of PSO which caters for discrete optimization problems such
as TSP.

The original PSO algorithm and multiple of its variants
including the XPSO algorithm are suitable for solving only
continuous optimization problems. To cater for discrete opti-
mization problems like TSP, several variants of PSO have
been proposed, among which, the original Swap Sequence
based PSO (SSPSO) algorithm [16]. However, it does not
have a high performance since it produces low quality solu-
tions [17].

In order to improve the performance of the original
swap sequence based PSO, our main contribution in this
paper is an Enhanced Swap Sequence based PSO (Enhanced
SSPSO) algorithm in which we integrate the strategies of
the Expanded PSO (XPSO) with the original swap sequence
based PSO.

The enhanced swap sequence based PSO has been applied
to a TSP problem which models a package delivery system in
Kuala Lumpur area. The problem set consists of 50 locations
in Kuala Lumpur. Our aim is to find the shortest route in the
delivery system by using the enhanced swap sequence based
PSO. The new algorithm is found to bemore effective than the
original swap sequence based PSO in providing better quality
solutions. However, it is less efficient than the original swap
sequence based PSO as it takes more time to converge to the
global optimal solution.

The remainder of this paper proceeds as follows. Section II
presents the related work of improving PSO and its vari-
ants, Section III presents and explains the Swap Sequence
based PSO (SSPSO), Section IV presents and explains the
Expanded PSO (XPSO), Section V presents the proposed
Enhanced Swap Sequence based PSO (Enhanced SSPSO),
Section VI presents the experimental results and analysis, and
finally Section VII concludes with some directions of future
work.

II. RELATED WORK
In this section, we present some previous works which
improve the performance of PSO while solving TSP.

In [18], [19], and [20], some methods are proposed for
improving the swap sequence based PSO and they are applied
to TSP.

A PSO with Partial Search and Swap Operator (PSOPS)
is proposed in [18]. The objective is to obtain a better solu-
tion while solving TSP using the swap operator based PSO
by applying a partial search. For the PSOPS algorithm, the
velocity is calculated using the same velocity update formula
used in PSO, however this velocity is considered as a tentative
velocity. The Swap Operators (SOs) are then applied on

VOLUME 9, 2021 164821



B. A. S. Emambocus et al.: Enhanced Swap Sequence-Based Particle Swarm Optimization Algorithm to Solve TSP

each particle using this tentative velocity and tour cost is
calculated. The best solution among all the solutions found
is then chosen to be the next solution and the final velocity is
calculated. The PSOPS algorithm is applied to solve six TSP
problems and the results are compared to those of Genetic
Algorithm (GA), and PSO. The results show that the proposed
algorithm provides better solutions that is the minimal tour
cost than both GA, and PSO.

In [19], an improved enhanced self-tentative (IEST) PSO
algorithm for TSP is proposed. The goal is to improve the
performance of the PSO algorithm in terms of finding better
solutions while solving TSP problems consisting of more
than 30 cities. The IEST PSO is based on the idea of single
node adjustment, enhanced from the individual self-tentative
method. It introduces an additional adjustment method based
on the subsequence which is carried out after the single node
adjustment for each particle. The IEST PSO algorithm is
tested using instances from the TSPLIB and according to the
results, it has a 90% chance of finding the global optimum for
TSP problemswith less than 50 cities. For TSP problemswith
greater number of cities, the IEST PSO algorithm produced
better results as compared to the enhanced self-tentative PSO
algorithm.

In [20], a hybrid algorithm based on the swap sequence
based PSO, ACO and K-opt operation is proposed for solving
TSP. In the proposed algorithm, ACO is first used to generate
an initial set of solutions which is then used to initialize the
swarm for PSO. The PSO algorithm then finds the optimal
TSP path using the method of swap sequence. The 3-opt
operation is used whenever the position of a particle remains
stagnant over a number of operations. The hybrid algorithm is
tested using benchmark TSP problems from the TSPLIB and
in most cases it provides either the optimal solution or solu-
tions which are close to the optimal solution. It also achieves
a higher accuracy and lower computational complexity as
compared to other algorithms such as SA-ACO-PSO, HACO,
and WFA with 3-opt.

In [21]–[23], and [24], the algorithms proposed, aim to
improve the performance of the discrete PSO. Discrete PSO
is another variant of PSOwhich handles discrete optimization
problems like TSP.

In [21], an improved PSO algorithm which consists of
self-adaptive excellence coefficients, Cauchy operator, and
3-opt, called SCLPSO is proposed to solve TSP. The aim is
to overcome the problems of premature convergence and low
accuracy, which is encountered by the discrete PSO algorithm
when solving TSP. The contributions include making each
edge of the TSP route able to adjust itself dynamically and
adaptively along the optimization process by adding heuristic
information in its static excellence coefficient, regulating
the inertia weight using Cauchy distribution density func-
tion, and incorporating the 3-opt local search technique. The
SCLPSO algorithm is applied to several classical cases from
TSPLIB, which is a text-based file format for storing graphs
used in studying instances of TSPs and related problems.
The results show that the SCLPSO algorithm has a bet-

ter performance as compared to the PSO algorithm while
solving TSP.

In [22], a discrete comprehensive learning PSO algorithm,
called D-CLPSO, is proposed for solving TSP. The objective
is to prevent premature convergence to local optima, which is
often encountered by PSO while solving TSP and to balance
its intensification and diversification. The D-CLPSO algo-
rithm uses a novel flight equation that consists of learning
from the personal best of each particle and as well from
features of the problem, a lazy velocity that consists of calcu-
lating the velocity in a dimension only when needed, an eager
evaluation that consists of evaluating solutions immediately
after the velocity component is applied, and a Metropolis
acceptance criterion that is used to determine whether to
accept newly produced solutions. The D-CLPSO algorithm
is tested using four TSP problems from the TSPLIB and its
performance is compared to other PSO based algorithms, and
other swarm intelligence algorithms. The D-CLPSO algo-
rithm is found to have a competitive performance.

A hybrid Discrete Particle Swarm Optimization (DPSO)
and Brain Storm Optimization (BSO) for solving TSP, called
BSO-DPSO, is presented in [23]. The objective is to combine
the exchange operator from discrete PSO and the inversion
idea from chromosome structure for solving TSP. In the BSO-
DPSO algorithm, the creating operator of BSO is changed so
as tomake it suitable for discrete problemswhereby the inver-
sion mutation operator of BSO is used for local search and the
random insertion of BSO is used to introduce diversity and
randomness in the search process. The BSO-DPSO algorithm
is tested on Oliver30, EIL51, and ST70 from TSPLIB and the
results are compared to those of GA, DPSO-2opt, Chaotic
DPSO and Direction-Coordinating Ant Colony Optimization
(DCACO). The BSO-DPSO algorithm achieves better results
than GA, DPSO-2opt, and Chaotic DPSO and it has a higher
convergence rate than DPSO-2opt.

A novel discrete PSO based on dissipative structure theory,
DDPSO, is proposed in [24]. The objective is to overcome the
low convergence rate of discrete PSO and to prevent local
optima. The inertia coefficient is set based on dissipative
structure theory to increase the accuracy and convergence
speed and an operation operator is used to adjust the crossover
probability between particles, thereby increasing the popu-
lation diversity. The DDPSO algorithm is tested using four
TPS instances from TSPLIB and it is found to provide better
results than Ant Colony Genetic Algorithm (ACGA), Heuris-
tic Genetic information-based nt colony genetic algorithm
(HGI-ACGA) and New Ant Colony Algorithm (NACA).

In [25]–[29], and [30], the performance of the original PSO
algorithm is improved.

In [25], a hybrid algorithm that consists of a combination
of the Artificial Bee Colony (ABC) algorithm and the Particle
Swarm Optimization (PSO), called ABC-PSO, is proposed
to solve large-scale TSP. The objective is to improve the
performance of PSO by combining it with ABC in order
to avoid convergence to local optima while solving large-
scale TSP. The algorithm divides the population into two
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subgroups at each iteration and calculates the fitness of one
of the subgroups using the ABC algorithm and that of the
other using PSO while then determining the global optimal
adaptive value by comparing the fitness of the two subgroups.
The ABC-PSO algorithm is tested using the Oliver30 prob-
lem from TSPLIB in the MATLAB environment. The results
of the experiment show that both the convergence speed and
convergence precision of the ABC-PSO algorithm are better
as compared to the ABC and PSO algorithms.

A new improved PSO algorithm, AWIPSO, is proposed
in [26], which consists of a linearly descending inertia
weight, adaptively controlled acceleration coefficients, and
a random grouping inversion. It is applied for real-time
autonomous navigation of a USV in real maritime environ-
ment. The objective is to prevent PSO from being trapped
in local optima, to enhance its robustness, and to increase
the accuracy of solutions. The contributions include three
optimization techniques: linearly descending inertia weight,
adaptively controlled acceleration coefficients, and random
grouping inversion. In the AWIPSO algorithm, the inertia
weight is dynamically adjusted by linearly decreasing it over
iterations, the acceleration coefficients are changed linearly
in each iteration and a random grouping inversion is added,
whereby the swarm is divided into subgroups in which evo-
lution takes place independently. The AWIPSO algorithm is
tested using five TSP instances from TSPLIB. It is found that
the algorithm produces shorter path length, gives solutions
close to the known optimum, and ismore robust. However, the
algorithm takes more time to converge to the global optimum.

In [27], an improved PSO algorithm, OLIPSO, is pro-
posed which consists of an inverse learning strategy used
for initialization of the swarm and dynamically adjusting
inertia weight and learning factor. The objective is to improve
the global search ability, the convergence accuracy, and the
stability of the algorithm. The OLIPSO method combines
the opposition-based learning and improved particle swarm
optimization in which the inverse learning strategy is applied
to a single particle, the inertia weight of particles is grad-
ually decreased during the optimization process, hence the
learning factor gradually changes to increase the social ability
of particles during the iterations. The OLIPSO algorithm is
tested and compared to the Multiobjective PSO (MOPSO) as
well as improved PSO based on CAS theory and PSO. It is
reported that the proposed algorithm improves the accuracy
and stability of the PSO algorithm but its performance is
lower than MOPSO.

In [28], a Hybrid Improved PSO (IHPSO) algorithm which
makes use of the genetic operators and a probability strategy
is proposed. The objective is to reduce the complexity of
PSO and to improve its accuracy while solving TSP. The
probability strategy is used to better initialize the particles.
Moreover, the probabilistic crossover operator is used with
the Pbest particle and the deterministic crossover operator
is used with the Gbest particle. A directional mutational
operator is also used to increase the population diversity. The
IHPSO algorithm is tested using nine TSP instances from

TSPLIB and it is found to provide better solutions than the
Hybrid PSO, genetic algorithm, simulated annealing and tabu
search.

In [29], a multi-subdomain grouping based PSO (MSG-
PSO) is proposed for solving TSP. The objective is to improve
the computing efficiency of PSO while solving small and
medium-sized TSP, increase the population diversity and pre-
vent local optima. It combines themulti-subdomain grouping,
the improved mutation-based PSO, and the simplified 4-opt
local search strategy to improve the performance of PSO
while solving TSP. TheMSGPSO algorithm is tested using 10
TSP instances from TSPLIB. It is found to be effective for
small and medium sized TSP problems in terms of accuracy
and computing efficiency.

A hybrid algorithm called Ant supervised by Gravitational
Particle Swarm Optimization with Local Search (PSOGSA-
ACO-LS) which combines Gravitational PSO (GPSO) and
ACO with local search mechanism is proposed in [30] for
solving TSP. In the (PSOGSA-ACO-LS) method, the num-
ber of PSO particles represent the ACO instances while the
solution and route length provided by the ACO algorithm are
used as the fitness of the GPSO which is used to update its
particles. The PSOGSA-ACO-LS is tested using eight TSP
instance from the TSPLIB. It provides best known solutions
for two instances, better solution than PSO-ACO-3opt for
four instances and better solution thanACO-ABC for all eight
instances. However, its computation cost is found to be higher
than PSO.

Table 1 shows the related works in terms of the original
algorithm that they improve, their objectives, the method they
employ, and the algorithm proposed.

III. SWAP SEQUENCE BASED PSO
The Particle Swarm Optimization (PSO) algorithm was orig-
inally developed to solve continuous problems such as func-
tion optimization and it has been successfully used to tackle
various optimization problems. However, the PSO algorithm
had to be modified in order to solve discrete optimization
tasks such as TSP and numerous variants of PSO have
been developed to solve TSP [17]. Among them, the swap
sequence based PSO [16], which is the basic and the pioneer
method to solve TSP by transforming the PSO operations of
function optimization to be suitable for TSP [17]. Hence, the
swap sequence based PSO has been chosen to integrate the
strategies of the XPSO algorithm to solve TSP in order to
improve the performance of the basic PSO algorithm used
for solving TSP. The swap sequence based PSO algorithm is
also used to compare the performance of the new proposed
algorithm applied in TSP.

The swap sequence based PSO algorithm uses the same
concept of the PSO algorithm but with the feature of swap
sequence. In the swap sequence based PSO, the position of
a particle represents a complete TSP tour and the velocity is
a sequence of swap operators which is used to change the
tour towards a new tour. A swap operator contains a pair of
indices which indicates that the two cities represented by the
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TABLE 1. Comparison of related works.

two indices may swap in a tour when the swap operator is
applied on a solution. For example, for a solution S = (1, 3,
5, 2, 4) and swap operator SO(1, 2): S′ = S + SO(1, 2) = (1,
3, 5, 2, 4) + (1, 2) = (3, 1, 5, 2, 4).

The swap sequence based PSO algorithm makes use of the
same steps as the canonical PSO algorithm which includes
initialization of the particles, update of the velocity and the
position of the particles, update of the personal best and
global best solutions and finally taking the global best solu-
tion as the outcome when the population has converged to the
global optimal solution.

Fig. 1 shows the pseudocode of swap sequence based PSO
and Fig. 2 shows its flowchart.

A. INITIALIZATION
Each particle in the population gets a random solution which
is represented by a list of cities and a random velocity, that is
a random sequence of swap operators.

B. VELOCITY UPDATE
The velocity of each particle is updated using (1).

Vt = Vt−1 ⊕ r1(Pbest 	 Xt−1)⊕ r2(Gbest 	 Xt−1) (1)

r1 and r2 are random numbers between 0 and 1, Pbest and
Gbest are the personal best solution the particle and the global
best solution of the population respectively andXt−1 andVt−1
are the position of the particle and the velocity of the particle
in the previous iteration respectively.

In this equation, the operator ‘⊕’ means that the two swap
sequences are merged to form a new swap sequence. For
example, for swap operators, SO1 = (1, 2) and SO2 = (2, 3),
SO1 ⊕ SO2 = ((1, 2), (2, 3)). Moreover, the subtraction of
two positions, in this case (Pbest 	 Xt−1) and (Gbest 	 Xt−1),
produces a velocity, that is a swap sequence. The ‘	’ operator
indicates the subtraction of two TSP paths. For example,
for positions, X1 = 1, 2, 3, 4 and X2 = 1, 4, 3, 2, X1 	
X2 = SO(2, 4). r1 denotes the probability that all the swap
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FIGURE 1. Swap sequence based PSO pseudocode.

operators in the swap sequence (Pbest 	 Xt−1) are used and
r2 denotes the probability that all the swap operators in the
swap sequence (Gbest 	 Xt−1) are used.

C. POSITION UPDATE
The position of the particles is then updated using (2). The
‘⊕’ operator means that the swap sequence of Vt acts on
solution Xt−1, which is a TSP path, to get a new solution,
that is a new TSP path. For example, for a TSP path, X =
1, 2, 3, 4 and swap sequence, S = SO(1, 2), SO(2, 3), X ⊕
S = 2, 3, 1, 4. This means that each swap operator is S is
applied sequentially on X and each swap operator indicates
that the positions of the two cities indicated by the swap
operator will swap to produce a new TSP path.

Xt = Xt−1 ⊕ Vt (2)

Xt−1 is the position of the particle in the previous iteration
and Vt is the current velocity of the particle.

D. UPDATE OF PERSONAL AND GLOBAL BEST
After updating the position of a particle using (2), the position
is compared to its personal best solution and the personal best
solution is updated if the current solution is better. It is also
compared to the global best solution which is also updated if
the current solution is better.

IV. EXPANDED (XPSO) ALGORITHM
The Expanded PSO (XPSO) algorithm is a variant of PSO
which has been recently proposed by [15]. The literature
has shown that XPSO generally improves the performance
of the canonical PSO algorithm due to its three strategies:
(1) forgetting ability assigned to particles, (2) adjustment of
acceleration coefficients based on the population’s experi-
ence, and (3) inclusion of both the global and local exemplars
for the learning part of the particles.

The XPSO algorithm makes use of the general steps of
the PSO algorithm, namely initialization, velocity update,

FIGURE 2. Swap sequence based PSO flowchart.

position update, and update of the personal and global best
positions.

Fig. 3 shows the pseudocode of the XPSO algorithm and
Fig. 4 shows its flowchart.

The forgetting ability for each particle is first calculated
before themain loop of iteration. The forgetting ability, multi-
ple exemplars and acceleration coefficients are then included
in the velocity update formula of the PSO algorithm which is
then changed to the following equation (3).

Vt=Vt−1+cp.r1 (Pbest−Xt−1)+cl.r2((1− fi)Lbest − Xt−1)

+ cg.r3((1− fi)Gbest − Xt−1) (3)

where cp, cl and cg are three acceleration coefficients denot-
ing the learning weights for the personal best, local best and
global best exemplars respectively. r1, r2and r3 are random
numbers between 0 and 1. fi is the forgetting ability of the
particle. Xt−1 and Vt−1 are the position of the particle and the
velocity of the particle in the previous iteration respectively.

The position update formula used is the same as the origi-
nal PSO algorithm which is the following equation (4).

Xt = Xt−1 + Vt (4)
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FIGURE 3. XPSO pseudocode.

In XPSO, a consecutive generations-stagnancy of the
global best solution, StagGB is used.When the global best par-
ticle is stagnant, that is it does not improve in a generation, the
value of StagGB is increased by 1 else it is set to 0. If StagGB
is larger than Stagmax , it means that the population is trapped
in a deep local optimum. Therefore, the forgetting ability for
each particle is recalculated, the acceleration coefficients are
adjusted, and the local best topology is reselected so as to
enable the population to fly out of the local optimum.

A. FORGETTING ABILITY
Forgetting is a universal biological phenomenon which bal-
ances the encoding and consolidation of new information by
removing some information which are no longer useful. This
forgetting ability has been beneficial for numerous algorithms
solving various problems and it is believed that the differ-
ent learning capabilities caused by the forgetting ability can
increase genetic diversity, which will be advantageous for the
evolution of species. This has inspired the inclusion of the
forgetting ability to PSO.

In XPSO, the forgetting ability is included in the velocity
update formula. When the velocity of a particle is updated,
the particle forgets some information from its social learning
exemplars based on its own characteristics. This diversifies
the behavior of the population, which in turn increases its
exploration. The forgetting ability depends on the familiarity
of two particles. The greater the distance between two parti-

FIGURE 4. XPSO flowchart.

cles, the lower is the degree of familiarity and the forgetting
ability should be greater. The forgetting ability of a particle
depends on the distance between that particle and the global
best particle. Firstly, the difference between the position of a
particle and that of the global best particle is calculated based
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on the following equation (5).

dist i = Xi − gb (5)

where Xi represents the ith particle and gb represents the
global best particle. The particles are then sorted in ascend-
ing order by values of dist i such that the sorted population
P = X1,X2, . . .XN satisfies the condition dist1 < dist2 <
. . . distN . The forgetting ability of each particle is then calcu-
lated using equation (6).

fi =

{
ei/N · (max(x)− min(x)) · 0.05, i > bN · pc
0, otherwise

(6)

wheremax(x) andmin(x) are the maximum and the minimum
values of the entire population x. N is the total number of
particles and p is a real number in the interval [0, 1].

From equation (6), it can be seen that during the initial
iterations where (max(x) − min(x)) tends to be large, the
particles have a greater forgetting ability which is beneficial
for exploration while during later iterations when (max(x)−
min(x)) is small, the forgetting ability of the particles is
much less which is beneficial for exploitation. Hence, this
forgetting ability balances the exploration and exploitation of
the population, thereby allowing it to converge to the global
optimum quickly.

B. ACCELERATION COEFFICIENTS
The XPSO algorithm uses three acceleration coefficients,
cp, cl, and cg denoting the learning weights for the per-
sonal best, local best, and global best exemplar for each
particle. Unlike the basic PSO algorithm, these accelera-
tion coefficients are unique for each particle, and they are
adaptively adjusted based on the historical knowledge of
some elite particles in the population. In order to adjust the
acceleration coefficient of a particle, three real values are
randomly generated using Gaussian distribution functions
N (µ1, 0.12),N (µ2, 0.12), and N (µ3, 0.12) and are assigned
to cp, cl and cg respectively. The values of µ1, µ2, and µ3,
are updated according to the summation of corresponding
parameters of elite particles in the population. The update rule
is defined as formula (7):

µk ← (1− n) · µk + n · avg(〈µelitek 〉), 1 ≤ k ≤ 3 (7)

where n denotes the learning weight for knowledge from
elite particles and µelitek represents a set of µk of the elites.
n determines the degree to which µk of the next generation
is influenced by the elites’ experience. If n = 0, historical
information of the elites is ignored and thus has no effect on
the adjustment of µk . On the other hand, if n = 1, a particle
ignores its own experience and the new value for µk depends
only on the elite particles. The sum of µk is initially set to
approximately equal to 4.0 since it is a popular rule in PSO to
consider the sum of two acceleration coefficients as 4.0 [15].
Hence, at the initial evolutionary stage, µ1 = µ2 = µ3 =

1.35 is used. The acceleration coefficients are recalculated
whenever the StagGB becomes greater than Stagmax .

C. MULTIPLE EXEMPLARS
The learning model of the basic PSO algorithm is usually
classified as either global best or local best in which a particle
learns from the experience of the entire population or from its
local neighbour’s experience respectively. However, choos-
ing an optimal static learning model beforehand is often diffi-
cult since the optimization process is dynamic and each of the
learning model has its own advantages. Hence, in the XPSO
algorithm both the global best and local best exemplars are
included in the learning part of each particle so as to improve
the social-learning part of the algorithm. In order to reselect
the Local PSO topology for the population, the StagGB is
used again. When StagGB becomes greater than Stagmax , the
population randomly reselects a new local PSO topology. All
particles in the population are assigned a random permuted
order of numbers and each particle selects its left and right
particles as its neighbours.

V. ENHANCED SWAP SEQUENCE BASED PSO
In this paper, the swap sequence based PSO is enhanced
by using the strategies of the XPSO algorithm, namely, the
forgetting ability for the particles, the adjustment of the accel-
eration coefficients based on the population’s experience and
the inclusion of both the global and local exemplars for the
learning part of the particles.
The velocity and the position of the particles are updated

using the method of swap sequence described in the swap
sequence based PSO. In order to include the forgetting ability,
multiple exemplars and acceleration coefficients in the swap
sequence based PSO algorithm, the velocity update formula
in (1) is changed to the following equation (8).

Vt = Vt−1 ⊕ cp · r1 (Pbest 	 Xt−1)⊕ cl · r2((1− fi)Lbest
	Xt−1)⊕ cg · r3((1− fi)Gbest 	 Xt−1) (8)

where cp, cl, and cg are three acceleration coefficients denot-
ing the learning weights for the personal best, local best and
global best exemplars respectively. r1, r2, and r3 are random
numbers between 0 and 1. Pbest ,Lbest , and Gbest are the
particle’s personal best solution, local best solution, and the
global best solution of the population, respectively. Since a
solution in the enhanced swap sequence based PSO algorithm
is a TSP path, the Pbest ,Lbest and Gbest are TSP paths. fi is
the forgetting ability of the particle. Xt−1 and Vt−1 are the
position of the particle, which is a TSP path, and the velocity
of the particle, which is a sequence of swap operators, in the
previous iteration, respectively.
In equation (8), the operator ‘⊕’ means that the two

swap sequences are merged to form a new swap sequence
similar to the velocity update formula used in the swap
sequence based PSO. Also, the ‘	’ operator means that
two TSP paths are subtracted to produce a swap sequence
and hence the subtraction of two positions, in this case
(Pbest 	 Xt−1) , (Lbest 	 Xt−1) and (Gbest 	 Xt−1), produces
a velocity, that is a swap sequence. The ‘⊕’ and the
‘	’ operators have been discussed in the swap sequence
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FIGURE 5. Enhanced SSPSO pseudocode.

based PSO section. The multiplication of a constant by a
sequence of swap operators, in this case, (1− fi)× Lbest and
(1− fi)× Gbest , implies that the length of a swap sequence
is increased if the constant is greater than one, otherwise it is
truncated.
cp.r1 denotes the probability that all the swap operators in

the swap sequence (Pbest 	 Xt−1) are used, cl.r2 denotes the
probability that all the swap operators in the swap sequence
((1− fi)Lbest 	 Xt−1) are used and cg.r3 denotes the prob-
ability that all the swap operators in the swap sequence
((1− fi)Gbest	Xt−1) are used. (1− fi) determines how much
information is taken from (Lbest 	 Xt−1) and (Gbest 	 Xt−1).
The position update equation used is the same as in the

swap sequence based PSO, that is equation (2).
Fig. 5 shows the pseudocode for the enhanced swap

sequence based PSO and Fig. 6 shows its flowchart.
In the proposed enhanced swap sequence based PSO algo-

rithm, the initialization stage is as follows: first, the values
for µ1, µ2, µ3, StagGB, Stagmax , p, and n are set, similar to
the XPSO algorithm, the particles are then initialized with a
random solution, velocity, cp, cl and cg and then the forget-
ting ability of each particle is calculated. The random solution
for the enhanced swap sequence based PSO is a complete TSP
path and the random velocity is a sequence of swap operators.

In the main loop of optimization, the velocity and the
position of the particles are updated using the swap sequence
method according to equation (8) and (2), respectively. The

FIGURE 6. Enhanced SSPSO flowchart.

personal and global best positions are then updated by
comparing the cost of the personal and global best posi-
tions to the cost of the current position and the consecutive
generations-stagnancy of the global best solution, StagGB of
XPSO is used to determine whether the global best particle
is stagnant. In the enhanced swap sequence based PSO, the
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TABLE 2. Experimental parameters.

personal best position is the position of the particle represent-
ing the TSP path with the least cost, that is the best position
that a particle has found in all the iterations and the global
best position is the position of a particle in the population
which represents the TSP path with the least cost among all
the particles in the population. If the global best position does
not improve in an iteration, the value of StagGB is increased by
1 else it is set to 0 and when StagGB is larger than Stagmax , the
forgetting ability for each particle is recalculated, the acceler-
ation coefficients are adjusted, and the local best topology is
reselected similar to XPSO. This is to allow the population to
get out of the local optimum in which it has been trapped. The

local best topology of a particle consists of two neighbouring
particles. This is determined by assigning a random order for
all the particles in the population and then taking the right
and left particles as the neighbour of a particle. The local best
particle is then the one whose position represent the TSP path
with the least cost among the three particles. The value of
Stagmax used for the enhanced swap sequence based PSO is
15. This value is determined by experimental results where it
is found to provide the best results.

VI. EXPERIMENTAL RESULTS AND ANALYSIS
In this paper, the enhanced swap sequence based PSO algo-
rithm is applied to solve the Traveling Salesman Prob-
lem (TSP) in a package delivery system which consists of
50 locations in Kuala Lumpur. The goal is to reduce the
shipping cost for shipping companies by finding the most
efficient route that can be taken by a driver who is delivering
items from a shipping company. For comparison purposes,
the new algorithm and the original swap sequence based
PSO [16] are applied to the same TSP problem. The solutions
obtained from both the new algorithm and the original swap
sequence based PSO are recorded and compared in terms of
best solution, mean solution, and time taken to converge to
optimal solution.

A. EXPERIMENTAL SETUP
The test data representing a TSP problem that consists of
50 locations in Kuala Lumpur has been applied to both
the new algorithm and swap sequence based PSO. Both
algorithms were run 10 times. The number of iterations
and population size used for both algorithms are 100 and
20 respectively. The solutions obtained were recorded and
compared in terms of the cost of the mean solution, the best
solution, and the time taken to converge to optimal solution.
The solution obtained represent a complete TSP path, which
in this case is the route that can be taken by a vehicle,
and its cost is the total distance of the route in terms of
kilometers. The distance between two locations is taken as
the shortest distance that can be taken by a vehicle based on
Google Maps.

The test data was then changed to represent a TSP problem
consisting of 10, 20, 30, and 40 locations in Kuala Lumpur
respectively and each time the test data was applied to both
the new algorithm and the original swap sequence based PSO
and they were run 10 times. The solutions obtained were
recorded and compared in terms of the cost of mean solution,
the best solution, and the time taken to converge to optimal
solution. The population size for both algorithms was kept
at 20. The number of iterations was then changed to 50, 200,
300, 500, and 1000 and the experiments were repeated for 10,
20, 30, 40, and 50 cities.

Both the new algorithm and the swap sequence based
PSO were implemented using python programming language
and all experiments were conducted on a macOS Big Sur
operating system, 2.9 GHz Dual-Core Intel Core i5 CPU,
and 8 GB RAM.
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B. EXPERIMENTAL PARAMETERS
Table 2 shows the parameters used, their description, and their
values.

For Xt , Xt−1, Pbest , Lbest , and Gbest , the values shown are
examples of a TSP pathwhich can be obtained for the parame-
ters. Similarly, for Vt , and Vt−1, examples of a swap sequence
which can be obtained for the parameters are shown.

For cp, cl, and cg, the range of values which can be
obtained for the parameters is shown. This range is based
on the Gaussian distribution functions which is explained in
section IV-B. The range of values for r1, r2, and r3, is based
on the original PSO algorithm.

The value of fi shown is an example of the value which can
be obtained when it is calculated using equation 6. The values
for µ1, µ2, and µ3, have been taken from the continuous
XPSO algorithm in [15].

The values for p, n, and Stagmax used in this paper have
been determined by experimental analysis in order to get the
best solutions. The range of values for StagGB is then based
on Stagmax .

C. RESULTS AND DISCUSSION
Table 3 shows the comparison between the performance of
both the new algorithm and that of the swap sequence based
PSO when applied in TSP.

Fig. 7, 8, and 9 show the convergence curve of the swap
sequence based PSO and the enhanced swap sequence based
PSO for 100, 300, and 500 iterations respectively. These
graphs show the cost of the global best solution obtained
by the swap sequence based PSO and the enhanced swap
sequence based PSO at each iteration for one experiment,
thereby showing how the two algorithms converge to the
global best solution.

From Fig. 7, it can be seen that the enhanced SSPSO
algorithm converges at 20, 30, 60, 80, and 90 iterations for
10, 20, 30, 40, and 50 locations respectively.

Fig. 10 shows the cost of the mean solutions obtained
by swap sequence based PSO and enhanced swap sequence
based PSO when the number of iterations for both the
algorithms is changed from 50 to 1000. The mean cost is
obtained by conducting each experiment 10 times and then
taking the average cost obtained when the algorithms have
converged.

From Fig. 10, it can be seen that the mean cost obtained
by the enhanced SSPSO algorithm is always lower than that
obtained by the original SSPSO algorithm, even when the
maximum number of iterations is increased.

Fig. 11 shows the mean time taken by the swap sequence
based PSO and enhanced swap sequence based PSOwhen the
number of iterations is changed from 50 to 1000.

Fig. 12 shows the mean time taken by the swap sequence
based PSO and enhanced swap sequence based PSOwhen the
number of locations is changed from 10 to 50.

From the results, it can be seen that the new algorithm
provides better solutions as compared to the swap sequence

based PSO. In all test cases, that is a TSP problem consisting
of 10, 20, 30, 40, and 50 locations respectively, the cost of the
mean solution provided by the new algorithm is lower than
that provided by the swap sequence based PSO. This means
that the new algorithm provides shorter paths, which is better
solutions when solving each TSP instance defined as com-
pared to the swap sequence based PSO.When considering the
best solution which has been obtained from each algorithm
among the 10 runs, the new algorithm again provides a better
solution that is a shorter path than that provided by the swap
sequence based PSO in most cases. From the graphs as well,
it can be seen that the enhanced swap sequence based PSO
converge to solutions with lower costs as compared to the
swap sequence based PSO.

In terms of efficiency, the swap sequence based PSO is
found to be better than the new algorithm when applied to
TSP as the swap sequence based PSO algorithm takes less
time to converge to optimal solution for the TSP problems
defined.

Hence, it can be deduced that the new algorithm provides
better solutions than the swap sequence based PSO when
applied to TSP as the paths provided by the new algorithm
is shorter than those provided by the swap sequence based
PSO. However, the swap sequence based PSO is found to be
more efficient than the new algorithm applied in TSP as the
swap sequence based PSO takes less time to converge to its
optimal solution.

In the case of package delivery systems, the enhanced swap
sequence based PSO algorithm will be more advantageous
than the original SSPSO even if the enhanced SSPSO does
not provide a huge improvement in terms of the cost. This is
because the cost obtained shows the distance in kilometers
and reducing the distance that a vehicle undertakes on a daily
basis even by a few kilometers will considerably reduce the
fuel cost and the time taken to deliver the packages in the
long term. Moreover, even if the enhanced SSPSO algorithm
takes more time to obtain the optimal solution, this will not be
a major problem if the delivery system configures the route
before starting the journey.

Fig. 13 shows an example of the path provided by the
enhanced swap sequence based PSO algorithm when it is
applied to solve a TSP problem consisting of 20 locations
in Kuala Lumpur. For simplicity purposes, the path provided
for only 20 locations is shown. The Figure was made using
Google Maps. The path provided is as follows and the total
cost of this path is found to be 147:

1 → 13 → 19 → 5 → 6 → 14 → 8 → 3 → 10 →
9 → 7 → 17 → 20 → 4 → 12 → 2 → 15 → 18 →
16→ 11→ 1.

D. TECHNICAL ANALYSIS OF ALGORITHM
In this section, We present a technical justification about
the performance of the proposed algorithm by discussing the
effect of using the forgetting ability, the adaptive acceleration
coefficients, and the multiple exemplars.
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TABLE 3. Comparison of performance of proposed algorithm and swap sequence based PSO applied in TSP.

FIGURE 7. Performance of SSPSO and Enhanced SSPSO for 100 iterations.

1) EFFECT OF FORGETTING ABILITY
The original PSO algorithm and also its variants make use of
historical information which is a crucial part of the algorithm.

This is usually in the form of the personal best solution which
is the best solution which has been found by a particle and
the global best solution which is the best solution which
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FIGURE 8. Performance of SSPSO and Enhanced SSPSO for 300 iterations.

FIGURE 9. Performance of SSPSO and Enhanced SSPSO for 500 iteration.

has been found by the entire population. However, some of
these information might not be beneficial for updating the
position of a particle at some point. The forgetting ability of

the particles allow them to neglect some information which
are not beneficial while updating their positions. In terms
of the enhanced swap sequence based PSO applied to TSP,
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FIGURE 10. Cost of mean solutions given by SSPSO and Enhanced SSPSO.

FIGURE 11. Mean time taken by SSPSO and Enhanced SSPSO.

the forgetting ability allows the particles to neglect some
information from the local and global best exemplars. Hence,
while updating its position, a particle focuses on the bene-
ficial historical information from the local and global best
exemplars.

2) EFFECT OF ADAPTIVE ACCELERATION COEFFICIENTS
The enhanced swap sequence based PSO algorithm makes
use of acceleration coefficients which are adaptively tuned
so that they always have a favourable effect. Also, unlike
in the original PSO, each particle has its own acceleration
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FIGURE 12. Mean time taken by SSPSO and Enhanced SSPSO.

FIGURE 13. TSP path provided by enhanced SSPSO algorithm for 20 cities.

coefficient. These acceleration coefficients are adjusted based
on some elite particles from the population and hence the
useful knowledge of these particles are used when a particle
is updating its position. The acceleration coefficients are
adjusted whenever the value of StagGB becomes greater than

the value of Stagmax . This means that the global best solution
is not improving over a certain amount of iterations and
the acceleration coefficients are no longer effective. Hence,
by using the adaptive acceleration coefficients, it is ensured
that they always have a favourable effect in updating the
position of a particle.

3) EFFECT OF MULTIPLE EXEMPLARS
The original PSO algorithm and numerous of its variants usu-
ally make use of only one exemplar in addition to the personal
best exemplar; either the local best exemplar in which the
neighbourhood consists of some particles from the population
and the global best solution is determined based on these
particles or the global best exemplar in which the neigh-
bourhood consists of the whole population and the global
best solution is determined based on the whole population.
Since both of these exemplars have their own advantages, it is
difficult to determine which one will be the optimal one for a
specific problem [15]. Hence, by employing both of them,
the advantages of learning from both the local and global
exemplars are exploited.

VII. CONCLUSION AND FUTURE WORK
The traveling salesman problem is a discrete optimization
problem which is usually solved using heuristic and meta-
heuristic algorithms since large-scale TSP cannot be solved
using any polynomial-time algorithm. A number of swarm
intelligence algorithms and their variants including those of
the particle swarm optimization have been used to solve
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TSP by providing high quality solutions. Since the original
PSO algorithm caters for continuous optimization problems,
several of its variants have been proposed to cater for dis-
crete optimization problems like TSP, among which the swap
sequence based PSO is the pioneer one. However, it does
not have a high performance since it produces low quality
solutions.

In this paper, a new enhanced swap sequence based PSO
algorithm is proposed which uses the strategies of the XPSO
algorithm to improve the original swap sequence based PSO.
This is because although XPSO is only suitable for solving
continuous optimization problems, it has a high performance
among the variants of PSO. We have demonstrated the strate-
gies of the Expanded Particle Swarm Optimization (XPSO)
algorithm which includes learning of each particle from both
the global and local exemplars, assigning a forgetting ability
to particles and adjusting the acceleration coefficients of
particles based on the population’s experience in the swap
sequence based PSO in order to improve the performance of
the swap sequence based PSO.

From the results obtained, the new algorithm is shown to
provide better solutions than the swap sequence based PSO.
However, in terms of convergence rate, the swap sequence
based PSO is better since it takes a shorter time to converge
to the optimal solution than the new algorithm.

For future work, the technique of multidimensional PSO
can be included in the algorithm so that other parameters can
be taken into consideration. In this paper, the most efficient
route, which can be taken by a driver while delivering items
from a shipping company, is obtained by finding the shortest
route in terms of the distance. With multidimensional PSO,
other factors such as the traffic level, road condition, and
traffic lights can also be taken into account. Moreover, a tool
with a user interface can be proposed which implements
this algorithm and allows users to enter the locations by
themselves. After taking in the locations from the user via
the user interface, the algorithm is run to find the shortest path
which is then displayed to the user via the user interface.
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