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ABSTRACT Many adversarial attack methods have investigated the security issue of deep learning models.
Previous works on detecting adversarial samples show superior in accuracy but consume too much memory
and computing resources. In this paper, we propose an adversarial sample detection method based on pruned
models and evaluate four different pruning methods. We find that pruned neural network models are sensitive
to adversarial samples, i.e., the pruned models tend to output labels different from the original model when
given adversarial samples. Moreover, the pruned model has an extremely small model size and computational
cost. Based on the detection result, we further propose a simple but effective defense approach to identify
the true label of the adversarial sample. Experiments show that, on average, four different pruning methods
outperform the SOTA multi-model based detection method (64.15% and 73.70%) by 28.65% and 18.73%
on CIFARI10 and SVHN, respectively, with significantly fewer models used. The FLOPs of our structured
pruned model are only 49.41% and 25.62% of the original model. Our defense approach achieves 68.60%
and 72.03% average classification accuracy on CIFAR10 and SVHN, exceeding other advanced defense

methods.

INDEX TERMS Adversarial sample detection adversarial defense adversarial attack DNN model pruning.

I. INTRODUCTION

Though Deep Neural Networks (DNN) have achieved great
success in various applications, e.g., computer vision [1],
natural language processing [2], and speech recognition [3],
the existence of adversarial samples [4] undermines their use
in safety critical areas and raises public concern. The Machine
Learning (ML) community has proposed many approaches to
improve DNN robustness against adversarial samples, includ-
ing data augmentation [5], [6], adversarial training [7], [8],
and robust optimization [9]. These approaches can improve
the robustness of the model to a certain extent, but ask for
additional data and training, which cost intensive resources,
especially for those large models.

The other optional defense strategy is detecting adver-
sarial samples [10]. The ML community has observed that
adversarial samples are different from benign samples in
multiple aspects, including data distribution [11], [12], deci-
sion boundary [13], and neuron activating path [14]. The
model developer can distinguish adversarial samples by these
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characteristics and stop them from attacking the model. The
software engineering community proposes the concept of
DNN testing that aims to detect bugs in the DNN model [5],
[15], [16]. Adversarial samples are a kind of bug hidden in
the DNN model. One of these testing methods for detecting
adversarial samples is mutation testing [17]. It generates mul-
tiple models by randomly shuffling neuron weights, adding
noise to the weights, or inversing the activation state of
neurons. They find that the generated models are sensitive
to adversarial samples, which means the outputs of gener-
ated models are different from the original model. For an
unknown sample, through the label changes of generated
models, we can distinguish whether it is adversarial.

We argue that distinguishing adversarial samples using
multiple models is a more reliable strategy for adversarial
sample detection. [18] shows that many defense methods,
including improving model robustness or detecting adversar-
ial samples, are vulnerable to certain attacks. In extreme
cases, such as the attacker grabbing both model details
and defense strategy, these methods can be even circum-
vented [19]. Most of the detection methods evaluated in [19]
use indicators from a single model. Since the indicator comes
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from the victim model and the perturbation updated in the
attack also uses the output of the model or its gradient infor-
mation, it is possible to design an adaptive attack strategy
to circumvent these indicators [19] by adding constraints
in the attack objective. For the multiple-model method, the
indicator comes from various models, it is hard to guarantee
that the perturbation works on all the models.

However, mutation testing is barely practical because the
detection requires running dozens of models with almost the
same size as the original model. There are many redundant
parameters in a neural network, which do not contribute
much to reducing errors and generalizing the network during
training [20]. Generally, DNN pruning refers to the technique
of reducing the parameters that has the least effect on the
accuracy of DNN [20]. In this paper, we find that pruned
models are more sensitive to adversarial samples. Moreover,
pruning also reduces the model size, making the detection
feasible in practice. Since the adversarial sample is not able to
fool all the models, we can infer the true label from generated
models output. We conduct experiments on CIFAR10 [21]
and SVHN [22] datasets to prove the effectiveness of our
method. CIFARI10 is a small dataset for identifying universal
objects, which contains RGB images with 10 categories,
and SVHN is a real-world street view house numbers
dataset.

Specifically, we make the following contributions.

1) We propose a multi-model based adversarial detection
method via pruned models and analysis the influence of
different pruning methods on the results. Compare with
previous works, our method achieves the highest detec-
tion accuracy and at the same time greatly reduces the
required number of models and model size, achieving
a new SOTA performance.

2) Based on pruned models, we propose a simple but
effective multi-model defense approach to predict the
true label of the adversarial sample. The defense
is based on the detection result and requires no
extra DNNs.

3) We evaluate our detection and defense approaches
on CIFAR10 and SVHN datasets. Pruned models can
detect 92.80% and 92.43% adversarial samples on
CIFAR10 and SVHN, with 28.95 and 30.97 pruned
models, respectively. The accuracy of defending adver-
sarial samples is 68.60% and 72.03%.

Comparing with our previous work [23], we expanded our
work in the following aspects: 1) We investigated more
related works and presented them in Section II; 2) We
expanded our method with more pruning models, added the
corresponding experiment, and discussed the difference in
the experiment section; 3) We further proposed a defense
strategy based on our detection method, and compare it
with other advanced defense methods in the experiment. The
rest of paper is organized as follows. Section II presents
the related work, including adversarial attacks, adversarial
sample detection, and the relationship between sparsity and
robustness. Section III introduces how we prune the model
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to detect and defense adversarial samples. Section IV gives
the experimental setup and results. Section V concludes the

paper.

Il. RELATED WORKS

A. ADVERSARIAL ATTACKS

We evaluate 7 most commonly used adversarial attacks
in this work, including Fast Gradient Sign Method [24]
(FGSM), Jacobian-based Saliency Map Attack [25] (JSMA),
Carlini Wagner Attack [26] (CW), Deepfool Attack [27]
(DF), Intermediate Level Attack [28] (ILA), Feature
Importance-aware Attack [29] (FIA), and Local Search
Attack [30] (LS).

1) FAST GRADIENT SIGN METHOD

FGSM assumes that DNN models are too linear to resist
adversarial attacks. Most of the DNN models are designed
in a linear form to facilitate training and save computational
costs. In this case, linear perturbation is sufficient for a suc-
cessful attack. The process of generating adversarial samples
is expressed as follows

x' =x + esign(VJ (x, ) D

where x is the original sample, x’ is the adversarial sample,
J is the loss function, y is the original label, and ¢ is the
step size. Along the gradient direction of the loss function
J, FGSM adds noise to make it misclassified.

2) JACOBIAN-BASED SALIENCY MAP ATTACK

JSMA introduces Ly norm to measure the magnitude of
adversarial perturbation, which essentially limits the number
of disturbed pixels in the image. The adversarial saliency map
in JSMA is based on the forward derivation of the neural
network. Assume a DNN model F with given input X, the
forward derivative matrix is

IF(X) [aFj(X)

J =
P = =% ax;

] (@)

The saliency map is calculated as follows
0 if Ju(®) <00r 3 Ji(X) >0
Jir(X)| Zj;étj,_-,-(X) | otherwise,

where i is the i-th feature in the input space, 7 is the target
label, j is the original model output label, and J;(X) rep-
resents the elements of the forward derivative matrix. The
model output confidence on the target label will increase
if the corresponding saliency map S(X, #)[i] increases. The
final perturbation is added on the top-2 dominating features
(2 pixels) of the input, which is selected by

F,(X) IF;(X)
L oox X Lok @

i=p1.p2 i=p1.p2 J#t

SX, il = 3)

arg max (p1, p2)

where p; and p, are the candidate pixels.
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3) CARLINI WAGNER ATTACK

CW attack optimizes the adversarial perturbation with the
objective that minimizing the perturbation magnitude and
maximizing the target label probability. The problem can be
formulated as follows

minimize D(x, x + §),
such that C(x +8) =1t, x+68 € [0, 1]" 5)

where x is the original image, § is the perturbation, C is the
victim model, and D is the distance measurement function.
Because C(x + §) = t is highly nonlinear, CW defines an
objective function f, if and only if f(x + 8) < 0, C(x + 8) =
t. For different distance measurement, i.e., Lo, Ly, and Liyf,
CW uses different objective function f.

4) DEEPFOOL ATTACK

Deepfool aims to find the shortest distance from the normal
sample to the classification hyperplane. It first deduces the
minimal perturbation for binary classifier, then generalizes
the solution to multi-class classifier. We refer readers to [27]
for the details of exact derivations.

5) INTERMEDIATE LEVEL ATTACK

ILA increases the perturbation on the middle layer of the neu-
ral network to improve the attack transferability and effective-
ness. The idea is that increasing the norm of the perturbation
generally improves the effectiveness of the attack, however,
it contradicts the imperceptibility requirement of adversarial
attacks. Perturbations with large norm added on the middle
layer of the neural network will not increase the perceptibility
of the input, thus attacks can be enhanced with perturbation in
the middle layer. ILA enhances adversarial samples generated
by other attacks by maximizing disturbance while maintain-
ing the original direction. The objective is

vyl vy Vy
IVyill2 IV 112 VY2

where y) is the enhanced adversarial sample and o is a
parameter to balance the disturbance direction and norm.

LG, y) = —«a ©6)

B. FEATURE IMPORTANCE-AWARE ATTACK

FIA achieves strong transferability by disrupting object-aware
features that dominate model decisions. The generated image
distracts the focus of the model from the object, making it fail
to capture the important features. The object-aware features
are obtained through the aggregate gradient. Specifically,
FIA uses random transformations to determine object-aware
features, since transformed images preserve structure and
texture information while non-semantic details vary with the
transformation.

1) LOCAL SEARCH ATTACK

Local search attack constructs numerical approximation to
the network gradient based on greedy local search and then
uses it to perturb a small part of pixels in the image. The
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optimization problem is to minimize the confidence on the
original image label and generate the smallest possible distur-
bance. In each round of the optimization, local search attack
computes an implicit approximation to the gradient of the
current image by understanding the influence of the selected
pixels on the output, then uses the approximated gradient to
update the image.

C. ADVERSARIAL SAMPLE DETECTION

Adversarial sample detection has been proved to be effec-
tive in the arms race against adversarial attacks. The ML
community has found many differences between benign and
adversarial samples. Zhao et al. [31] found that adversarial
samples are less robust than benign samples. By attacking
the input sample and evaluating the cost, they can identify the
less robust inputs as adversarial. Yin et al. [13] observed that
adversarial samples are close to the decision boundary. They
partition the input space into subspaces and train binary clas-
sifiers in the subspaces by symmetrical adversarial training to
identify adversarial inputs. Ma and Liu [14] found that adver-
sarial samples will activate abnormal neurons in the forward
propagation. They define the distribution of the activation
values of two consecutive layers as the provenance invariant
of the layers. Then, adversarial samples can be identified by
checking invariant violations during DNN computation.

However, in the worst case, i.e., the attacker grabs the full
model information and defense mechanism, detection can be
bypassed with the specially designed objective. Carlini and
Wagner [19] tested ten adversarial detection methods in the
past years. They found that most of them can be bypassed
with adaptive attacks, which means the attacker designs spe-
cific attack optimization targets for specific defense mech-
anisms. Most of the evaluated methods identify adversarial
samples based on a single attribute of the model, so they are
easy to break. We argue that adversarial samples are not
able to fool all the models since they have different decision
boundaries. We can exploit its unrobustness and identify it
with multiple models.

As far as we know, Model Mutation Testing [17] (MMT)
is the only approach to detect adversarial samples using
multiple completely different models (not part of the original
model). The other multi-model detection methods use models
intercepted from the original model [16]. The authors pro-
pose to build sub-models with the parameters and structure
inherited from the original model and use them to detect
adversarial samples. The number of sub-models can be as
many as the number of intermediate layers of the original
model. They argue that a normal sample should be predicted
with increasing confidence, which reflects on the output of
sub-models. Their method needs to retrain an output layer
based on the inherited layers, but the inherited layers are
frozen during training. In MMT [17], the authors propose
to generate mutated models through four operators, namely
weights fuzzing, weights shuffling, neuron switch, and neu-
ron activation inverse. The operators may cause a significant
decrease in accuracy, and the generated models are sensitive
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to adversarial samples. Their method usually takes dozens of
models to complete one detection, thus it is not practical in
real applications.

lil. METHOD
A. SPARSITY AND ROBUSTNESS
Recent works on sparse DNN models [32]-[35] have proved
that pruning significantly promoted the robustness of DNN
models. These works focus on producing a more robust
model, while our work focus on detecting adversarial sam-
ples, and our defense is based on multiple models instead of
a single model. Wang et al. [36] showed that pruned DNNs
with high compression rates are more vulnerable to adver-
sarial attacks, which can be avoided through adversarial
training. Their conclusion is not general since their exper-
iments are conducted with a simple three-layer CNN on
MNIST dataset [37]. Wang et al. [38] proposed a robustness
enhancement method combined with model pruning and log-
its augmentation. Guo et al. [32] revealed the relationship
between sparsity and robustness. They found that sparse
linear classifier behaves differently under /ipr and > attack,
and the higher model sparsity is, the better the robustness
of nonlinear DNNs. Matachana et al. [39] found that com-
pressed models are resilient to universal adversarial pertur-
bations, which can generalize across various different inputs.
They observed that the robustness of compressed models is
also application dependant, i.e., the dataset has a significant
influence on the compressed model performance.

Generally, a DNN f3() is trained by minimizing the loss L()
over the training dataset. The optimization problem is

argmingEx yy~p[L(0, X, Y)1, )

where X and Y are the training images and labels, following
the data distribution D, and 6 is the model parameters. The
adversary aims to construct adversarial sample by

minimizeD(¢)
sitfolx +¢e) #y, 8)

where ¢ is the added perturbation, x is an original benign
sample, and y is the true label. Model pruning can be divided
into structured and unstructured pruning. Structured pruning
removes the filters or layers in the model, while unstructured
pruning removes individual weights (mask with zero). Model
pruning aims to find the smallest model with the least accu-
racy loss, the optimization strategy is

argminéL(é,X, Y)
0

o 101lo

116110

where 6 is the pruned model weights, 0 is the original model
weights, and 7 is the fraction of pruned weights.

Without loss of generality, we assume all convolutional
kernels in the ith layer is the same size. The forward prop-
agation of layer i is initially

A= Wix Ay, (10)

1 —1t, C))
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Algorithm 1 Framework of Adversarial Sample Detection

Require: Original model: M,; Pruned models: M =
my, my, ..., my; Unknown sample: X; accept and deny
probability ¢, and ¢y; threshold ¢, ;relax scale: o.

Ensure: The property of sample (adversarial or not).

1: Set the pruned model size S equalsto 1,i = 1, pg =
¢n + o and p =Gh—0; .
pi—p))
Po(1=po)'—*
3: while S <nandg¢y — 0 >pr < ¢,+o do
Feed X into M, and m;, obtain the corresponding
outputs M,(X) and m;(X);

5:  Update the the number of models that output different
labels z;

6:  Update pr;

7:  Feed X into m;;

8

9

2: probability ratio pr =

S=S+landi=i+1;

: end while
10: if g4 — o > pr then
11:  return X is a clean sample.
12: end if
13: if pr < ¢, + o then
14:  return X is an adversarial sample.
15: end if
16: return X is an adversarial sample.
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FIGURE 1. The outputs of pruned models when fed with clean sample
and adversarial sample.

Adversarial
Sample

where A; and A;_; represent the feature map of the ith and
(i — D1)th layer, % is the convolution operator, and W; €
RK-W.H.C is the weights of ith layer. K, W, H, C are the num-
ber of kernels, kernel width, kernel height, and kernel depth
respectively. After pruning, structured pruning reduces the
number of kernels, producing W; € RE-W-H.C while unstruc-
tured pruning reduces the kernel width, kernel height, and
kernel depth, producing W; € RE-W-H.C With the change of
weights shape and retraining of the model, the pruned model
learns a different feature space compared with the original
model, thus adversarial perturbation is not guaranteed to be
effective in the new feature space.

B. ADVERSARIAL SAMPLE DETECTION

We detect adversarial samples by the outputs of pruned mod-
els. As shown in Fig. 1, a clean sample with the label cat is still
cat in most outputs of additional models, but an adversarial
sample makes these models output various labels, e.g., cat,
plane, and bird. Because pruning and training rebuild the
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decision boundary of the pruned model, making it different
from the original model. The diversity of outputs can be
measured with Label Change Rate (LCR) and used to identify
adversarial samples, which is defined as

Y ses EF(x), s(x))

= , 11
S S| (1D

where x is the input, f(x) is the original model output, s(x)
is the pruned-model output, |S| is the size of used pruned
models, and E(-) is defined as

0 ifx=y,
nr=y (12)
1 otherwise.

Ex,y) = :

A straightforward way to calculate LCR is using the
fixed-size sampling test, i.e., adopting a fixed number of
models and counting the outputs that are different from the
original model. To reduce the computational cost, we use
the Sequential Probability Ratio Testing [40] (SPRT) to
detect adversarial samples dynamically. The mutual exclusive
hypothesis in the testing is

Hy : pr(x) > g,
Hy: pr(x) < cp, (13)

where ¢y, is a threshold determined by the LCR of clean sam-
ples (calculated by Eq. (11)). SPRT runs the pruned model
successively and calculate the probability ratio pr by

_pil=p)"

po(1 —po)yi—2
where 7 is the number of models that output different labels,
n is the total number of used models, pg = ¢, + 0, and p; =
¢n — 0. We set a relax scale o, which means when the LCR
falls in the region (g3 — o, ¢, + o), neither hypothesis can be
denied and the test continues. The accept LCR and deny LCR
are defined as follows

(14)

gazln ’3 s
1l -«
1_

oo =P, (15)
o

where o and B denote the probability of false positive and
false negative, respectively. The test stops when one of the
hypothesis is accepted. The input is considered as a clean
sample if pr > ¢,, while it is adversarial otherwise. The
complete process is shown in Algorithm 1.

C. PRUNED MODEL GENERATION

Instead of using the original model structure and parame-
ters, we exploit four pruning method (as shown in Fig. 2)
to produce sub-models, including Random Channel prun-
ing [41] (RC), L1 Norm pruning [42] (L1N), Lottery Ticket
Hypothesis [43] pruning (LTH), and Subnetwork Extrac-
tion [44] (SE), where RC and LiN are structured pruning,
LTH and SE are unstructured pruning. Compared with the
mutated models in MMT [17], the pruned model has a smaller
size and is more sensitive to adversarial samples. Our method
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requires 28.95 and 30.97 models on CIFAR10 and SVHN
datasets respectively while MMT needs 62.65 and 51.78.
The pruned model runs faster than the mutated model with
the FLOPs of 274.9M and 78.6M on CIFAR10 and SVHN
respectively, while MMT is 556.65M and 314.03M.

1) RANDOM CHANNEL PRUNING
As shown in Fig. 2(a), channel pruning usually evaluates
the importance of different channels of a DNN layer and
removes all the input and output connections of the unim-
portant channels [41], [45], [46]. The advantages of channel
pruning include reduction of actual parameters and increase
of inference speed. We use random channel pruning to find a
set of small models with accuracy close to the original model.
In order to reduce the computational cost while ensuring
the pruned models’ accuracy and diversity, we set a fixed
overall pruning rate for each model and assign a random
number of channels to be pruned in each layer. Specifically,
every several layers with the same number of channels are
divided into a group. A group has an overall pruning rate (e.g.,
50%) and layers in a group will be assigned with two random
pruning rates (e.g., 30% and 20%), while the sum of which
equals the overall pruning rate.

2) L; NORM PRUNING

In a DNN model, the relative importance of a filter in each
layer can be measured by calculating its L; norm [42], i.e.,
the sum of its absolute weights. The magnitude of the output
feature map is mostly determined by this value. The smaller
the magnitude, the weaker the activation output, thus pruning
the small filters can reduce the model size and maintain the
model accuracy.

As shown in Fig. 2(b), for the original model, we sort the
filters in each layer with their corresponding L; norm. Then,
we prune filters for each layer starting with the smallest L;
norm. The kernels in the next layer corresponding to the
pruned feature map are also removed. The pruning rate is
randomly set for each layer while keeping the overall pruning
rate the same for all models.

3) LOTTERY TICKET HYPOTHESIS PRUNING

The Lottery ticket hypothesis [43] implies that a randomly
initialized, dense neural network contains a subnetwork that
is initialized such that when trained in isolation it can match
the test accuracy of the original network after training for at
most the same number of iterations. As shown in Fig. 2(c),
it trains a network with a few epochs, then evaluates the
importance of neurons and removes those unimportant ones.
The subnetwork will be re-initialized with the same param-
eters, then repeat the training and pruning until meets the
pruning rate. The final subnetwork is the winning lottery.

In this work, we evaluate the neuron importance by their
absolute value. To produce diverse sub-models, as shown
in 2(c), each model is initialized with different parameters
and trained 6 epochs after initializing the network. Then we
remove the unimportant weights with a fixed pruning rate.
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(a) Random channel pruning.
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(c) Lottery ticket hypothesis pruning

FIGURE 2. Pruning methods used in our detection procedure.

4) SUBNETWORK EXTRACTION

An untrained randomly weighted network contains a subnet-
work (with random weights) that has similar performance to
a well-trained model with similar size [44]. Ye et al. [47] pro-
posed a greedy selection approach to proving that there exists
a small subnetwork inside the large network that performs
almost as well as the large network. Malach et al. [48] proved
that in a sufficiently over-parameterized model, there exists
a subnetwork with random weights that is roughly the same
accuracy as the target network. The subnetwork does not need
any further training and it is valid for every target model with
bounded weights on every bounded distribution.

We can find these subnetworks by training and learning the
importance of the connections between neurons. Specifically,
in the forward propagation, if the output of a neuron is aligned
with the negative direction of the gradient, we increase the
importance of this connection, otherwise, we reduce the
importance. As shown in Fig. 2(d), for each model, we ran-
domly set different initial weights and a fixed pruning rate.
Then we remove the unimportant connections according to
the pruning rate.

There are constraints on the untrained randomly weighted
network. The size of the untrained randomly weighted net-
work affects the pruned model accuracy. A wide untrained
randomly weighted model produces more accurate subnet-
work [44]. A small initial model produces a subnetwork with
poor performance [44]. The impact of model size is reflected
in the experiment with 2 different models, our method is
effective on both of them.
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(d) Subnetwork extraction

D. ADVERSARIAL SAMPLE DEFENSE

Since the adversarial sample is generated for the original
model, in most cases, it can not fool the pruned model.
We assume that the true label exists in the output of pruned
models. Specifically, in the detection stage, we use a variable
number of models to calculate the LCR and identify adver-
saries. If the input is identified as adversarial, we take the
largest category of all model outputs as the true label. Note
that only models involved in the calculation of LCR will be
counted, thus there is no extra computational cost of any deep
learning models.

IV. EXPERIMENTS

A. DATASET AND MODELS

We evaluate our approach on CIFAR10 [21] and SVHN [22].
The former contains 50,000 images for training and 10,000
images for testing, while the latter are 73,257 and 26,032,
respectively. The image size of both two datasets is 32 x
32 x 3. We adopt ResNet18 and VGGNetl6 for CIFAR10
and SVHN, and their accuracy is 93.03% and 95.63%,
respectively.

B. PRUNING SETTING

For channel pruning methods, the pruning rate is set to 50%
for all the groups. The overall pruning rate (percentage of
parameters and channels removed) is listed in Table 1. The
pruning rate is calculated differently according to the pruning
type, the structured pruning rate (RC and L{N) is calcu-
lated by the number of removed channels (filters) while the
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TABLE 1. Overall Pruning Rates and FLOPs of the Generated Models.

TABLE 3. Average Model Size of MMT and Ours (MB).

.. Unstructured Structured
Original | Mutated | r roF T RC and L, N
CIFARI10 85.35 85.35 85.35 43.84
SVHN 112.45 112.45 112.45 27.59

Channel Weight .

Method Pruning Rate | Pruning Rate FLOPs

| RC 0.5 0.5047 275.2M
= LiN 0.5 0.5189 274.9M
| LTH 0 0.5 278.3M
ol SE 0 0.5 278.3M
MMT 0 0 556.65M

RC 0.5 0.7614 82.3M

Z| LiN 0.5 0.7506 78.6M
T [ LTH 0 05 157.0M
©v| SE 0 0.5 157.0M
MMT 0 0 314.03M

TABLE 2. Average Model Accuracy of Different Pruning Methods (%).

original LTH SE RC L1N
93.03 92.20 | 92.15 | 89.56 | 91.65
95.63 95.10 | 94.98 | 94.34 | 94.62

CIFAR10
SVHN

unstructured pruning rate (LTH and SE) is determined by
the number of individual weights setting to zeros. We give
both pruning rates in Table 1. Under this setting, the pruned
model accuracy is above 89% as shown in Table 2, while
the model size is relatively small. The pruning is finished in
one step for RC and LN since they do not need an iterative
search. For LTH and SE we set the max search steps 6
and 100 respectively, which is empirically enough to find
a good subnetwork. Note that LTH still needs training after
pruning, same as RC and LiN. SE does not require training
after pruning. The average model size after pruning is listed
in Table 3. We compare our approach with the MMT [17],
which is a SOTA adversary detection algorithm. There are
four mutation operators that can be used to generate mutated
models, we choose the best performers for comparison, i.e.,
Neuron Activation Inversion (NAI). We use the best parame-
ter setting, i.e., the mutation rate is 0.007. Both MMT and our
method use SPRT to test the generated models’ outputs. For
a fair comparison, we set the maximum number of available
models in SPRT to 100.

C. ADVERSARIAL SAMPLE GENERATION

We use seven typical adversarial attack methods and set
the attack parameters the same as MMT is tested for a fair
comparison. The parameters for each attack are summarized
as follows:

1) FGSM: the scale of perturbation is 0.03;

2) JSMA: the maximum distortion is 12%;

3) CW: adopt L2 attack, the scale coefficient is 0.6 and the
iteration number is 1000;

4) Deepfool (DF): the maximum number of iterations
is 50 and the termination criterion is 0.02;

5) One Pixel Attack (OP): the number of pixels for modi-
fication is 3 (in order to ensure that enough successful
samples are generated) and the differential algorithm
runs with a population size of 400 and a max iteration
count of 100;
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6) Intermediate Level Attack (ILA): the baseline attack is
IFGSM, the number of iterations of IFGSM to perform
is 10, the learning rate of IFGSM is 0.005, the epsilon
of IFGSM is 0.03, the number of ILA to perform is 10,
the epsilon of ILA is 0.01, the coefficient of magnitude
loss in ILA attack is 1, and the learning rate of ILA is 1.

7) Local Search Attack (LS): the pixel complexity is 1,
the perturbation value is 1.5, the half side length of
the neighborhood square is 5, the number of pixels
perturbed at each round is 5 and the threshold for
k-misclassification is 1.

8) Feature Importance-aware Attack (FIA): maximum
size of adversarial perturbation is 0.03, number of iter-
ations is 10, step size is 1, momentum is 1, number of
random mask input is 30, and randomly mask probabil-
ity is 0.7.

D. METRICS

We evaluate the detection performance and defense perfor-
mance with the following metrics. Detection performance
is evaluated by how many adversarial samples are detected,
while the defense is evaluated by how many adversarial
samples are classified correctly when fed with all adversarial
samples.

a) AUROC: Our approach takes the LCR of normal sam-
ples as the threshold. In order to verify whether the feature
is suitable for distinguishing adversarial sample from the
normal sample, we calculate the area under the ROC curve to
determine whether LCR is an appropriate feature (the closer
the AUROC is to 1, the better the feature is).

b) Detection accuracy and the number of models used: in
addition to detection accuracy, we also evaluate the number of
models required for detection. The higher accuracy and fewer
models indicate a better method.

¢) Classification accuracy: when fed with adversarial sam-
ples, the classification accuracy reflects how strong the
defense is. The higher the accuracy, the better the defense
ability.

E. RESULTS

As shown in Table 3, structured pruning strategy greatly
reduced the model size from 85.35MB and 112.45MB to
43.84 MB and 27.59 MB on CIFAR10 and SVHN, respec-
tively. Unstructured pruning and mutation operator do not
change the actual model size. The FLoating point OPera-
tions (FLOPs) of the generated models are listed in Table 1.
The pruning reduces the number of FLOPs from 556.65M
and 314.03M to 276.6M and 118.7M on CIFAR10 and SVHN
respectively on average. Note that the mutation operator does
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TABLE 4. AUROC of Different Methods and Attacks (%).

Attack | MMT | RC | L1N | LTH | SE
FGSM | 87.96 | 98.67 | 98.50 | 98.56 | 98.34
S| JISMA | 97.07 [ 99.81 | 99.79 | 99.71 | 99.66
% CW | 88.05[98.07]98.15|97.63 | 97.88
| DF [97.04]99.79[99.80 | 99.73 [ 99.68
O TLA [87.45[96.9896.36 | 96.61 | 96.55
LS |82.7896.47|96.11 | 94.51 | 94.17
FGSM | 91.92 | 98.00 | 96.47 | 96.80 | 96.64
JSMA | 96.43 [ 99.53 | 99.29 | 99.55 | 99.58
% CW [ 86.73 | 98.65]96.94 | 97.91 | 98.34
5) DF |93.90 [ 99.19 | 98.34 | 98.97 | 99.00
ILA | 90.3 |98.89 [97.44 | 98.62 | 98.53
LS ]90.38 | 98.45]98.05 | 96.72 | 96.46

100 1
90
e 80+
& 70
o
§ 604 —° RP
L1
< 50-
—o— LTH
401 —— SE
FGSM JSMA  CW DF ILA LS

FIGURE 3. The adversarial sample detection accuracy (Accuracy) on
CIFAR10.

1001
901
§ 801 —— MMT
3 —»— RP
g 707 L1
—+— LTH
601 — sE
FGSM JSMA  CW DF ILA LS

FIGURE 4. The adversarial sample detection accuracy (Accuracy) on SVHN.

not change the model size nor the FLOPs, thus models gen-
erated by MMT are the same size as the original model.

AUROC scores are summarized in Table 4 with the best
results marked in bold. Pruned models outperform mutated
models for all kinds of attacks on CIFAR10 and SVHN.
It implies that pruned models are better in distinguish-
ing clean samples and adversarial samples. Among all the
attacks, the Local Search (LS) attack has the lowest AUROC,
because it is a kind of black-box attack and relatively further
away from the decision boundary compared with white-box
attacks.

Fig. 3 and Fig. 4 show the adversarial sample detec-
tion accuracy. Fig. 5 and Fig. 6 show the number of used
models. For all the pruned models, the average detection
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odel

MMT RP L1 LTH SE

FIGURE 5. The number of used models (#Models) on CIFAR10.

50 -

# Model

0 A
MMT RP L1 LTH

FIGURE 6. The number of used models (#Models) on SVHN.

accuracy on CIFAR10 and SVHN are 92.80% and 92.43%,
exceeding MMT (64.15% and 73.70%) 28.65% and 18.73%.
All detection methods achieve over 90% accuracy on ISMA
and DeepFool generated samples (CIFAR10), which indi-
cates samples generated by the two methods are closer to the
decision boundary than other attack methods. MMT shows
low detection accuracy, which implies the mutation operator
generated models are less diverse on par with pruning. All the
detection methods show the lowest detection accuracy on
Local Search attack (CIFAR10), which is consistent with the
result of AUROC. It indicates that LS generated samples are
the farthest from the decision boundary compared with other
attacks. Overall, Random Channel pruning has the highest
detection accuracy of 95.00% and 94.58% overall attacks on
CIFAR10 and SVHN, respectively.

When applied to clean samples, our method shows a low
false positive rate, i.e., most of the clean samples are correctly
classified as clean samples. As shown in Table 5, we test
MMT and our method with 1,000 clean samples. All prun-
ing methods achieve detection accuracy over 85% on clean
samples. On average, our approach uses only 28.95 and 30.97
pruned models for all attacks, while MMT requires 62.65 and
51.78 mutated models for CIFAR10 and SVHN, respectively.

To demonstrate the robustness of our method, we test our
method with adaptive attacks. For detections using a single
indicator or another classifier, Carlini ef al. [19] showed that
they can be circumvented by adding new optimization objects
in the generation of perturbation. However, for multi-model
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FIGURE 7. The classification accuracy (Accuracy) with defense on
CIFAR10.
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FIGURE 8. The classification accuracy (Accuracy) with defense on SVHN.

based detection, there is no explicit indicator to optimize
the perturbation. We argue that the potential threat for
multi-model based detection is transferable attacks, which
may be able to fool all the pruned models. We utilize the most
advanced transferable attacks, i.e. Feature Importance-aware
Attack [29] (FIA) under white-box setting to evaluate the
detection performance. The attacker knows the model param-
eters and uses model gradients. We generate 905 and 545
adversarial samples for CIFAR10 and SVHN respectively.
The experimental result is shown in Table 6. Pruned models
detect 95.13% and 92.33% adaptive adversarial samples on
CIFAR10 and SVHN respectively. There is no performance
decrease compared with detecting other adversarial samples.
MMT shows a significant decrease in performance, with the
detection accuracy of 48.25% and 69.9% on CIFARI10 and
SVHN respectively.

We compare our defense method with four advanced
defense algorithms [49]-[52]. Guo et al. [49] used models
trained on Transformed Images (TI) to improve robust-
ness. Their transformation contains image cropping and
rescaling, bit-depth reduction, JPEG compression, total vari-
ance minimization, and image quilting. Madry et al. [50]
proposed Projected Gradient Descent (PGD), which
is the strongest first-order adversarial attack method.
Models trained on PGD generated images will be robust
to other first-order adversarial attacks. Zhang et al. [51]
designed a defense method, TRADES, to trade adversarial
robustness off against accuracy. Their methodology won
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TABLE 5. Detection Accuracy on Clean Samples (%).

MMT | LTH SE RC LN
CIFAR10 | 81.00 | 87.70 | 87.40 | 85.90 | 86.40
SVHN 9230 | 95.70 | 95.40 | 95.10 | 95.50

TABLE 6. Detection Accuracy Against Adaptive Attacks (%).

MMT | LTH SE RC LN
CIFAR10 49.4 91.4 | 90.7 | 100.0 | 98.4
SVHN 70.6 92.7 | 92.0 94.3 90.3

TABLE 7. The classification accuracy with defense on CIFAR10 and
SVHN (%).

TI PGD TRADES | FGSM-RI
CIFARI10 | 68.30 61.90 60.20 49.8
SVHN | 67.62 60.70 54.80 66.50
MMT | Ours (SE) ~N ~N
CIFARIO | 22.51 68.60 ~ ~
SVHN | 24.26 72.03 ~ ~

TABLE 8. Defense Against Adaptive Attacks (%).

MMT | LTH | SE | RC | L1N
CIFAR10 24 5.1 63 | 62 6.3
SVHN 1.5 2.4 26 | 25 2.1

first place in NeurIPS 2018 Adversarial Vision Challenge.
Wong et al. [52] found that combined with the random ini-
tialization, the performance of adversarial training with the
FGSM is similar to PGD based training (FGSM-RI), while
the cost is significantly lower. They identified the reason for
previous failed attempts using FGSM adversarial training,
which is catastrophic overfitting.

As shown in Table 7, for all types of adversarial samples,
our method has the highest average accuracy compared with
other advanced defense methods. Note that the defense is
based on the models used in the detection, there is no extra
cost of running deep learning models. The detailed perfor-
mance of different pruning methods is shown in Fig. 7 and
Fig. 8. With the defense strategy, pruning models achieve
classification accuracy over 95% in the best case (DF attack
on CIFAR10). The best case of MMT is 57.2% with the
same attack and dataset. Using the best pruning method
(SE), the average classification accuracy of pruned models
is 68.60% and 72.03% on CIFAR10 and SVHN respectively,
while MMT is 22.51% and 24.26%. On SVHN, structured
pruning methods achieve significantly higher accuracy than
unstructured, while their performance on detection is almost
the same. This phenomenon did not appear on the CIFAR10
dataset, which indicates the data complexity has an impact on
defense performance. In general, pruned models significantly
outperform mutation operators.

In the case of defending against adaptive attacks, our
method fails FIA as shown in Table 8. Though our method
can not classify FIA adversarial samples correctly, it can still
detect them with high accuracy and prevent the model from
attacks.
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V. CONCLUSION

In this paper, we propose an adversarial sample detection
algorithm based on pruned models. Compared with muta-
tion operators, pruning greatly reduces the model size and
improves the model sensitivity to the adversarial samples.
We use SPRT to test the pruned models outputs and detect
adversarial samples through the label changing rate. A simple
but effective defense mechanism based on pruned models is
proposed. Experimental results show that our method out-
performs MMT in AUROC, the number of used models,
model size, detection accuracy, and defense success rate. The
average AUROC of our method outperforms MMT (90.06%
and 90.65%) 7.92% and 7.53% on CIFAR10 and SVHN,
respectively. Using only 28.95 and 30.97 models, the average
detection accuracy of our method on CIFAR10 and SVHN
are 92.80% and 92.43%, while MMT needs 62.65 and 51.78
models with accuracy 64.15% and 73.70%. After adding the
defense, the average classification accuracy of adversarial
samples reaches 68.60% and 72.03% on CIFAR10 and SVHN
respectively, surpassing other advanced adversarial training
methods, while MMT only reaches 22.51% and 24.26%
under the same mechanism.
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