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ABSTRACT An Industrial Control System (ICS) adversary often takes different actions to exploit vulnerabil-
ities, pass the border between Information Technology (IT) and Operational Technology (OT) networks, and
launch a targeted attack against OT networks. Detecting these threat actions in early phases before the final
stage of the attacks can be executed against industrial endpoints can help prevent adversaries from achieving
their goals. Threat hunting in IT networks has been previously studied, and several hunting methods have
been proposed. However, these methods are not sufficient for ICSs, as the integration of industrial legacy
systems with advanced IT networks has introduced new types of vulnerabilities and changed the behaviour of
attacks. The lack of a unified hunting solution for integrated IT and OT networks is the gap that is considered
in our paper. The contribution of this paper is an ICSThreat Hunting Framework (ICS-THF)which focuses on
detecting cyber threats against ICS devices in the earliest phases of the attack lifecycle. ICS-THF consists of
three stages, threat hunting triggers, threat hunting, and cyber threat intelligence. The threat hunting trigger
stage identifies events or external resources that can trigger the hunting stage. The hunting stage uses a
combination of the MITRE ATT&CK Matrix and a Diamond model of intrusion analysis to generate a
hunting hypothesis and to predict the future behaviour of the adversary. This hypothesis will be validated
by analysing Diamond models of threat actions. Finally, the cyber threat intelligence stage is responsible
for generating Indicators of Compromise (IoCs) to be used for future threat hunting. The Black Energy
3 malware, PLC-Blaster malware, and SWaT dataset are used in this paper to evaluate the efficiency of the
proposed framework.

INDEX TERMS Threat hunting, industrial control systems, Diamondmodel,MITREATT&CK, cyber threat
intelligence.

I. INTRODUCTION
Traditionally, industrial systems were isolated from exter-
nal access, and security was not a primary design crite-
rion. Many industrial control systems today are exposed to
the Internet creating security vulnerabilities. The increasing
number of threats to these vulnerabilities is a growing con-
cern [1], [2], [42], [43]. Existing security mechanisms like
firewalls, anti-malware, and security information and event
management (SIEM) are reactive methods. Reactive security
mechanisms can help networks to detect attacks and prevent
repeat attacks by improving their protection strategies. For
modern sophisticated attacks, it has been shown that proactive
solutions are more efficient [45]. A proactive threat hunting
solution can help to identify any potential attacks and respond
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to these attacks. While reactive approaches have been widely
used, they are not capable of foreseeing threats and predicting
their future attacks. High-skill attackers are well-aware of
reactive methods and know how to bypass them. To combat
the limitations of reactive methods, many organisations use
cyber threat hunting to proactively search for threat actions
that may be undetected and find them before they cause a
major breach [45].

The goal of a hunting process is detecting threat actors
early in the cyber kill chain by searching for signs of an intru-
sion and then, providing detection strategies for future use.
Threat hunting is a proactive activity that starts with a hypoth-
esis of a potential threat which should be validated during
the hunting process. The validation process includes analysis
of network and system data using the knowledge provided
by Cyber Threat Intelligence (CTI). While threat hunting in
conventional communication networks is not novel, Industrial
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Control Systems (ICSs) need a hunting solution that can
investigate adversarial capabilities in both Information Tech-
nology (IT) and Operational Technology (OT) networks.

Cybersecurity attacks do not always use pre-defined tech-
niques, and organisations should not wait for alerts to detect
security breaches. Threat hunters proactively search net-
works and devices to detect and investigate threats that cause
unknown and malicious behaviours [1]. Different threat hunt-
ing methods have been proposed for IT networks. However,
threat hunting in ICS networks is a research gap that has
not been sufficiently investigated [44], [45]. To the best of
the authors’ knowledge, there is no framework available for
threat hunting in ICS networks. In this paper, we address this
gap by providing a framework for central threat hunting in an
ICS network.

Although existing solutions have been proposed to facil-
itate the threat hunting process, there are three models
which are widely used in the industry. These models are
the Diamond model of intrusion analysis, cyber kill chain,
and MITRE’s Adversarial Tactics, Techniques, and Common
Knowledge (ATT&CK) which can model attack behaviour
and predict future threat actions [3], [5]–[7]. Diamondmodels
and the cyber kill chain model were used by some papers
for threat hunting in IT and ICS networks [22], [3], [39].
However, our paper combines the Diamond model with the
new MITRE ATT&CK for ICS.

MITREATT&CK is amodel of cyber adversary behaviour,
and it outlines different phases of attacks’ lifecycle and
the Tactics, Techniques, and Procedures (TTPs) of known
attacks [41]. MITRE ATT&CK for ICS was released in
2020 [38], and it covered the TTPs of attackers targeting ICS
networks. However, existing papers did not consider MITRE
ATT&CK for ICS in generatingDiamondmodels of the threat
hunting process. In our paper, MITRE ATT&CK for ICS is
used in conjunction with a Diamond model of an intrusion to
visualise the attackers’ routes in an ICS network.

The Diamond model, MITRE ATT&CK and other CTI
sources help hunters to generate their initial hypothesis and
contextualise and drive the hunt. Then, the outputs of the
hunting process are used to generate intelligence. Differ-
ent methods have been created to share cyber threat intel-
ligence internally and externally. For example, MISP is an
open-source threat intelligence platform that provides stan-
dards for CTI sharing [https://www.misp-project.org/]. Our
paper shows how the threat hunting phase can be used to
generate cyber threat intelligence.

Motivated by the above discussions, in this paper we
address the lack of threat hunting framework in an ICS
environment. We overcome this challenge by proposing a
framework that categorises threat hunting into three phases.
This framework called ICS-THF describes how collaboration
with hunting triggers and cyber threat intelligence can help
threat hunters in ICSs to detect adversarial activities in the
early phases of the cyber kill chain. ICS-THF is a layered
hunting solution that uses existing open-source resources.
This framework combines,MITREATT&CK and a Diamond

model, to provide more accurate details for a hunting hypoth-
esis. This layered framework comprises three main phases
which are:

– Phase 1, threat hunting triggers: A threat hunt will be
initiated by outputs from analytics tools or notification
from external resources. ICS-THF shows the required con-
nections between the hunting trigger and threat hunting
phases and feedback from the cyber threat intelligence to
the hunting trigger phase.

– Phase 2, threat hunting: Threat hunters will utilise adver-
saries’ TTPs provided by MITRE ATT&CK to conduct
the threat hunt. They will also use the Diamond model to
model the behavioural patterns of IT/OT adversaries. The
Diamond model is used by hunters to manually cluster
abnormal events in our network with similar events in
well-known ICS attacks.

– Phase 3, cyber threat Intelligence: Threat hunters convert
the detected adversary actions to actionable threat intelli-
gence, to be disseminated using a platform like MISP.

Contribution. The novelty of this paper is:

– a central and unified threat hunting framework for ICS
networks.

– using a combination of the Diamond model and MITRE
ATT&CK for ICS in our framework for the first time in an
ICS environment.

– providing a solution to use threat hunting outputs to gen-
erate cyber threat intelligence, and update security devices
based on the threat actions detected.

Organisation. The rest of this paper is organised as follows.
Section II presents a review of relatedworks in threat hunting.
Section III explains the threat hunting framework. Section IV
discusses the threat hunting trigger stage. Section V describes
the threat hunting stage. The cyber threat intelligence stage
will be described in Section VI. ICS-THF will be evaluated
in Section VII using three different scenarios, Black Energy
3 malware, Programmable Logic Controller (PLC)-Blaster
malware, and an attack in the SWaT dataset. Section VIII
concludes the paper.

II. RELATED WORKS
ICS networks contain integrated physical systems (OT net-
works) and IT systems data. Legacy ICS networks were iso-
lated networks, and they were designed without consideration
of cyber security. The isolated legacy ICS networks had little
resemblance to IT systems, and they had systems running
proprietary control protocols using specialised hardware and
software. Now, the majority of old technologies have been
replaced by low-cost Ethernet and Internet Protocol (IP)-
based devices, and hence the possibility of cybersecurity
incidents has been increased [48].

The connection of ICS networks to the Internet provides
significantly less isolation for ICS devices from the outside
world. Most security solutions have been designed to com-
bat the security issues in IT networks. However, due to the
different characteristics of IT and ICS networks, security
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solutions should consider these differenceswhen dealingwith
the security of an ICS environment.

Existing security mechanisms in ICS networks are reactive
mechanisms, and they can detect and prevent threat actions.
However, due to the weak security of ICS networks with
heterogeneous devices and the sophisticated nature of attacks
in ICS networks, we need proactive approaches such as threat
hunting. Due to the lack of proactive monitoring of threat
actions, many organisations are unaware that there may be
some hidden intrusion in their networks as their security
devices are bypassed or their confidential data may be com-
promised. In this paper, we present a framework to provide a
proactive approach tomonitoring an ICS network. It usesDia-
mond models in conjunction with MITRE ATT&CK Matrix
to visualise threat actions to detect ICS attacks and mitigate
future attacks. Diamond models can be used to visualise
threat actions and track them as they evolve [44].

Different threat hunting methods have been proposed for
IT networks. For example, a framework was proposed by [1]
to improve collaboration between different operational units
including a steering committee, control centre, threat intel-
ligence, incident response, etc. The framework proposes
using inputs from different sources such as SIEM tools,
historical logs, and cyber intelligence. The authors [1] pro-
posed a five-maturity-level threat hunting framework which
are, no threat hunting, ad hoc level of threat hunting, use
existing threat hunting procedure, create own threat hunting
procedures, and automate threat hunting. To evaluate the
proposed framework, the authors collected data from 500
industry professionals with a survey questionnaire on threat
hunting.

Sequential pattern mining was used by Homayoun et al. [2]
to perform threat hunting in IT networks. This method could
find the patterns of activities in different ransomware fami-
lies and provided a classification method to stop an attacker
quickly and accurately [2]. Ransomware hunting is also stud-
ied in [8]. The authors presented a ransomware threat hunting
and threat intelligence system to identify ransomware fam-
ilies. A machine learning method was used in their paper
to automatically detect ransomware. Darabian et al. [4] pro-
posed aMultiview learning method to provide multiple views
for malware threat hunting on the Internet of Things plat-
forms. While these threat hunting methods could improve the
accuracy of detection in a specific kind of threat actions, they
did not address the diversity of threat activities. Graph-based
threat analysis is another method proposed for threat hunt-
ing [35]–[37]. All the above hunting solutions focused on IT
networks, and threat hunting in ICS networks is the research
gap that has not been sufficiently investigated [44], [45].

Three models which are widely used by threat hunters are
the Diamond model of intrusion analysis, cyber kill chain and
MITRE ATT&CK Matrix [3], [5]–[7]. While there are a few
papers published in threat hunting in ICS networks [44], [45],
they did not investigate how Diamond models and MITRE
ATT&CK Matrix can be deployed in threat hunting in ICS
networks.

The application of Diamond models and the cyber kill
chain model in IT and ICS networks was reviewed by some
papers [22], [3], [39]. The Diamond model of intrusion anal-
ysis was used by Cook et al. [3] to visualise behavioural
patterns of ICS adversaries. The authors proposed a cyber
defence triage process based on the Diamond model to iden-
tify adversarial behaviour in the Mandiant Attack Lifecy-
cle, and they focused on the ICS operations which could
be most impacted by an attacker. This triage process uses
CARVER Matrix to prioritise ICS devices that need cyber
defensive actions. There are different Advanced Persistent
Threats (APTs)with advanced technical capabilities, and they
spend significant time and resources to attack their target [9].
Potential targets of these groups can utilise the Diamond
model of intrusion analysis to understand the patterns of
previous attacks performed by the APT and implement an
appropriate hunting process [5]. TheDiamondmodel of intru-
sion analysis is also used by Mekdad et al. [39] to model
threats in an ICS network. These papers employed Diamond
models based on the cyber kill chain to understand threat
actions.

The MITRE ATT&CK model is a hub that is constantly
being updated to provide attacker tips, tactics, and techniques
to network security teams to determine their organisation’s
risks and prioritise their protection efforts [12], [13]. Threat
hunters can leverage themodel to find specific techniques that
adversaries use in conjunction with others. It is extremely
advantageous in determining a system’s level of visibility
against targeted attacks by deploying tools across an organ-
isations’ endpoints and perimeter. The MITRE ATT&CK
matrix consists of a set of techniques used by attackers to
achieve an objective. These objectives are categorised as
tactics in the matrix. The information provided by MITRE
ATT&CK can also be used in threat hunting to identify
resources that are affected by different ICS attacks. MITRE
ATT&CK method was employed by Strom et al. [10] and
Al-Shaer et al. [11] to find threats. Al-Shaer et al. [11] used
statistical analysis based on MITRE ATT&CK to learn APT
TTPs to predict the future techniques that may be performed
by the adversary. MITRE ATT&CK for ICS was released in
2020 [38]. The novelty of our paper is combining thisMITRE
ATT&CK with Diamond models to perform threat hunting in
ICS networks.

To have a proactive framework, the outputs of threat hunt-
ing can be used to generate CTI. Cyber threat intelligence
is evidence-based knowledge that consists of tactics, tech-
niques, and procedures of a threat and also indicators of
compromise like file hashes, IP addresses, commands used by
an attacker, domain name, website, and infrastructure used for
launching attacks. CTI is beneficial for security operations to
improve the efficiency of preventive and detective capabilities
of an upcoming threat or a breach. This CTI information can
also be used as triggers for future threat hunting activities.
CTI can be extracted from the organisation’s networks, or it
may be received from external open-source threat intelligence
resources. This information can be shared amongst trusted
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FIGURE 1. Proposed ICS threat hunting framework.

stakeholders [46]. Different CTI platforms were evaluated
in [47]. According to this paper, MISP is a reliable platform
for CTI sharing. MISP is a CTI platform utilised for sharing,
storing, and comparing Indicators of Compromise (IoCs) in
attacks. Using MISP, CTI information will be stored and
shared, and it can be used to update the rules in security
devices.

III. THREAT HUNTING FRAMEWORK
This paper proposes an ICS threat hunting framework called
ICS-THF, Figure 1. ICS-THF consists of three phases, trig-
gers, threat hunting, and cyber threat intelligence. Threat
hunting may be triggered by events detected by security
analysts. As shown in Figure 1, a security analytics tool is
used by security analysts to capture data from ICS devices and
monitor their traffic and logs. Unknown malicious behaviour
in the input data may be a trigger for the threat hunting
phase. Triggers can also be issued by external cyber threat
intelligence sources such as new attacks in an organisation
with similar infrastructure. The second phase of ICS-THF is
the threat hunting phase which combines MITRE ATT&CK
Matrix and the Diamond model of intrusion analysis. Adver-
sarial TTPs provided by MITRE ATT&CK are used to
generate a Diamond model. Information output from the
MITRE ATT&CK framework is fed into the Diamond model
and is used to visualise various actions available to an
attacker, and it can be used by threat hunters to determine
the characteristics of malicious behaviour and identify the
attack [3], [12], [13], [14]. As shown in Figure 1, other threat
intelligence sources, such as newly published articles about
the actions of threat actors, may also be used by hunters to
add more details to the Diamond model.

A repository of the Diamond models of well-known APTs
can also be used by the hunters to generate a more accurate
hypothesis based on known sets of TTPs. Hunters can also use

this repository to cluster their identified Diamond Models to
the similar models in the dataset. These methods provide fur-
ther information to refine the existing hypothesis. ADiamond
model can help analysts predict the next step the adversaries
might take in their attack. Then, a threat hunter validates the
generated hypothesis by the data requested from the security
analytics tools and end devices. Hypothesis validation is
manually performed by hunters by looking for the evidence
and TTPs of the threat actions and comparing their identified
events with Diamond models of expected threat actions. For
well-known attacks, the hunter can validate the hypothesis
by comparing their Diamond models with that of known ICS
adversaries.

An unsupervised machine learning method can be used to
learn possible hypotheses, and then, it can automate the vali-
dation of the hypothesis. This unsupervised machine learning
method can be used by hunters to compare their identified
Diamond model with existing Diamond models in the threat
repository and cluster them to the similar APT Diamond
model. Automation of hypothesis validation is beyond the
scope of this paper. However, the challenging point in this
automation is generating a comprehensive dataset of possible
Diamond models of APT actions. MITRE ATT&CK matrix
is a resource that can be used to generate this TTP dataset.
This research gap will be studied in our future work.

The validated hypothesis will be sent to the CTI stage
to extract important features and generate adversarial signa-
tures. In this paper, a CTI sharing tool such as MISP is used
to share standard IoCs generated by hunters for the detected
threat. These IoCs will be added to the CTI repository to help
hypothesis generation in the future. In addition, the outputs
of MISP in the CTI phase can be pushed into the security
analytics tool to update the detection rules. A CTI sharing
tool such as MISP also has the capability to share the IoCs
with other partners.

In addition to the three core ICS-THF phases, a preparation
phase is required to provide inputs for the hunter. In the
preparation phase, it is recommended to have a data collection
and retention strategy that supports diverse data sources in a
central location. Analysts should search, explore, and pivot
different data sources to be able to hunt sophisticated adver-
saries. This paper aims to propose a suitable framework able
to utilise low-cost tools to implement threat hunting in ICSs.
Therefore, an open-source Hunting Elastic Stack (HELK) is
used as a central data analytics tool. The outputs of the HELK
feed hunting trigger phase.

Examples of security data that can be collected for threat
hunting are [1], [15]–[19], [20], [21]:

a. Endpoint security logs: contain valuable information
about the actions of users and malicious activities.

b. User Behaviour Analytics (UBA): Threat activities such as
users accessing unexpected endpoints or executing unex-
pected applications can help to detect the threat.

c. Network and application threat analytics: Threat hunters
use cyber intelligence from different vendors on the
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network and application systems. This will help to identify
high-risk applications and network systems.

Part of the challenge of threat hunting in ICSs is that the
information sources might not be as available as in a normal
network. In our framework, the hunting phase begins with
available data sources in an organisation and the additional
data sources required will be identified at the end of the
hunting phase.

Analysing all available data and searching through all data
will take a large amount of time and effort from hunters.
Therefore, hunters need to carefully select their required data
based on their hunting hypothesis [15], [21]. This requested
data will be used to validate the hypothesis.

IV. THREAT HUNTING TRIGGERS
Normally, security analysts deal with well-known input data,
and when there are well-defined signatures. However, hunters
take over the task when there is poorly defined data that is
vague and needs active investigation. Threat hunting is also
triggered by external sources such as an article, a piece of
news, etc. Some threat hunting triggers are [15], [17], [21]:

a) Cyber Threat Intelligence which provides information
about new classes of vulnerabilities, or new actions of
threat actors [15], [18], [21].

b) a new article that shows a new class of attack. This is a
trigger for the threat hunting team to assess the risk of
this attack against their network and determine tactics for
defending against the attack.

c) notification from a third party, for example, law enforce-
ment/intelligence organisations, national or subnational
CERTs, or independent researchers.

d) data received from a security analyst. An analyst may
detect a sudden spike in traffic created by an unknown
port or protocol. At this stage, hunters take over the task.
A hunting platform like HELK can be used by hunters to
generate and evaluate their hypotheses.

HELK uses graph algorithms to find correlations between
events and logs of ICS devices. Correlation analysis can
help hunters to find connected components to the detected
anomaly. In this paper, HELK is used to monitor network
traffic and device logs, detect anomalies and their correlated
components, detect MITRE ATT&CK TTPS, and trigger the
threat hunting phase. Beats are open platforms used to send
data from various machines and systems to HELK. Filebeat
(https://www.elastic.co/beats/filebeat) is used for logs, Pack-
etbeat (https://www.elastic.co/beats/packetbeat) is for captur-
ing network data, and Winlogbeat is for Windows event logs.
HELK is developed based on Elastic Stack which provides
speed and scalability for distributed ICS networks.

V. THREAT HUNTING
At this stage, the hunter needs to create a hypothesis including
the logistics of the hunt and defining the success criteria for
the hunt [15], [21]. It should be a clear and falsifiable hypoth-
esis. Initially, the hunter should assume that the hypothesis

is correct and then, explain the indicators that should be
used to investigate the hypothesis. The assets that may be
impacted by these threat actions should also be reported.
In addition, the list of data that the hunter needs to validate the
hypothesis should be identified [15], [16], [21]. In this paper,
Black Energy 3 malware, PLC-Blaster malware, and SWaT
datasets will be used to evaluate the proposed framework. The
hypothesis generated for these scenarios will be discussed in
Section VII.

In the threat hunting phase of our proposed framework, two
sources of data, MITRE ATT&CK and the Diamond model
are combined to generate a hypothesis.

A. MITRE ATT&CK
ATT&CK is a model of cyber adversary behaviour, and it
outlines different phases of attacks’ lifecycle and the plat-
forms they are known to target. The current version ofMITRE
ATT&CK for Enterprise categorises TTPs against multiple
operating systems (Microsoft WindowsTM systems, Linux
and macOS), and it also covers pre-compromise tactics and
techniques [12], [13]. The cyber-attack lifecycle initially
developed by Lockheed Martin as a ‘‘cyber kill chain’’ has
been used by MITRE ATT&CK to help defenders to learn
about adversary techniques and find their detection gaps by
mapping network defensive tools and the cyber-attack lifecy-
cle.

Using this attack life cycle, MITRE ATT&CK provides a
framework describing the actions that an adversary may take
to compromise a network. This model can help to expand
the knowledge of network defenders by outlining the TTPs
which are used by adversaries to gain access to a remote
system and execute their targeted attacks. MITRE ATT&CK
for Enterprise which is for enterprise networks has 12 core
tactics after Initial Access, shown in Table 1. For each tactic,
a wide range of techniques used by threat actors are identified
by the framework. Tactics show adversaries’ technical goals.
Techniques show how adversaries achieve their goals. The
procedure of the techniques and the resources that should
be used to detect that technique is also explained by the
framework.

MITRE ATT&CK provides knowledge based on adver-
sary behaviour which is created by real-world observation.
Adversaries can easily change the value of a hash or their
IP addresses if these indicators are discovered. However,
it is very difficult for them to change their TTP behaviour
upon being discovered. Therefore, MITRE ATT&CK has
focused on TTPs. ATT&CK for ICS describes adversary
behaviour and the actions that an adversary may take while
operating within an ICS network. Although there is some
overlap between the Enterprise and ICS ATT&CK, the focus
of ATT&CK for ICS is on the actions that adversaries take
against non-IT based systems of ICSs [12], [13].

ATT&CK for ICS has used public incident reports,
research papers, conference presentations, blogs, and other
available security reports to identify the existing tech-
niques used by adversaries in OT networks. TTPs provided
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TABLE 1. List of tactics in IT and ICS MITRE ATT&CK.

for Enterprise ATT&CK is different from OT networks.
Table 1 compares the tactics proposed for IT and OT
networks [12], [13]. Both ATT&CK for Enterprise and
ATT&CK for ICS are publicly available.

ATT&CK for enterprise and ATT&CK for ICS can be used
together to show the behaviour of an adversary in the entire
business network. In this paper, theMITREATT&CKMatrix
is used because it provides a standardised and ever-evolving
taxonomy of adversarial TTPs. These TTPs can be used to
understand your environment and identify the resources that
should be monitored to mitigate the risks of these adversaries.
Using the MITRE ATT&CK framework, threat hunters can
determine which TTPs to search for across their environment,
create a contextual threat model relating to their networks,
and identify threat groups who may try to attack their organ-
isations and the tools and techniques they may use to achieve
their goal. A threat hunting tool such as HELK can help to
detect ATT&CK TTPs in an ICS network.

The threat hunting phase in our framework uses the combi-
nation of ATT&CK Enterprise and ATT&CK for ICS to feed
a Diamond model and initiate a hypothesis about possible
threats in an ICS network. The Diamond model in this paper
is used to help visualise the information provided by MITRE
ATT&CK.

B. DIAMOND MODEL
The Diamond model [23] is the framework used for the
analysis of intrusion events. This model describes the four
core features of an intrusion event, infrastructure, adversary,
capability, and victim (Figure 2). The Adversary is the entity
responsible for the intrusion. Capability shows the tools and
methodswhichmay be used in the event. Infrastructuremeans
the resources used by the adversary to execute the event. The
victim is the target of the intrusion event.

The core features in a Diamond model are connected by
edges which show the relationship between features. A Dia-
mond model also uses meta-features to be able to model
further details of an intrusion event. In a Diamond model

FIGURE 2. Diamond model.

created for a single intrusion event, each core feature is given
a corresponding confidence value showing that how confident
the analyst is that the feature is correct [3], [6], [7], [22], [23].

The Diamond model of intrusion analysis initially uses the
Lockheed cyber kill chain to model the chain of detected
events in an attack. The Diamondmodel is a two-dimensional
representation of the attack shown in a directed phase ordered
graph. This graph presents the cause-and-effect relationship
between events [5].

In our framework, we integrate the MITRE ATT&CKwith
the Diamond model of intrusion analysis. A hunter receives
information from MITRE ATT&CK and uses a Diamond
model to visualise various actions available to an attacker [3].
Activity threads created by the Diamond model can develop
potential attack paths before the detected intrusion. It can give
an attacker’s activity graph that shows various possible routes
to the associated intrusions. Using this graph model, a threat
hunter can understand the alternative paths that could be used
by an attacker to get the same outcomes. This information can
be used to improve defensive strategies. These graphs provide
threat intelligence which can be stored in a threat intelligence
repository. It is recommended that hunters keep the Diamond
models of well-known ICS attacks, extracted from ATT&CK
TTPs, in their cyber threat intelligence repository for future
analysis. Diamond model-based threat intelligence can be
used to:

– analyse publicised intrusions by different APT groups [5]
to find indicators of the adversary at each cyber kill chain
phase, create activity threads for the adversary, and under-
stand the potential targets of these APT groups;

– predict the next step of the adversary;
– understand what alternative TTPs can cause the same

impact on your ICS end devices;
– cluster intrusions to find the similarity between your net-

work and other victims. In addition, you will be able to
compare the vulnerabilities they might have.

The diamond model for each adversary can provide infor-
mation about the capabilities and methods of the adversary,
the infrastructure used by the adversary to deliver these
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capabilities, and their target victim. Therefore, it can give
insights into the types of adversarial capabilities you should
protect against.

C. VALIDATION OF THE HYPOTHESIS
The next step of the threat hunting stage is the validation of
the hypothesis. In this regard, a set of data required for this
validation will be requested. Based on the collected data, the
hunter should be able to prove or disprove the hypothesis.
When the threat hunters receive the requested ICS data from
the security analytics tool and other end devices, they evaluate
the hypothesis by grouping their identified events with a Dia-
mond model of the expected threat actions. For an incorrect
hypothesis, the task will return to the hypothesis generation
part to correct the hypothesis. A validated hypothesis will
be sent to the CTI phase. If it is not feasible to collect the
requested data, and available sources offer no evidence for
the defined hypothesis, the hypothesis cannot be validated.

A machine learning classifier can be used in this section to
automate the validation of the hypothesis. However, automa-
tion is beyond the scope of this paper, and it will be considered
in our future work.

VI. CYBER THREAT INTELLIGENCE
CTI is the knowledge about a threat, and it includes threat
indicators such as TTPs, IPs, etc. CTI can help organisations
to learn about existing threats [2], [24], [25]. Cyber threat
intelligence can be received from external open-source threat
intelligence, or it can be extracted from adversarial activities
in our networks.

The CTI phase in our framework is about extracting threat
features from the actions of the identified adversary. These
features will be used to build intelligence about threats against
a given target. This intelligence will be stored in a CTI
repository.

In the cyber threat intelligence stage, the generation of
IoCs is performed by the hunters. These IoCs of the detected
adversary are processed and distributed by MISP, and IoCs
can be fed into the CTI repository. This repository will be
used for future hypothesis generation.

MISP is a CTI platform utilised for sharing and storing
IoCs of attacks. Cyber threat intelligence generation is a
manual process in this manuscript. IoCs generated by hunters
are shared via theMISP platform.MISP allows hunters to use
CTI information from other companies and share back their
IoCs with other partners.

Elastic in HELK has a module for handling threat infor-
mation from MISP. Therefore, HELK can communicate with
MISP APIs using a MISP Filebeat module. In addition, the
IoCs shared by MISP can be pushed into security devices
like firewalls and IDSs to update their rules. MISP is used
by hunters to share CTI, and then, HELK can automatically
receive CTI from MISP for future hunts. Evaluating the data
provided by Cyber Threat Intelligence is not considered in
this paper and will be done in our future works.

VII. EVALUATION OF THE PROPOSED FRAMEWORK
Three scenarios are used in this paper to evaluate the pro-
posed framework. The first scenario is Black Energy 3 attack
which was a sophisticated attack affecting both IT and OT
networks. The next two scenarios are attacks targeting only
OT networks. These scenarios are selected to show how the
proposed framework can be used for threat hunting in both
OT and the combination of IT and OT networks.

A. EVALUATION SCENARIO 1
In this section, we explore an attack against the Ukrainian
power grid as a case study. The attackers caused significant
disruption to the Ukrainian power grid in 2015 [15] utilis-
ing the Black Energy 3 malware toolkit. In 2014, attackers
started deploying Supervisory Control and Data Acquisition
(SCADA)-related plugins used in Black Energy 3 against
victims in energy markets. Since 2015, spear-phishing emails
with embedded malicious Excel or Word documents with
macros have been used by the Black Energy APT group.
These attachments contained macros to trigger Black Energy
3 malware infection [26]. Different plugins including various
KillDisk were supported by Black Energy 3 malware. The
Diamond models of the Ukrainian power grid attack are used
for the evaluation of our ICS-THF [15].

This section evaluates the proposed ICS-THF frame-
work in hunting Black Energy 3 malware. In this scenario,
we assume that security analysts have detected unknown
emails with malicious Microsoft Office attachments. There
is also a new article about Black Energy 3 attack in another
company. This information is sent to the threat hunting team
for further analysis. Then, the threat hunters use MITRE
ATT&CK for ICS, MITRE ATT&CK for Enterprise, and
available Diamond models of ICS adversaries to generate an
evidence-based hypothesis.

Ideally, threat hunters would have a Diamondmodel repos-
itory for well-known adversaries. Initially, industrial com-
panies may not have this repository. In this case, they can
start with an empty repository, and they can gradually fill in
the repository with Diamond models that they generate for
hypothesis validation.

In our scenario, checking the initial steps of well-known
adversaries that used spear-phishing and comparing them
with our evidence can give us ideas that what the adversary in
our network is capable of. The knowledge about the similarity
between our assets and other victims is very helpful for threat
hunters to identify and request the data that they will need to
validate the hunting hypothesis.

In our scenario, the hunter will form a hypothesis that the
Black Energy group tends to send spear-phishing emails with
malicious Microsoft Office attachments to employees from
a legitimate email address to install Black Energy 3 mal-
ware. This is the hypothesis for the ‘‘Delivery’’ phase of the
cyber kill chain [27] and it is driven by observed adversarial
activities.
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FIGURE 3. MITRE ATT&CK TTPs used by Ukrainian power grid attack.

Using MITRE ATT&CK, you may be able to find the
TTPs used by an adversary. Then, using the Diamond model,
you can find more details about the victim and adversarial
behaviour and predict future behaviour. MITRE ATT&CK
and the Diamond model created to validate the hypothe-
sis will be discussed in this section. According to MITRE
ATT&CK for ICS, techniques used by Black Energy 3 are
shown in Figure 3 [28], [29].

These TTPs are used to model Black Energy 3 events
with the Diamond model of intrusion analysis [23]. In the
Diamond model, we should also know the cyber kill chain
phases of the malware [15]. SANS published a report [30]
that divided ICS cyber kill chain into two stages:

– Stage 1: consists of reconnaissance, weaponisation, deliv-
ery, exploitation, installation, Command and Control
(C2C), and action on objectives phases. These phases are
similar to LockheedMartin’s Cyber Kill Chain, and it aims
to gain access to information about the ICS.

– Stage 2: consists of the development, testing, deliv-
ery, install/modify, and execution phases. The knowledge
gained in Stage 1 is used in stage 2 to develop, test and
execute an attack against ICSs.

This two-stage ICS cyber kill chain is used in ICS-THF
to create Diamond models of activity groups. Adversary

FIGURE 4. Cyber kill chain phases of Ukraine power grid attack—stages
1 and 2.

activities in the Ukraine Power Grid attack based on different
phases of the ICS cyber kill chain are shown in Figure 4 [15].

In the Diamond model, each adversary event is shown by
four core features (adversary, capability, infrastructure, and
victim) with their corresponding confidence values. These
values show how confident the analyst is about the correct-
ness of the feature [5]. The Diamond model may also use
some meta-features such as timestamps, methodology and
resources to present the event.

The Diamond model is combined with the MITRE
ATT&CK matrix to provide a more comprehensive presen-
tation of an adversary. A two-dimensional representation of
the attack shows the relationships between events generated
by the adversaries in different phases of the cyber kill chain.

Each event can be described as actual or hypothetical.
An actual event means there is evidence for the occurrence of
that event in the organisation’s networks. Hypothetical means
that the analyst uses some reasons to show the event has
occurred.

Then, a confidence value is provided in theDiamondmodel
for each event. Based on the knowledge provided by Fig-
ure 4, the Diamond model in Figure 5 is created for Black
Energy 3 attack [15]. This Diamond model can be used by a
machine learning classifier to automate the validation of the
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FIGURE 5. Diamond model based on adversary processes.

TABLE 2. Activity thread events in Ukrainian power grid attack.

hypothesis. However, this is beyond the scope of our paper
and will be studied in our future work. Figure 5 shows the
activity thread created for Black Energy 3 intrusion events
accompanied by the event description provided by Table 2.
Table 3 describes the confidence values of each event [15].

The Diamond model of intrusion analysis in Fig-
ure 5 shows the Black Energy attack processes as an activity
group. These adversary processes include IT network com-
promise, OT network compromise, execute power outage, use
malware to attack computer systems (KillDisk) and power
system hardware, remove administrator access from IT sys-
tems, and run a TDoS attack [15].

TABLE 3. Activity threads for Figure 5.

FIGURE 6. The Diamond model of black energy 3—ICS cyber kill
chain—Stage 2.

The next step of analysing Black Energy 3 is creating the
Diamond model of intrusion analysis based on the ICS cyber
kill chain Stage 2, Figure 6 [15]. In the development and
test phases, there are some dashed Diamonds, indicating that
these activities occurred under the attackers’ control and are
not observable to the network defender.
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FIGURE 7. DoS attack to SIEMENS PLC.

At this stage, hunters can use the Diamond models of
well-known ICS attacks extracted from ATT&CK TTPs.
Therefore, any similarity between the historical behaviour
of the activity thread in our network with existing adversary
threads can be detected. We need to recognise the similarities
between our equipment and the victims of well-known threat
actions. This equipment includes components in our IT or OT
networks such as hardware, software, and protocols. Then,
the Diamond models of the attacks on these victims should
be collected.

Activity thread in our network can be compared with these
Diamond models to find possible future actions. After the
adversary is detected, a MISP platform is used in the CTI
stage to share extracted IoCs of the adversary and provide
the adversary intelligence. These features will be stored in
the CTI repository for future tasks.

B. EVALUATION SCENARIO 2
The PLC-Blaster attack is the second scenario used in this
paper to evaluate the proposed framework. PLC-Blaster
malware was designed to target Siemens SIMATIC S7-
1200 PLCs. This malware lives and runs on PLCs. It scans the
network to find and attack other targets (PLCs). PLC-Blaster
can replicate itself onto the target PLCs. Once, it infects a
target, it starts scanning for other targets [31].

This section discusses how ICS-THF can help to detect
PLC-Blaster attacks. In this scenario, a flooding attack has
happened to a PLC, and there is unknown traffic to port
102 of a SIEMENS PLC. Security analysts have sent this
information to the threat hunting team. Based on the informa-
tion provided by MITRE ATT&CK for ICS, attacks that use
Denial of Service attacks are Backdoor. Oldrea, PLC-Blaster,
and Industroyer. From the report sent by security analysts,
threat hunters know that the source of the attack is another
PLC in the network which shows the possibility of a PLC-
Blaster attack. Therefore, the Diamond model created for this
attack is as Figure 7.

In this scenario, the hunters will form a hypothesis that
the PLC-Blaster group tends to send flooding messages to
a PLC to infect other PLCs. Therefore, hunters now need to
request data for the validation of the hypothesis. Based on
the knowledge provided by MITRE ATT&CK for ICS, data
sources that can be used to validate the hypothesis are shown

FIGURE 8. MITRE ATT&CK TTPs used by PLC-blaster attack.

in Figure 8. Different steps of the PLC-Blaster attack and their
data sources are provided in Figure 8 [32].

These details are used to create Diamond models of a PLC-
Blaster incident in Figure 9. The Diamond model in this
figure is related to Stage 2 of the ICS cyber kill chain.

Figure 9 shows the activity thread created for PLC-Blaster
intrusion events. The description of these events is provided
in Table 4 [32].

The Diamond model in Figure 9 will be sent to the cyber
threat intelligence phase to generate IoCs and share them
using MISP.

C. EVALUATION SCENARIO 3
A six-stage Secure Water Treatment (SWaT) dataset is the
third scenario used for the evaluation of the proposed frame-
work. This dataset includes six main processes corresponding
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FIGURE 9. The Diamond model of PLC-blaster—ICS cyber kill
chain—Stage 2.

TABLE 4. Activity thread event in PLC-blaster attack.

to the physical and control components of a water treatment
facility [33]. The six-stage filtration process of the SWaT
testbed is shown in Figure 10.

The SWaT dataset is of a small-scale industrial water treat-
ment process, which was generated by iTrust Cyber Security
Research Centre [34]. The communication protocol used for
automation was Modbus. The SWaT dataset includes APT
activities, and it is collected from 11 days of continuous
operation of a real testbed. The dataset consists of 7 days
of normal traffic, containing no attack traffic, and 4 days
containing attack traffic. The SWaT dataset consists of both
network traffic and physical logs of the plant and water

FIGURE 10. SWaT testbed processes.

treatment process including 51 sensors and actuators data.
There are four types of attacks in the SWaT datasets, Single
Stage Single Point (SSSP) Attacks, Single Stage Multi-Point
(SSMP) Attacks, Multi-Stage Single Point (MSSP) Attacks,
and Multi-Stage Multi-Point (MSMP) Attacks.

The SWaT testbed consisted of a six-stage water treatment
process including different sensors and actuators (Figure 10).
MSMP attacks focus on one or two different attack points in
the testbed which were from multiple stages of the process.

An MSMP attack in the SWaT dataset is used for the
evaluation of the ICS-THF framework. This attack intends to
underflow tank 101. To achieve this, the attacker:

– turns P-101 pump on continuously. P-101 pumps water
from the rawwater tank to the second stage of the treatment
process;

– turns MV-101 actuator on continuously. MV-101 is a
Motorized valve, and it controls water flow into the raw
water tank;

– changes the value of the LIT-101 sensor which is a level
transmitter; and

– P-102 which is a backup pump starts itself because the
LIT301 level became low. P102 actuator pumps water from
the raw water tank to the second stage. LIT301 sensor is a
level transmitter.

Security analysts detect a changing pattern of traffic from
an IP address, 192.168.1.60, and they identify a change with
unknown reason in the value of the LIT-101 sensor. A request
is sent to the threat hunting team to hunt the source of this
malicious behaviour.

The hypothesis generated for this attack is ‘‘Tank 101
underflow’’. Using MITRE ATT&CK TTPs detected for this
attack, hunters identify and request required data which is
physical logs and network traffic. The Diamond model gen-
erated for the attack activity is as Figure 11. The description
of these events is shown in Table 5. These events are Actual
events meaning that there is evidence for the occurrence of
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FIGURE 11. The Diamond model of the attack to tank 101.

TABLE 5. Activity thread events in the attack to tank 101.

these events in the organisation’s networks. The Diamond
model in Figure 11 will be sent to the cyber threat intelligence
phase to generate IoCs and store them in the CTI repository.

In this paper, we proposed a 3-layer method involving a
trigger stage, the actual hunting, and a final treat intelligence
layer. These concepts potentially benefit industrial control
systems and/or other cyber-physical systems.

The goal of this hunting framework is to propose a solution
to detect threat actors early in the cyber kill chain by searching
for signs of an intrusion and then, updating detection strate-
gies for future use.

VIII. CONCLUSION
A three-phase threat hunting framework was proposed in this
paper to address the problem of hunting in ICS networks.
The framework received triggers from security analysts and
external sources. A combination of MITREATT&CKMatrix
and Diamond models was used in the threat hunting phase
to respectively identify adversarial TTPs and visualise attack
routes towards its goals. This combination helps to under-
stand activities in our network and compare them with
possible attack routes to similar victims. A threat hunting
hypothesis was proposed using the information received from
hunting triggers. Then, the hypothesis was validated based
on the data requested for threat hunting and using the Dia-
mond model generated based on MITRE ATT&CK TTPs.
Finally, the detected threat action was sent to a cyber threat
intelligence stage in which hunters could generate CTI by
extracting important features of the threat and store IoCs in a
repository for future hunting. The generated CTI could also
be fed into security analytics tools. The proposed framework

was evaluated using three scenarios, Black Energy 3malware,
PLC-Blaster malware, and SWaT datasets. The evaluation
outcomes showed that the proposed framework can be used
by industrial companies to implement open-source threat
hunting in their ICS networks.

In this paper, the process of hypothesis validation and
threat intelligence generation are manual. The automation of
these tasks can help to improve the response time. In addition,
the quality and reliability of the hypothesis generated were
not considered in this paper. Based on these limitations, some
research gaps that should be considered in future works are:
– How can the reliability of the initial hypothesis be

improved?
– How machine learning methods can be used to automate

hypothesis validation and threat intelligence generation?
– How machine learning methods can be used to automat-

ically cluster our Diamond models with known abnormal
events?
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