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ABSTRACT Controlling and improving quality is a major business strategy for various organizations.
A company gains an advantage over its competitors by maintaining a high level of quality for products
or services and pleasing its customers or clients. Control charts are a tool used in Statistical Process Control
for the purpose of reducing variability in a process as well as estimating certain parameters. In the current
manuscript, auxiliary information has been utilized to propose an estimator for process mean using hybrid
exponentially moving average statistic. The proposed memory-type estimator utilizes prior information
to provide better estimates from data which is time-scale based than conventional estimators which were
designed for data collected at a single point of time. The properties of the estimator have been studied under
Simple Random Sampling as well as Stratified Sampling structure. Simulation study has been conducted
to illustrate its efficiency over contemporary estimators. Application to real data on datasets ‘‘Machine’’,
‘‘Automobile’’ and ‘‘Auto MPG’’ is introduced to illustrate the method.

INDEX TERMS Control chart, estimation, hybrid exponentially weightedmoving average, populationmean,
quality control, sample survey, simulation.

I. INTRODUCTION
Controlling and improving quality is a major business
strategy for various organizations, including government
agencies, as well as manufacturers, distributors, companies
involved in transportation, financial services, health care, etc.
Quality improvement methods have applications in various
domains within a company or organization, such as engi-
neering design, manufacturing, process development, mar-
keting, finance and accounting, distribution and logistics,
customer service, and field service of products (See [13]).
Some products where quality control proves vital are manu-
factured goods like automobiles, computers, clothing, as well
as services such as the generation and distribution of electrical
energy, public transportation, retailing, banking, health care,
etc. ([13]). A company gains an advantage over its competi-
tors by maintaining a high level of quality for products or ser-
vices and pleasing its customers or clients. Before introducing
the proposed estimator, a brief discussion of the technical
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tools available in the literature is presented in the subsequent
paragraphs.

Quality characteristic is the term given to the parameters
that define the thoughts of the consumer on quality of a
product ([13]). Quality engineering consists of the collection
of operational, managerial and engineering activities used to
affirm that the quality characteristics of a product conform
to the product specifications. The main goal is to reduce the
variability in the chief quality characteristics of the product.
Variability may be due to natural or inherent variability or a
system, or there may be assignable causes of variation.

Statistical Process Control (SPC) ([13]) is the set of
problem-solving tools used to make a process stable and
improve its capability by reducing the variability. Some statis-
tical tools employed for this purpose are histogram, stem-and-
leaf plot, check sheet, Pareto chart, cause-and-effect diagram,
scatter diagram, and control charts.

Control chart ([8], [13]) is an on-line technique used for
monitoring a process. It is one of the fundamental methods
used in SPC and produces a graphical representation of a
quality characteristic. The average of measurements of some
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quality characteristic in the samples taken from the process
is plotted against either time or sample number. This is used
to keep the process output under monitoring and also for
estimation of the parameters of a production process, such as
mean, standard deviation, fraction non-conforming or fallout,
etc. Such estimates are helpful in determining how capable
a process is in producing acceptable products. Some recent
works on control chart have been done by [1], [9], [10], [14],
[21], [25], among others.

Time-weighted control charts are used to detect small shifts
in process. Commonly used charts of this kind are Cumulative
Sum (CUSUM) charts and Exponentially Weighted Moving
Average (EWMA) charts.

Cumulative Sum or CUSUM was first developed by [18]
and is utilized for efficient and accurate detection of small and
continual shifts taking place in the process mean. Samples of
size n are taken during the process, and the sample means are
observed. Usually, n = 1.
The cumulative sum up to and including the k th sample

is defined as Ck =
k∑
j=1

(x̄j − µ0), where x̄j is the average

of the jth sample and µ0 is the target for the process mean.
If the mean shifts to a value µ1, then an upward (positive) or
downward (negative) drift will develop in Ck , depending on
whether µ1 > µ0 or µ1 < µ0.

In a Tabular CUSUM, deviations from µ0 which are above
and below target respectively are accumulated by one-sided
upper CUSUM (C+) and one-sided lower CUSUM(C−).
Mathematically, they are defined as

Ch+ = max[0, xh − (µ0 + k)+ Ch−1+]

Ch− = max[0, (µ0 − k)− xh + Ch−1−] (1)

where k is the reference value or slack value, taken as k =
|µ1−µ0|

2 . The starting values are assumed to be C0
+
= C0

−
=

0. Further details about CUSUM charts can be found in [8].
The exponentially weighted moving average (EWMA),

first introduced by [20], is more efficient at detecting smaller
shifts in comparison to Shewhart control charts. It is also
known as Geometric Moving Average (GMA), since the
values decline geometrically when a smooth curve connects
them. It is defined for a variable X as

Et = λX̄t + (1− λ)Et−1 (2)

where λ is a smoothing constant whose value ranges between
0 and 1. The starting value is usually taken as E0 = µ0 or
E0 = x̄.
[22], [23], [26], among others, have worked on Doubly

Exponentially Weighted Moving Average (DEWMA) based
on current and past observations, obtained by modifying
EWMA. The mathematical expression for DEWMA is:

Et = λX̄t + (1− λ)Et−1, 0 < λ ≤ 1

HEt = λEt + (1− λ)HEt−1, 0 < λ ≤ 1 (3)

Hybrid exponentially weighted moving average statistic
(HEWMA), first introduced by [7], is also obtained by modi-

fying the EWMA statistic. However, it differs from DEWMA
because of its use of two smoothing parameters λ1 and λ2,
instead of the single parameter λ in DEWMA. Mathemati-
cally, it is defined as:

Et = λ2X̄t + (1− λ2)Et−1, 0 < λ2 ≤ 1

HEt = λ1Et + (1− λ1)HEt−1, 0 < λ1 ≤ 1 (4)

The initial values are either estimated from a pilot survey,
or taken as HE0 = Et0 = 0. Some interesting work involving
EWMA and HEWMA statistic have been done by [2], [3],
[11], [16], [17], among others. [4] has developed estimators
under stratified sampling scheme.

The usual estimators for population mean, such as mean
estimator, ratio estimator, product estimator, etc. were
designed for data collected on a single point of time, and
may not be equally competent for situations in which data is
time-scale based ([15]). The solution offered by [15] involves
developing memory type estimators for time series data. Such
estimators have the advantage that they utilize the prior data,
including themost recentmeasurement, and assignweightage
depending on how far removed in time the data is. Lessweight
is given to data that are further removed in time. The use
of current as well as previous information increases the effi-
ciency of the estimators, in comparison with the conventional
estimators mentioned above.

In this manuscript, a shrinkage type estimator involving
HEWMA statistic is developed for estimation of population
mean. The structure of the estimator has been motivated
by the estimator due to [24]. Under conventional sampling
designs such as SRSWOR, in situations that do not involve
time-series data, such estimator is seen to take advantage of
both mean estimator and ratio estimator by utilizing a linear
combination of the two. Weightage is assigned to the two
estimators depending on the value of the constant in the linear
combination, and the estimator is seen to perform better than
both its constituent mean and ratio estimators. Hence, it is
reasonable to believe that the same may be true for memory-
type estimators, and explore the same. This is the motivation
behind the structure of the proposed estimator. Information
collected from previous surveys has been incorporated as
auxiliary information during the design of the proposed esti-
mator, for the purpose of improving the efficiency of the
estimator. By auxiliary information, one means information
on a variable that is related to the variable of interest. Such
information may be readily available from preceding surveys
or may be collected by utilizing minimal survey funds. It is
to be noted that limited attempts have been made to utilize
auxiliary information for developing estimation strategies
involving memory type estimators. Based on the discussions
so far, it is reasonable to believe that such estimators would be
efficient for estimation of population mean in quality control
processes. Details of some applications has been provided at
the end of this manuscript.

The remainder of the manuscript is structured in the fol-
lowing way: Section II gives a brief idea about the sampling
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schemes used in themanuscript. Sections III and IV introduce
the proposed estimators under Simple Random Sampling
Without Replacement (SRSWOR) and Stratified Sampling
schemes respectively, and discuss their properties in terms
of bias and Mean Square Errors (MSE). Section V presents
the simulation study comparing the proposed estimator with
the ratio and the product type estimators proposed by ([17]).
The interpretations of the results are briefly discussed in
Section VII, whereas Section VIII discusses some possible
practical applications and future scope of work.

II. SAMPLING STRATEGY AND NOTATIONS
Two sampling schemes have been used for the current
work, namely, Simple Random Sampling Without Replace-
ment (SRSWOR) and Stratified Sampling.

In SRSWOR, every unit in the population has an equal
chance of being selected in the sample. However, each unit
can be included only once in the sample, i.e. repetition of units
is prohibited. The chief advantage of the sampling scheme
lies in its simplicity. It is useful for populations which are
approximately homogeneous in nature with respect to the
characteristic under study.

Let a sample of size n be taken from a population of size
N . Let Y be the variable under study and X be the auxiliary
variable which is positively correlated to Y and information
on which is assumed to be known. The following standard
notations are used henceforth:

• µy, µx : Population means of Y and X respectively
• ȳ, x̄: Sample means of Y and X respectively
• CY ,CX : Coefficient of variation of Y and X respectively
• ρ: Correlation coefficient between Y and X

In real world situations, SRSWOR may not always be
the suitable method for handling data. When the population
is heterogeneous in terms of the character of interest, it is
beneficial to divide the population into several groups known
as strata such that the units within each stratum are relatively
homogeneous, whereas there remains relative heterogeneity
between any two strata. Samples are then drawn appropriately
from each stratum to produce a sample that is a true represen-
tative of the population.

In this connection, we consider a population that is divided
into L strata, with each stratum consisting ofNi, i = 1, · · · ,L
units, from which ni, i = 1, · · · ,L units are included in the
sample.

The following standard notations for stratified sampling
scheme are used henceforth:

• fk = 1
nk
−

1
Nk
, k = 1, · · · ,L

• Wk =
Nk
N , k = 1, · · · ,L: Strata weight of stratum

k, k = 1, · · · ,L, where N =
L∑
i=1

Ni

• µy, µx : Population means of Y and X respectively
• ȳk , x̄k : Sample means of Y and X respectively in stratum
k, k = 1, · · · ,L

• ȳst =
L∑
k=1

Wk ȳk , x̄st =
L∑
k=1

Wk x̄k : Sample mean for Y

and X respectively
• Syk , Sxk : Sample mean square of Y and X respectively in
stratum k, k = 1, · · · ,L

III. THE CONSTRUCTION OF THE ESTIMATOR UNDER
SRSWOR SAMPLING SCHEME
Motivated by the work of [4] under stratified sampling, the
estimator in the current manuscript is developed. Let t, t − 1
in the subscript denote the sample number. The HEWMA
statistic for Y and X respectively are given by

Zt = λ1Ety + (1− λ1)Zt−1
Qt = λ1Etx + (1− λ1)Qt−1 (5)

which utilizes the corresponding EWMA statistics

Ety = λ2ȳt + (1− λ2)Ety−1
Etx = λ2x̄t + (1− λ2)Etx−1 (6)

with the two smoothing parameters λ1 and λ2.
Utilizing (5), a shrinkage type of estimator for population

mean is proposed by taking a linear combination of the
HEWMA statistic and the ratio type estimator. Mathemati-
cally, the proposed estimator takes the following form:

τP = αZt + (1− α)
Ztµx
Qt

(7)

The constant α is to be determined such that it minimizes
the Mean Square Error (MSE) of the proposed estimator. It is
to be noted that when α = 1, τP = Zt , i.e. the proposed
estimator reduces to the HEWMA statistic for Y . When α =
0, τP =

Ztµx
Qt

, i.e. the proposed estimator assumes the form of
the ratio-type estimator.

A. PROPERTIES OF THE PROPOSED ESTIMATOR UNDER
SRSWOR
Several criteria are available in survey literature for defining
a ‘‘good’’ estimator. Two such properties are bias and effi-
ciency of an estimator. Bias measures whether an estimator,
on average, overestimates or underestimates the true value of
a parameter. An estimator is said to be unbiased if its bias
equals zero. In a given class of estimators, the one with the
minimum variance or mean square error (MSE) is said to be
the most efficient.

In this section, we strive to determine the mathematical
expression for bias and MSE of the proposed estimator.
To this end, the following two transformations involving error
terms are taken:

Zt = µy(1+ e0), Qt = µx(1+ e1) (8)

where |ei| < 1, i = 1, 2, assumed under large sample
approximations.

Let f = 1
n −

1
N , a1 = 1 − λ1, a2 = 1 − λ2, γ ={

a21
1−a21
+

a22
1−a22
−

2a1a2
1−a1a2

}
, and A = (λ1λ2)2

(λ2−λ1)2
γ
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Under the above defined transformations, and using the
notations defined above, the expectations of the error terms
are as follows:
E(e0) = 0 = E(e1),E(e20) = Af

σ 2Yt
µ2
y
,E(e21) =

Af
σ 2X
µ2
x
,E(e0e1) = Af ρCYCX

Utilizing the transformations defined in Equation (8), the
estimator introduced in Equation (7) assumes the following
form:

τP = µy

[
1+ e0 − e1 + αe1 + e21 − αe

2
1 − e0e1 + αe0e1

]
(9)

Rearranging the terms appropriately and taking expecta-
tions on both sides provides the mathematical expressions for
bias (B(.)) and MSE (M(.)) as mentioned subsequently:

B(τP) = E(τP − µy)

= Af µy(1− α)

[
σ 2
X

µ2
x
− ρCYCX

]
(10)

M (τP) = E(τP − µy)2

= Af µ2
y

[
σ 2
Yt

µ2
y
+ (1− α)2

σ 2
X

µ2
x
− 2(1− α)ρCYCX

]
(11)

For the purpose of determining the value of α which min-
imizes the MSE given in equation (11), one sets ∂M

∂α
= 0.

Subsequent calculations yield the optimal value of α as:

αopt = 1− ρ
CY
CX

(12)

The expression for the optimal MSE is obtained by substi-
tuting the optimal value ofα fromEquation (12) in the expres-
sion forMSE in Equation (11). It is presented in Equation (13)
below.

M (τP)opt = Af σ 2
Yt (1− ρ

2) (13)

Remark: Following [17], it is to be noted that for time
varying variance, the γ will be replaced by γt , where

γt=
(1− λ1)2(1− (1− λ1)2t )

1− (1− λ1)2
+

(1− λ2)2(1− (1− λ2)2t )
1− (1− λ2)2

−
2(1− λ1)(1− λ2)(1− (1− λ1)t (1− λ2)t )

1− (1− λ1)(1− λ2)

IV. THE CONSTRUCTION OF THE ESTIMATOR UNDER
STRATIFIED SAMPLING SCHEME
The HEWMA statistic for Y and X respectively are given by

Zst = λ1Esty−1 + (1− λ1)Zs(t−1)
Qst = λ1Estx−1 + (1− λ1)Qs(t−1) (14)

where

Esty = λ2ȳst + (1− λ2)Esty−1
Estx = λ2x̄st + (1− λ2)Estx−1 (15)

Analogous to Section III, the estimator under stratified
sampling structure is designed as follows:

τPst = αstZst + (1− αst )
Zst
µx

Qst (16)

where the constant αst is to be determined such that it mini-
mizes the MSE of the proposed estimator.

A. PROPERTIES OF THE PROPOSED ESTIMATOR UNDER
STRATIFIED SAMPLING
For the purpose of obtaining the expressions for bias and
MSE, the following two transformations involving error
terms are taken:

Zst = µy(1+ e0st )

Qst = µx(1+ e1st ) (17)

where |eist | < 1, i = 1, 2, assumed under large sample
approximations.

V (ȳst ) =
L∑
k=1

fkW 2
k S

2
yk ,

V (x̄st ) =
L∑
k=1

fkW 2
k S

2
xk ,

Cov(ȳst , x̄st ) =
L∑
k=1

fkW 2
k Syxk

Under the above defined transformations, the expectations
of the error terms areas follows:
E(e0st ) = 0 = E(e1st ), E(e20st ) = γ

V (ȳst )
µ2
y
, E(e21st ) =

γ
V (x̄st )
µ2
x
, E(e0ste1st ) = γ

Cov(ȳst ,x̄st )
µxµy

Utilizing the transformations defined in Equation (17), the
estimator introduced in Equation (16) assumes the following
form:

τPst = µy[1+ e0st − e1st (1− αst )+ e21st (1− αst )

− e0ste1st (1− αst )] (18)

Computations analogous to the ones described in Subsec-
tion (III-A) yield the following expressions for the bias and
the MSE of the proposed estimator when stratified sampling
is utilized:

M (τPst ) = µ2
yγ

 V (ȳst )
µ2
y
+ (1− αst )2

V (x̄st )
µ2
x

−2(1− αst )
Cov(ȳst ,x̄st )
µxµy

 (19)

For the purpose of determining the value of αst which
minimizes the MSE given in equation (19), one sets ∂M

∂αst
= 0.

The optimal value of αst is subsequently determined to be the
following:

αstopt = 1−
µx

µy

Cov(ȳst , x̄st )
V (x̄st )

(20)

The expression for the optimal MSE is obtained by sub-
stituting the optimal value of αst from Equation (20) in the
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expression for MSE in Equation (19). It is presented in Equa-
tion (21) below.

M (τP)opt = γ
[
V (ȳst )−

{Cov(ȳst , x̄st )}2

V (x̄st )

]
(21)

V. SIMULATION
In this section, a simulation study has been conducted to
study the performance of the proposed estimator in com-
parison with some contemporary estimators. The statistical
software R([19]) has been used for the purpose. The proposed
estimator has been compared with the memory type ratio
and product estimators proposed by [4]. The structure of the
respective estimators are given in equations (22) and (23)
below.

Trat =
Zst
Qst

µx (22)

Tpdt =
Zst
µx

Qst (23)

The expressions for the mean square errors of the memory
type ratio and product estimators, as given in [4], are as
follows:

M (Trat ) =
λ

2− λ

L∑
k=1

fkW 2
k

[
S2yk + R

2S2xk − 2RSyxk
]
(24)

M (Tpdt ) =
λ

2− λ

L∑
k=1

fkW 2
k

[
S2yk + R

2S2xk + 2RSyxk
]
(25)

The comparison between two or more estimators under
a chosen sampling scheme is done in terms of Percentage
Relative Efficiencies (PREs). The focus of the simulation
study is the comparison of the performance of the proposed
estimator with that of a contemporary estimator. Hence PRE
has been chosen as the evaluation metric. The PREs of the
proposed estimator w.r.t. the ratio and the product estimators
mentioned above are defined as follows:

P1 =
M (Trat )
M (τP)opt

× 100, P2 =
M (Tpdt )
M (τP)opt

× 100

To conduct the simulation study, the first step consists of
generating data. The outline of the algorithm for this purpose
is given in brief below.

1) Define the number of strata L in the population. For the
current study, L = 5.

2) For each strata, the data is generated randomly from a
normal distribution as follows:
a) Set the correlation coefficient between X and Y

to a given number.
b) Generate two random numbers A and B from

uniform distribution with parameters (0.1, 0.9).
In R ([19]), this is done using the line of code
runif(1,0.1,0.9).

c) Set µx = 100 ∗ A, µy = 100 ∗ B.
d) Generate the data. In R ([19]), the genCorGen

function from the package simstudy ([6]) is
used for the purpose.

TABLE 1. PRE of the proposed estimator w.r.t. contemporary estimator
when λ ∈ (0.1,0.2,0.3), λ1 ∈ (0.2,0.3).

TABLE 2. PRE of the proposed estimator w.r.t. contemporary estimator
when λ ∈ (0.4,0.5,0.6), λ1 ∈ (0.2,0.3).

For the purpose of the current study, the correlation coef-
ficient of the various strata are assumed to take a common
value ρ. Simulation studies are conducted for various values
of ρ, as well as various values of the parameter in the [4] esti-
mators, namely, λ, where 0 < λ ≤ 1, and the various values
of parameters of the proposed estimator, namely, λ1, λ2. Here
λ1 6= λ2, so various combinations of λ1, λ2 may be taken. For
simplicity and to keep the paper brief and free of unnecessary
tabular results of the same type, we present only the results
for λ2 = λ1 + 0.1. Readers are free to follow the steps of the
simulation presented values for other pairs of values of λ1 and
λ2. The results of the simulation study have been presented
in Tables (1)-(10) below.

VI. APPLICATIONS OF THE PROPOSED WORK
Secondary data has been used for the purpose of demonstrat-
ing the utilization of the proposed estimator under SRSWOR
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TABLE 3. PRE of the proposed estimator w.r.t. contemporary estimator
when λ ∈ (0.7,0.8,0.9), λ1 ∈ (0.2,0.3).

TABLE 4. PRE of the proposed estimator w.r.t. contemporary estimator
when λ ∈ (0.1,0.2,0.3), λ1 ∈ (0.4,0.5).

sampling scheme. The datasets have been chosen to illus-
trate the use of the proposed estimator in real world sce-
narios for estimating population mean. Three datasets have
been obtained from UCI Machine Learning Repository ([5]),
a brief description of which follows:

A. DATASET I: ‘‘MACHINE’’
This dataset consists of data on Relative CPU Performance.
The dataset contains 209 instances of 10 attributes. For the
purpose of this study, we have concentrated on products
from vender named ‘‘nas’’. The attribute named ‘‘MMAX’’,
denoting the maximum main memory in kilobytes is taken
as study variable Y , while the attribute named ‘‘MMIN’’,
denoting minimum main memory in kilobytes is taken as
auxiliary variable X . Here, N = 19, µx = 5368.421, µy =
17894.74, SX = 4494.166, SY = 10100.73,CX =

0.5644524,CY = 0.8371486, ρ = 0.8148075. A total of

TABLE 5. PRE of the proposed estimator w.r.t. contemporary estimator
when λ ∈ (0.4,0.5,0.6), λ1 ∈ (0.4,0.5).

TABLE 6. PRE of the proposed estimator w.r.t. contemporary estimator
when λ ∈ (0.7,0.8,0.9), λ1 ∈ (0.4,0.5).

FIGURE 1. Control chart using Dataset I.

10 samples of size n = 3 have been taken. The sample data
as well as the values of the proposed estimator have been
presented in Table (11). Additionally, control chart has been
plotted and shown in Figure (1).
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TABLE 7. PRE of the proposed estimator w.r.t. contemporary estimator
when λ ∈ (0.1,0.2,0.3), λ1 ∈ (0.6,0.7).

TABLE 8. PRE of the proposed estimator w.r.t. contemporary estimator
when λ ∈ (0.4,0.5,0.6), λ1 ∈ (0.6,0.7).

B. DATASET II: ‘‘AUTOMOBILE’’
This dataset consists of data on Automobiles of different
make and models. The dataset contains 205 instances of
26 attributes. For the purpose of this study, we have concen-
trated on automobiles with the make ‘‘mazda’’. The attribute
‘‘height’’ is taken as study variable Y , while the attribute
named ‘‘width’’ is taken as auxiliary variable X . Here,
N = 17, µx = 65.58824, µy = 53.35882, SX =

1.004599, SY = 2.304903,CX = 0.04319629,CY =
0.01531675, ρ = 0.07662348. A total of 10 samples of size
n = 3 have been taken. Table (12) presents the sample data
as well as the values of the proposed estimator.

C. DATASET III: ‘‘AUTO MPG’’
This dataset is concerned with the city-cycle fuel consump-
tion in miles per gallon. The dataset contains 398 instances
of 8 attributes. For the purpose of this study, we have con-

TABLE 9. PRE of the proposed estimator w.r.t. contemporary estimator
when λ ∈ (0.7,0.8,0.9), λ1 ∈ (0.6,0.7).

centrated on the model ‘‘datsun’’. The attribute ‘‘displace-
ment’’ is taken as study variable Y , while the attribute named
‘‘horsepower’’ is taken as auxiliary variable X . Here, N =
23, µx = 83.82609, µy = 103.2609, SX = 19.68617, SY =
25.46729,CX = 0.2466306,CY = 0.2348454, ρ =

0.9319278. A total of 10 samples of size n = 5 have been
taken. Table (13) presents the sample data as well as the
values of the proposed estimator.

VII. INTERPRETATIONS OF THE RESULTS
This section is concerned with discussing the various numer-
ical and graphical results presented in the previous sections.

The following conclusions may be drawn from
Tables (1)-(10):

1) The proposed estimator is more efficient than the [4]
estimator under optimal conditions. From the Tables,
it is seen that the values of the PRE are much greater
than 100 in most of the cases, indicating the dominance
of the proposed estimator over the [4] estimator.

2) The proposed estimator retains its efficiency for val-
ues of ρ in the range (0.1, 0.9). Thus, the proposed
estimator can be effectively utilized in various prac-
tical scenarios involving data on variable of interest
and additional data on a variable with various levels
of correlation between them. Data in various projects
are seen to consist of variables which are sometimes
strongly correlated, sometimes weakly. The results in
the Tables show that the proposed estimator is suitable
for application in all such situations of positive corre-
lation among the variables.

3) The proposed estimator is seen to be more efficient
than the [4] estimator for a wide range of values of
the respective parameters of the estimators. Hence, the
parameters of the HEWMA statistic, namely, λ1, λ2,
may be suitably chosen to assign suitable weightage to
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TABLE 10. PRE of the proposed estimator w.r.t. contemporary estimator for various values of the parameters when λ1 = 0.8.

TABLE 11. Computation of the proposed estimator for Dataset I: ‘‘Machine’’.

TABLE 12. Computation of the proposed estimator for Dataset II:
‘‘Automobile’’.

current data and past data, depending on the require-
ment of the particular application.

Thus, utilization of the proposed estimator for various
practical scenarios may be recommended. To this end,
Tables (11)-(13) illustrate the computation of the proposed
estimator using real data from the 3 datasets introduced previ-

ously. Ten points of time have been considered in each case,
and samples of appropriate sizes have been taken for each
point of time. Values of the sample means x̄, ȳ are calculated
at first, followed by the values of the estimators Zt and Qt .
Finally, the value of the proposed estimator is calculated by
taking the linear combination of functions of Zt and Qt . All
the values have been tabulated so that readers can suitably
replicate the results and understand the use of the proposed
estimator.

Figure (1) illustrates how the proposed chart works.
It presents the Control Chart based on the proposed estimator,
using Dataset I. The UCL, CL and LCL have been indicated
in the figure as horizontal lines. The UCL and the LCL are
indicators of whether a process is in-control or out-of-control.
The values of the proposed estimator τP (that have been
tabulated in Table 11) have been plotted on the Y-axis, with
time on the X-axis. A line of best fit has also been provided.
Most of the values of the estimates are seen to lie within the
control limits. However, one value is seen to be below the
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TABLE 13. Computation of the proposed estimator for Dataset III: ‘‘Auto MPG’’.

LCL, while another value is seen to be above the UCL. This
suggests that the process may have some assignable causes of
variation and inputs may need to be modified. The proposed
control chart thus shows indications that the process may be
out-of-control.

VIII. RECOMMENDATIONS AND FUTURE SCOPE OF
WORK
The proposed estimator can be utilized to estimate popula-
tion mean. This has wide-spread applications in the various
industries, such as industries which manufacture household
items like appliances, bulbs, etc., automobile manufacturing
industries, industries which manufacture machine parts such
as screws, bolts, etc., industries which manufacture parts of
computers, such as CPU, chips, etc. Control charts based on
the proposed estimators may be subsequently generated to
visually analyze whether a process in out of control (See [3]).
Hence, utilization of the proposed estimator may be recom-
mended to the various industries.

Future scope of the work includes designing various esti-
mators under different sampling schemes. Auxiliary informa-
tion can be effectively utilized to increase the efficiency of the
estimators. New estimators may also be designed by utilizing
auxiliary information on more than one additional variable.
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