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ABSTRACT The adoption of commercial wireless technologies such as 4G/5G in public safety networks
allows for new broadband services that could not be offered in this type of networks. Nevertheless, public
safety networks are mission-critical systems that require the introduction of specific services in commercial
wireless networks before this adoption. For instance, public safety networks require push-to-talk group
communications or the possibility of operating in isolated mode, named by 3GPP the Isolated E-UTRAN
Operation for Public Safety (IOPS). These requirements pose specific challenges that must be addressed,
such as the placement of a local Evolved Packet Core (EPC) when a set of evolved Node B (eNB) must
work in IOPS mode. In this paper, we analyze the implications of push-to-talk group communications and
multicast in the local EPC placement problem for IOPS networks and propose an optimization algorithm that
finds the best eNB where the local EPC should be co-located. Given the complexity of the problem, we also
propose a heuristic algorithm to determine the optimal placement of the local EPC. Simulation results show
the ability of our approach to adapt to different types of traffic with heterogeneous spatial distributions.

INDEX TERMS IOPS, LTE, local EPC placement, optimization, multicast.

I. INTRODUCTION
For a long time, there have been two separate technologies for
providing wide-area wireless communications: commercial
cellular networks (standards 2G/3G/4G of the 3GPP) and
dedicated public safety (PS) systems, such as the narrowband
systems TErrestrial Trunked RAdio (TETRA) and Tetrapol
(TETRA for police) in Europe, and Project 25 (P25) in North
America. Similar to commercial networks, where Long Term
Evolution-Advanced (LTE-A) has become the paradigm of
broadband wireless networks, there is a desire for PS to
accommodate high-bandwidth data and services. Hence, the
transition from the current narrowband to broadband com-
munication becomes the overall objective in PS networks as
well. In this context, instead of developing new dedicated
PS broadband solutions, integrating PS communications with
commercial mobile broadband standards is more beneficial.

The associate editor coordinating the review of this manuscript and
approving it for publication was Amjad Ali.

In fact, LTE-A as well as the recent and future releases
of 3GPP (LTE-pro and 5G) have been assessed and accepted
by multiple authorities and governments as a reference tech-
nology for the evolution of PS systems to offer broadband
services. The main advantages are: the ability to support
voice, video, data and new and enhanced multimedia ser-
vices simultaneously; network redundancy and reliability;
flexible adaptation to multiple frequency bands and spectrum
bandwidths; low latency and connection setups; robust and
highly reliable transmission; high transmission rates; Quality
of Service (QoS) differentiation; real-time positioning and
tracking; interworking and integration with existing legacy
technologies and applications; and low cost of infrastructure.
Furthermore, defined as a specific type of private LTE, the
choice of LTE can also be leveraged to unify existing dis-
parate PS networks. In addition, a common technology for
both commercial and dedicated PS networks offers many
advantages. For instance, sharing network resources reduces
costs and deployments.
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However, beyond the advantages of LTE, PS networks
are mission critical (MC) systems that require satisfying
strict requirements in terms of network coverage, system
accessibility and reliability, QoS, end-to-end performance
and security which commercial systems normally do not
require. Service availability and reliable performancemust be
ensured even in emergency situations, in areas where fixed
communication infrastructure may not exist, is destroyed
(e.g., due to disaster), or cannot provide sufficient capacity.
Thus, the MC aspect of PS communications adds unique
demands compared to commercial services. These demands
refer to the support of group communications, device-to-
device communications, direct mode communications (also
known as proximity services, ProSe), MC push-to-talk (PTT)
voice, video, and data (MCPTT, MCVideo, MCData), end-
to-end security, and isolated mode operation. 3GPP began
addressing these requirements as part of the evolution of LTE.

The first document concerning PS was published in 3GPP
Release 11 [1]. The evolution of MC services includes the
specification of Group Communications System Enablers
(GCSE) [2] and ProSe [3] in Release 12. GCSE allows effi-
cient distribution of the same content (voice, data, video) to
multiple users (User Equipment - UE) of a group at the same
time, while ProSe allows UEs in proximity to discover each
other and communicate. MCPTT [4], [5], Isolated E-UTRAN
Operation for Public Safety (IOPS) [6] and enhanced ProSe
(eProSe) [7] were included in Release 13. When an MCPTT
communication is established, only one UE can talk by press-
ing a buttonwhile the rest listen. IOPSmode operation [6], [8]
allows the maintenance of local IP connectivity and PS ser-
vices to UEs when the LTE access network (E-UTRAN) has
lost backhaul connectivity to the macro Evolved Packet Core
(EPC). E-UTRAN encompasses all base stations (named
as evolved Node B or eNB), while the macro EPC is the
core network that communicates with external packet data
networks (PDN) and handles both data flows and signaling.
IOPS operation is also required when the backhaul is not fully
functional or does not exist. Specifications of MCVideo [9]
and MCData [10] and enhancements for MC services have
been included in Release 14. Interworking with narrowband
PS technologies (e.g., TETRA) and studies into future rail-
way mobility communications systems were part of Release
15. Releases 16 and 17 include items of interest to PS in 5G
New Radio, while MCPTT on IOPS will not be standardized
until Release 17 [11].

This work focuses on IOPS mode operation. To provide
MC services (including MCPTT, group calls and dispatching
services), isolated networks, consisting of one of more eNBs
operating in IOPS mode, must have access to a local EPC.
The local EPC instance should locally replicate the behavior
of the macro EPC, providing the same basic functionalities.
Nevertheless, local EPC dimensioning and optimum place-
ment involve several open issues. Concerning the number
of local EPCs, the standard recommends choosing only one
local EPC to which all the eNBs of an IOPS network are
connected. Nevertheless, in an IOPS area, multiple active

local EPCs instances may be considered if required. In any
case, even if only one instance of the local EPC is active,
this does not prevent the coexistence of multiple optional
local EPCs co-located in different eNBs in the IOPS network.
In this case, the questions to be answered are how many
pre-existing local EPCs must be placed in the network, their
preferred location, and the most important issue, which one
of the pre-existing local EPCs must be activated. Local EPC
placement and selection depends on multiple factors: data
and signaling traffic distribution and requirements, types of
service provision (unicast, multicast), capacity restrictions of
local backhaul links between eNBs, and topology (an eNB
may require direct links or multi-hop to reach the active local
EPC). Studies on this issue are scarce. In this paper, the active
local EPC placement problem is addressed as an Integer
Linear Programming (ILP) problem with specific restrictions
concerning air and link capacities and details of MC services
such as MCPTT group calls.

The paper is organized as follows: Section II summarizes
the basis and challenges in the IOPS operation mode and MC
services, focusing on group MC group services. Section III
reviews the related work on the function placement prob-
lem in wireless networks and specifically of IOPS entities
to clearly state the contributions of our work. Section IV
describes the network model, the optimization problem to
compute the best local EPC location, a complexity analy-
sis of the optimization problem and an alternative heuristic
algorithm of lower complexity. The results are discussed in
Section V, followed by the concluding remarks in Section VI.

II. IOPS AND PUBLIC SAFETY SERVICES
A. IOPS BASIS AND CHALLENGES
IOPS operation for PS allows UEs to maintain a level of
communication, via one isolated eNB or a set of intercon-
nected isolated eNBs (which form an isolated E-UTRAN),
when they have lost the backhaul link to the core LTE net-
work infrastructure [6], [8]. Isolated E-UTRAN operation
requires eNBs to be IOPS-capable eNBs. That is, when the
backhaul between the eNBs and the macro EPC decreases,
the IOPS-capable eNBs can detect the loss of the backhaul,
initiate the IOPS mode operation based on local policies and
start providing local IP connectivity and PS services to their
UEs through a local EPC instance. The local EPC, which is
co-located with the eNB or reachable through other eNBs in
the isolated E-UTRAN,must include at least the main entities
of themacro EPC andmeans to locally deliver security/access
control. Fig. 1 shows the network architecture for the nor-
mal vs. IOPS operation modes. In the control plane, it must
include the Mobility Management Entity (MME), which is
responsible for UE mobility management (idle tracking and
handover), paging, selection of the Serving Gateway (S-GW),
bearer activation/deactivation processes and UE authentica-
tion with the Home Subscriber Server (HSS). Thus, the Local
EPC needs to perform security and authentication and provide
necessary HSS functions to support UE access to the Local
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FIGURE 1. The normal vs. IOPS operation modes.

EPC, via subscription data and authorization. Note that in
IOPS mode, the eNBs start advertising a Public Land Mobile
Network (PLMN-Id) dedicated to IOPS and only authorized
UEs can access this PLMN. On the other hand, if the eNB
cannot reach a local EPC instance, the eNB must enter a state
that prevents UE from selecting the cells under its control.
In the data plane, the Local EPC includes two main entities:
the S-GW, whose function is the routing and forwarding of
data packets and the Packet Data Network Gateway (PDN-
GW or P-GW), which is the connection point of the UE with
external PDNs and Application Services (AS) servers.

Isolated E-UTRANoperations include not only fixed eNBs
with lost connectivity to the macro EPC, but also standalone
Nomadic eNBs (NeNB). NeNBs are deployable systems,
including a transportable local EPC that assists PS services in
areas without infrastructure. The IOPS and nomadic deploy-
ments are conceptually similar. Thus, an isolated E-UTRAN
with NeNBs exhibits a behavior similar to that of an isolated
E-UTRAN with either eNBs or mixed NeNBs and eNBs.
In addition, IOPS addresses not only the absence of back-
haul, but also limited backhaul bandwidth. In this case, IOPS
considers two possible scenarios according to the transmitted
data in the limited backhaul: i) only signaling is transmitted
to the macro EPC while user data is routed locally or ii) both
signaling and a limited amount of user data are transmitted
to the macro EPC. In this case, user data has no guarantee of
service when it is routed through the backhaul. In this study,
we focus on scenarios where there is no backhaul, so the
deployment of a local EPC is mandatory, and within these
scenarios, on the optimum local EPC placement.

As stated in the previous section, an IOPS network may
comprise a single isolated eNB (which may be co-located
with a local EPC instance) or more eNBs. In the last case,
all eNBs establish S1-MME paths to the local MME of the
same local EPC instance, which is co-located with one of
the eNBs. This does not prevent several isolated E-UTRAN,

each one with its local EPC instance, may be combined to
define a larger IOPS network. However, in this case, the
tracking area codes broadcasted by the cells of the eNBs
connected to different local EPCs must be different to ensure
network identification and the requiredUEmobility behavior.
In addition, mobility management must include Inter-IOPS
network mobility.

In this work, we focus on the case with only one local EPC;
thus, only one local MME is used to ensure the connectivity
of UEs in an IOPS region composed of several eNBs. In this
context, the aim is to quantify the satisfaction of UE’s service
and traffic demands. Because all data and signaling traffic
must be transferred to the single active local EPC, optimum
dimensioning involves not only calculating the local EPC
capacity to handle data and signaling, but also its optimum
location. As all the eNBs in the IOPS network must reach the
local EPC, the problem requires explicit consideration of the
features and capacity of the inter-eNB connectivity, and an
accurate estimation of the signaling and data transport needs.

Moreover, it should be noted that one or more candidate
Local EPC instances can exist in the coverage area of the
IOPS network. In fact, IOPS-capable eNBs can be provi-
sioned with the IP endpoint of a preferred local EPC MME
instance and the IP endpoints of one or more alternative local
EPC MME instances in the area. As shown in Fig. 1, one,
several, or all eNBs may be pre-provisioned with co-located
standby local EPC instances. Nevertheless, when several
eNBs joint to form an IOPS network they must share the
same active MME instance. Alternative instances are used if
a path cannot be established with the preferred local EPC.
In this case, unreachable eNBs may configure a separate
IOPS network. On the other hand, the preferred local EPC
election may be performed in a semi-static fashion when the
network is operating in normal mode to optimize data and
signaling provision when some eNBs in a region enter in
IOPS mode. Thus, placement of the selected local EPC, each
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time a group of eNBs enters the IOPSmode is a relevant issue
and depends on the UE and traffic distribution.

Multiple S-GW instances linked to an MME could be
considered in the IOPS configuration, because the location of
the S-GW to which a UE is attached determines the routing
path of data traffic in the backhaul. A smaller backhaul band-
width could be consumed if traffic passed through an S-GW
that was on the shortest path between the eNBs. However,
the location of the P-GW must also be considered when
MC services are deployed in the IOPS network, because the
P-GW is involved in MCPTT group call data paths as we
will show in Section 2.2. Therefore, in the end, (i) having
only one instance of the S-GW/P-GW, (ii) distributing the
S-GW instances on all eNBs, separated from the P-GW,
or (iii) selecting a subset of eNBs to co-locate several S-GW
instances, have a limited impact on the consumption of
backhaul bandwidth because all the user data paths must go
through the P-GW. In addition, the co-location of the S-GW
instance in a separate eNB compared to the MME could
be also considered, but when the MME and the S-GW are
co-located, the signaling traffic between them is not routed
on the backhaul, economizing bandwidth.

Thus, we consider that all the entities (MME/S-GW/P-GW)
are physically co-located in a single local EPC placement as
this is the most efficient approach when group MC services
are supported. Additionally, and as we will see in the next
section, apart from the MME, S-GW and P-GW, a local
MCPTT system must be deployed at the IOPS network to
provide MCPTT services, including MCPTT group calls.

B. PUBLIC SAFETY SERVICES
Voice communications requirements in PS networks include
support of common Full Duplex (FD) voice like that used in
commercial wireless networks as well as PTT, which is the
current standard for voice communications in PS networks.
In this case, UEs cannot speak simultaneously but individu-
ally in specific time slots. The speaker presses the PTT button
on the radio to talk to other units and releases it to return to
the listen mode. In addition, group calls are required in the
PTT paradigm.

Being of vital importance to PS, group calls have been
added by 3GPP within the MCPTT services defined in
Release 13. In fact, many technical specifications of Release
12 and 13 focus on group calls, including the general core
specification GCSE [12] and MCPTT [13]. MCPTT group
calls are intended to support communication between mul-
tiple UEs (group), with the ability to grant access to speak.
When multiple requests occur, the mechanisms to determine
which UE request is accepted, rejected or queued depend
on a number of features (including priorities of UEs in con-
tention) that are out of the scope of this paper. Nevertheless,
functional architecture requirements to support these services
and bearer transport need to be clearly stated. MCPTT group
calls comprise a set of architectural concepts from core LTE,
MCPTT, Common Services Core (CSC) for Mission Critical
Communication (MCC) services and GCSE. Fig. 2 shows the

entities required to support these services. For instance, the
MCPTT Application Server (MCPTT AS), which is respon-
sible for delivering a half duplex group voice communica-
tion service, includes floor control and media distribution
function. Configuration, groupmanagement server, etc. at the
CSC provides support to all MCC services. This framework,
originally defined for voice, was expanded with the inclusion
of MCData andMCVideo in Release 14 and beyond [9], [10].
Regarding MCVideo group calls, although MCVideo service
includes news operation modes added to MCPTT, we focus
on MCVideo group calls based on PTT operation mode.

Regarding the data delivery of a group call, Release 12 con-
siders conventional physical channels in LTE for data deliv-
ery: i) the Physical Downlink Shared Channel (PDSCH),
which is commonly used for normal unicast data, and ii) the
Physical Multicast Channel (PMCH), which is designed for
evolved Multimedia Broadcasting and Multicasting Service
(eMBMS) [12], [14]–[16]. Both cases are evaluated in this
study. In the first stage, still considered by many operators,
each group UE is connected separately via unicast Evolved
Packet System (EPS) bearers in uplink (UL) and down-
link (DL) to the MCPTT and GCS ASs (see UEs attached to
eNB1 and the speaker UE of eNB2 in Fig. 2). In this case, the
group data in DL should be replicated according to the num-
ber of UEs per group. Given that the EPS bearer concatenates
the radio bearer and the core network bearer to the P-GW,
radio resources linked to dedicated radio bearers need to be
allocated by the eNB separately for each UE in the group,
but also core resources. This is a waste of resources and a
bottleneck to satisfy scalability requirements [17], although
the problem must be analyzed in more detail. If the air
interface is the main bottleneck, an advantage of the unicast
bearer is that the eNB can apply advanced link adaptation
schemes on the air interface, such as adaptiveModulation and
Coding Schemes (MCS), HARQ, or MIMO, which signifi-
cantly increases the spectral efficiency and reliability. This
may partially or fully offset the losses due to the duplication
of resources and improve scalability. In addition, the end-to-
end delay can be shortened as the data goes to the standard
core network (eNB↔S-GW↔P-GW↔GCS AS).

However, owing to the standardization of MBMS/eMBMS
multicast bearers, data can be delivered via shared network
resources to multiple UEs [15]. Multicast can be consid-
ered in two ways: Single-Cell Point-to-Multipoint (SC-PTM)
bearer [16] and as a part of the Multicast-Broadcast Single-
Frequency Network (MBSFN) topology. In both cases, new
entities were required. The Broadcast/Multicast Service Cen-
ter (BM-SC) is the entry point of theMBMS content provider.
It allows the MCPTT AS to stream media through multicast
bearers over the LTE Radio Access Network (RAN) and
controls the overall service (it manages the MBMS sessions
-start, update and stop service announcements- and provides
security to the sessions). The MBMSGateway (MBMS-GW)
distributes the MBMS data to each eNB using IP multicast.
Finally, the Multi-cell/multicast Coordination Entity (MCE)
handles the radio resource allocation and the coordination

160900 VOLUME 9, 2021



J. Ortín et al.: On Optimizing Network Function Placement for Multicast Group Call Service Provision

FIGURE 2. (a) Functional architecture for MCPTT group calls. Unicast vs multicast (SC-PTM and MBMS) options. (b) IOPS MCPTT group calls option.
(c) IOPS mode bearers.

of the MBSFN and SC-PTM transmissions. When eMBMS
is supported in IOPS, we consider that the best option is to
co-locate these entities with the local EPC to minimize data
flows.

When considering the MBSFN topology, cells broad-
cast the same group content using the same physical radio
resources for MBMS bearers. The eNBs simultaneously
transmit the same physically encoded and modulated signals
over the same frequency resources according to the MCE
scheduling (which ensures synchronization between trans-
missions and contents). In this case, inter-cell interference is
avoided, and UEs can combine the signals from the eNBs
to decode the group data, obtaining a higher SINR gain
compared to unicast and improving coverage and reception.
The amount of radio resources consumed for group com-
munication is independent of the number of UEs per group.
However, MBSFN requires eNBs in the same MBMS area to
be phase-synchronized. Signals coming from several eNBs,
transmitted to the UEs located in the overlapping coverages
of theMBMS area, are required to arrive at a delay dispersion
lower than the cyclic prefix to avoid intersymbol interference.
Thus, the PMCH is transmitted in subframes specifically
defined as MBSFN subframes, which use an extended cyclic
prefix. Link adaptation schemes are not possible owing to the
lack of the UL feedback channel and PMCH transmission

requires robust MCSs. This together with the requirement
of using specific and planned MBSFN subframes results in
a degradation of the spectral efficiency and has a negative
impact on scalability [17]. The bearer setup time is similar
to the unicast case, but group communication through the
PMCHmay cause additional queueing delay at theMCE/eNB
until an MBSFN subframe is planned.

In contrast, when SC-PTM transmissions are considered,
adjacent cells involved in transmitting group data do not
necessarily transmit the same group content using the same
radio resources forMBMS bearers. Thus, adjacent cells cause
inter-cell interference in the group bearer. SC-PTM, defined
in Release 13, reuses the eMBMS architecture, core network
procedures and partially the eMBMS procedure in RAN.
However, SC-PTM allows one eNB to broadcast the same
content to a group of UEs using the same resources through
the PDSCH instead of using the PMCH. This enables mul-
tiplexing of multicast and unicast transmissions in the same
subframes, more flexible scheduling of group transmissions
and the application of advanced link adaptation schemes
such as those used in the unicast transmission for groups
with a reduced number of UEs, owing to unicast feedback.
In addition, queueing delay due to MCE scheduling will
not occur. Thus, a trade-off exists between the effects of
inter-cell interference on the one hand, and increasing the
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spectral efficiency and flexibility due to PDSCH election on
the other.

In general, we can conclude that there is a trade-off
between the advantages and limitations of unicast and mul-
ticast options depending on the size of the group and the
distribution of UEs. Unicast can be a good option for serving
small groups or for operators without multicast active oper-
ations. MBSFN is suitable for large groups and SC-PTM is
a compromise option between them. In fact, MCE (located
in the eNBs or centralized to control several eNBs) not only
handles radio resource allocation but also the coordination
of MBSFN and SC-PTM. It decides whether to set up the
eMBMS bearer depending on the resources available in the
cells. Therefore, we can conclude that all options should be
considered. Thus, in this paper, we include the impact of both
unicast and multicast for the provision of MCPTT group calls
in our optimization problem.

To support multicast, the local EPC must add the entities
of Local BM-SC, MGMS-GW, and MCE in addition to the
MME, S-GW, and P-GW. The IOPS MC subsystem, which
includes application functions and enabling capabilities to
support MC services such as MCPTT group calls, must be
added as well. In this work, the IOPS network comprises
a local EPC/IOPS MC Services instance and two or more
eNBs, one of which co-located with the local EPC/IOPS MC
Services instance (see Fig. 2(b)). Note that the IOPS MC
subsystem is on standby during normal operation. According
to [11], the IOPS connectivity client and the MCPTT client
(to allow the UE to be discovered and registered in the IOPS
MC subsystem) must be included in the UE, whereas the
IOPS MC connectivity and IOPS distribution functions pro-
vide support to MC services (register and discover UEs) and
handling of IP packets containing the MC service application
data received from a UE in IOPS mode.

Without loss of generality and to simplify the analysis,
we can address the local EPC placement problem with-
out explicitly by considering the details about interfer-
ence and scheduling effects at the air interface to set air
resource requirements. Instead, a conservative estimation of
the resource requirements is used. Thus, the main effects
of multicast have been considered together for the SC-PTM
of MBMS implementations, as both share the functional
architecture of MBMS and IP multicast transmission at the
core. In each eNB, at the air interface, both implementa-
tions require a unique and common DL resource allocation
for voice media transmission for each group flow, while
unicast requires as many resource allocations as UEs in
the group.

Note that in addition to voice/video media transmission
over a dedicated bearer, default bearers are always present
ensuring always-on IP connectivity and signaling between
UEs and MC entities. Signaling can be mapped to a different
unicast bearer for the UE, as shown in Fig. 2(c). In addition,
signaling radio bearers 0, 1, and 2 are always present in each
UE to support the transmission of radio resource control and
non-access-stratum signaling messages between the UE and

core LTE entities (for instance, linked to attach procedures,
location updates, mobility management, etc.).

III. RELATED WORK AND MAIN CONTRIBUTIONS
In wireless networks, the optimum placement problem has
been addressed in the literature linked to several entities,
such as the gateway or sink placement problem in multi-hop
wireless networks and wireless mesh networks. In addition,
recent advances in the fields of network softwarization and
virtualization have led to the proposal of multiple works
addressing network function placement problems [18]–[20]
that mainly focused on cloud and edge computing. In any
case, the differences both due to the network constraints in the
wireless environment, and the specific system requirements,
such as MC services or multicast transport, make these prob-
lems not directly comparable with this work. Specific studies
related to optimizing IOPS settings are scarce, mainly limited
to the works performed by Queis et al. [21]–[23].

Namely, the work in [21] tackles the local EPC placement
problem from a centralized point of view. That is, in an iso-
lated network composed of various eNBs, the local EPCmust
be co-located in only one of the eNBs. When considering
the local EPC as an endpoint, the goal is to determine the
eNB where the local EPC should be co-located to maximize
its capacity to receive and forward data and signaling from
the eNBs of the network. The intuition is that the local
EPC should be a ‘‘central’’ node. To do this, they defined
a centrality metric that measures the capacity of a node to
maximize receiving traffic. According to the authors, many
previous node-centrality metrics, such as degree centrality
[24], weighted degree [24], closeness [25], and between-
ness centrality [26], are very limited because they do not
include full information on the link capacities of the network.
Because of this, they proposed a new metric called flow
centrality. This metric measures the maximum uniform traffic
that nodes in the network can send simultaneously to the
central node where the local EPC is co-located given link
capacity constraints both in the inter-eNB links and in the air
interface. Traffic between the eNB and local EPC is routed
directly or by multi-hop interconnected eNBs.

The main limitation of this work is that all eNBs are
assumed to generate the same amount of traffic toward the
local EPC, without considering the traffic generation patterns
of the UEs (type of service, rate requirements or sources and
destinations). That is, the objective function is the maximum
amount of traffic that the local EPC can receive from the
eNBs, as a single destination. The same authors in [22]
extended this analysis by showing that in some network
graphs, such as path graphs and balanced trees, it is possible
to calculate the flow centrality of a node using analytical
expressions instead of solving a linear optimization problem.

Data traffic and signaling impact in the backhaul (links
interconnecting eNBs) of the IOPS network are considered
by the authors in [23]. They proposed an optimization prob-
lem with the aim of minimizing the backhaul bandwidth
consumption of user and signaling information exchanged
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between the eNBs and the MME andS-GWs. They assumed
that only one MME is needed in the network and considered
three different options for the deployment of the S-GWs: i) a
unique instance of the S-GW, ii) an instance of the S-GW
co-located with every eNB and iii) the optimal number and
distributions of S-GW instances. In all cases, they foubd the
best location for the MME.

The main results of this study are as follows: First, in case
it is mandatory to have just one S-GW in the network, the
best option is co-locating theMME and the S-GW in the same
place to avoid signaling traffic between them. Second, having
an S-GWco-located with every eNB performs similarly to the
optimally distributed option. This result is also logical, as they
assume that the data flows between UEs can be established
directly without passing through a central P-GW, and the
impact of the control signaling is almost negligible compared
to the data distribution. Nevertheless, in PS scenarios sup-
porting MCPTT group calls, the data flow must go through
the MCPTT AS (where media distribution and floor control
server are present) via the S-GW and P-GW before being
forwarded to the destination. This means that in this scenario
data flows between S-GW/PDN-GW and AS in addition to
data flows between eNBs and S-GW must be included in the
analysis. As a result, the co-location of the S-GWwith the rest
of the local EPC functions is the preferred option. Finally,
in none of the described works regarding entity placement
in IOPS networks, the capability of having PTT or multicast
transmission has been considered.

With regard to the optimum placement problem in other
wireless networks, several works deal with the gateway
location problem in multi-hop and mesh wireless networks
through mathematical optimization with linear programming
or from a heuristic perspective [27]–[30]. The main objec-
tives are similar to the local EPC placement. The goal is to
minimize the number of gateways and optimize their place-
ment under different QoS constraints (throughput maximiza-
tion, delay requirements, etc.). However, the formulation of
this problem is quite different. The functional architecture
requirements and distribution of entities in the data and con-
trol planes are different. As stated in the previous section,
in our case, centralized placement is preferred, since all the
data flows in the network may require going through a certain
function. In addition, other typical constraints considered in
multi-hop wireless networks, such as energy consumption
in wireless sensor networks (WSN), are not very relevant
in the location of the local EPC. Another difference with
WSN is that resource allocation in the inter-eNB links is
orthogonal, and even at the air interface, this assumption can
be made under some considerations, owing to the effects
of the centralized scheduling in the eNB. In WSNs, these
assumptions are not possible, which translates into different
optimization problems.

In this context, the contributions of the paper are:

(i) We study the optimum placement of the preferred local
EPC/IOPS MC services instance in the IOPS mode

(alternative standby local EPCs can coexist) as well as
the paths to reach this preferred local EPC for each data
flow in the network. The aim is to maximize the number
of connections that can be simultaneously supported on
the network.

(ii) We define the problem as an ILP problem, explicitly
considering the implications of specific services for PS:
MCPTT and full duplex services and unicast vs. multi-
cast group call MC voice and video services. Air and
core link capacity constraints and resource demands of
traffic sources are calculated more closely to a real MC
deployment, according to the LTE standard limitations.

(iii) We theoretically analyse the complexity of the algo-
rithm, demonstrating that it is NP-hard. Because this
can lead to scalability problems, we also propose a
heuristic algorithm for the local EPC placement based
on the relaxation of the original problem to obtain sub-
optimal results in reduced computational time.

(iv) The evaluationwas performed in scenarios wheremixed
traffic of different classes coexisted. The impact of a
non-homogeneous distribution of traffic is considered
in the selection of the preferred local EPC.

IV. LOCAL EPC PLACEMENT PROBLEM
A. NETWORK MODEL
We consider a network of interconnected IOPS eNBs that
have lost backhaul with macro EPC. Although multiple
standby local EPC/IOPS MC Services instance (each one
co-located with an eNB) are considered, a unique active
local EPC/IOPS MC Services instance (for brevity, local
EPC from now on) serves the network (the preferred entity).
The local EPC provides the same functionality as the macro
EPC, addingMBMS entities to support multicast services and
IOPSMCand application servers. Inter-eNB links are defined
between each eNB. Without loss of generality, the specific
technology used in the inter-eNB links was not considered.
Nevertheless, to model a scenario with limited inter-eNB
capacity, the transmission rates are limited to those achievable
if out-of-band LTE carriers (different from the one used in the
air interface) were used in the inter-eNB connections. Data
and signaling traffic between each eNB and the local EPC
are transmitted directly or through interconnected eNBs in
a multi-hop fashion. Intercell interference is not explicitly
considered at the wireless interface. Instead, the total capac-
ity available at the air interface is estimated considering a
conservative approach, assuming the use of a mean MCS
(intermediate between the most robust and the highest rate).

Qualitatively, the optimization problem that we aim to
solve can be defined as follows: to maximize the weighted
number of FD calls and group calls that can be established
in the network subject to the following constraints: i) system
constraints, that is, each UE in an FD call or group call must
be attached to an eNB and must reach a local EPC/IOPSMC.
In addition, there must be a single local EPC/IOPC MC on
the network through which all FD calls and group calls pass;
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ii) routing constraints to set paths between different eNBs and
the local EPC/IOPS MC; iii) bandwidth constraints to ensure
that the transmission resources allocated to the different FD
calls / group calls at the radio interface of each eNB and the
backhaul links do not exceed the available capacity.

B. OPTIMIZATION FRAMEWORK
1) OBJECTIVE FUNCTION
Table 1 summarizes the notation used in this section. Let B
be the set of eNBs working in isolated mode, U the set of UEs
under the coverage of B, and T and G be the set of FD and
group calls to be established between UEs in U respectively.
To simplify the notation, in the following, we use the index k
to go through the different elements of T , m for the elements
of G, i for the elements of U and j for the elements of B. For
each m ∈ G, we define the set Um as the subset of UEs of U
that want to join the group call m. Likewise, for each k ∈ T ,
we use the terms U (1)

k and U (2)
k to denote the two UEs that

communicate through FD call k .
Each UE i ∈ U is covered by a subset of eNBs of B, which

we denote by Bi. Additionally, each eNB is also connected
to a subset of other eNBs in B, which we denote by Bj.
We assume that the eNBs in B form a connected network to
ensure the existence of a solution of the optimization problem
(if not, we would have more than one network working in
isolated mode).

Further, let tk be a binary variable indicating whether FD
call k ∈ T is established in the network and gm,i is a binary
variable indicating whether UE i of group callm ∈ G has joint
the group callm. The objective function aims to maximize the
number of FD calls / UEs in group calls that can be served
in the network while minimizing the use of resources in the
backhaul:

max
∑
k∈T

pk tk +
∑
m∈G

∑
i∈Um

pm,igm,i − δrbh (1)

where pk and pm,i are respectively the preference weights of
the different FD calls / UEs in the group calls, δ is a penalty
factor associated with the use of the backhaul such that δ �
pk and δ � pm,i and rbh is a real variable indicating all the
resources used in the backhaul.

2) SYSTEM CONSTRAINTS
First, for an FD call to be established (or a UE to join a group
call), we need the UEs of the FD call (or the group call) to be
connected to an eNB. We also need that they are registered to
the local EPC of the network. If we define the binary variables
bki,j (b

m
i,j) to denote that UE i of FD call k (group call m) is

connected to eNB j and the variables hki,j (h
m
i,j) to denote that

the active local EPC is co-located with eNB j and UE i of
FD call k (group call m) is also registered to it, we have the

following set of constraints

tk =
∑
j∈Bi

bki,j ∀k ∈ T , i = U (1)
k ,U (2)

k (2a)

tk =
∑
j∈B

hki,j ∀k ∈ T , i = U (1)
k ,U (2)

k (2b)

(2) indicates that for FD call k to be established, both its
UEs must be connected to an eNB (2a) and registered in
the local EPC of the network (2b). Note that as all variables
are binary, the previous restrictions ensure that a UE i is
connected to just one eNB as well. The following set of
constraints are equivalent to those in (2), but for the UEs of
group calls

gm,i =
∑
j∈Bi

bmi,j ∀m ∈ G, i ∈ Um (3a)

gm,i =
∑
j∈B

hmi,j ∀m ∈ G, i ∈ Um (3b)

Now, we have to guarantee that just one local EPC is
deployed in the network. To do so, let hj be a binary variable
indicating whether the local EPC is co-located with eNB j.
First, we need the set of constraints (4) to ensure that the local
EPC is co-located with an eNB if it is at least co-located with
this eNB for one UE

hj ≥ hki,j ∀j ∈ B, k ∈ T and i = U (1)
k ,U (2)

k (4a)

hj ≥ hmi,j ∀j ∈ B, k ∈ G and i ∈ Um (4b)

Once we have the variables hj, the following constraint
guarantees that the active local EPC is co-located with just
one eNB ∑

j∈B
hj = 1 (5)

3) ROUTING CONSTRAINTS
Each established FD call in the network must go from the
eNBs to which the UEs are connected to the local EPC and
back, so we must guarantee that there is a path from each
eNB to the local EPC. To do so, we apply a fluid model to
each eNB of the network. Namely, let f k,Bi→E

j,j′ be a binary
variable indicating whether FD call k is routed through the
link between eNBs j and j′ from the eNB of UE i to the
local EPC (denoted by E). Then, the fluid model can be
conveniently expressed using the set of constraints

bki,j +
∑
j′∈Ej

f k,Bi→E
j′,j = hki,j +

∑
j′∈Ej

f k,Bi→E
j,j′ ≤ 1

∀j ∈ Bi, k ∈ T , i = U (1)
k ,U (2)

k (6a)∑
j′∈Ej

f k,Bi→E
j′,j = hki,j +

∑
j′∈Ej

f k,Bi→E
j,j′ ≤ 1

∀j /∈ Bi, k ∈ T , i = U (1)
k ,U (2)

k (6b)
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TABLE 1. Summary of notation.

FIGURE 3. Example of the routing constraints in a node: (a) UE i is
connected to eNB j , and the local EPC is not co-located with j ; (b) UE i is
connected to eNB j , and the local EPC is co-located with j ; (c) UE i is not
connected to eNB j , and the local EPC is not co-located with j ; (d) UE i is
not connected to eNB j , and the local EPC is co-located with j .

where Ej indicates the set of eNBs connected directly to
eNB j (i.e., there exists a link between eNB j and eNBs
in Ej).

For brevity, each constraint in (6) refers to two constraints.
The first constraint corresponds to the flow balance in the
eNB (i.e., the two sides of the equality), while the second
constraint is a bound for the number of incoming / outgoing
routes from each eNB (i.e. the ≤ 1).
These constraints enforce flow conservation at each eNB

regardless of whether UE i of FD call k is connected to it,
or whether the active local EPC is co-located with that eNB.
If it is connected to it, and the local EPC is not co-located
with that eNB, then bki,j = 1, hki,j = 0 and from (6) all the
incoming links from j will be zero and one outgoing link
will be 1 (see the example in Fig. 3(a)). If the local EPC is
located with the eNB and UE i is not connected to it, then
bki,j = 0, hki,j = 1 and all outgoing links from j will be zero
and one incoming link will be 1 (Fig. 3(d)). When the local
EPC is not co-located with the eNB or UE i is connected to
it, then bki,j = 0, hki,j = 0 and (6) leads to two alternatives:
i) the flow is not routed through j, and all the incoming and
outgoing links for that flow are zero, or ii) the flow is routed
through j and then one incoming and one outgoing linkwill be
1 (Fig. 3(c)). Finally, if UE i is connected to the eNB and the
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local EPC is co-located with that eNB, then there would not
be any flow and all the incoming and outgoing links would
be zero (Fig. 3(b)).

Following a similar approach, the restrictions for the path
back from the local EPC to the eNB to which a UE is
connected are

hki,j +
∑
j′∈Ej

f k,E→Bi
j′,j = bki,j +

∑
j′∈Ej

f k,E→Bi
j,j′ ≤ 1

∀j ∈ Bi, k ∈ T , i = U (1)
k ,U (2)

k (7a)

hki,j +
∑
j′∈Ej

f k,E→Bi
j′,j =

∑
j′∈Ej

f k,E→Bi
j,j′ ≤ 1

∀j /∈ Bi, k ∈ T , i = U (1)
k ,U (2)

k (7b)

where f k,E→Bi
j,j′ is a binary variable indicating whether FD

call k is routed through the link between eNBs j and j′ for the
path from the local EPC to the eNB UE i is connected to.
For group calls, the flow conservation constraints are iden-

tical to those in (6) and (7), but considering that the flow
corresponds to group call m instead of FD call k , that is,

bmi,j +
∑
j′∈Ej

f m,Bi→E
j′,j =hmi,j +

∑
j′∈Ej

f m,Bi→E
j,j′ ≤ 1

∀j ∈ Bi, m ∈ G, i ∈ Um (8a)∑
j′∈Ej

f m,Bi→E
j′,j =hmi,j +

∑
j′∈Ej

f m,Bi→E
j,j′ ≤ 1

∀j /∈ Bi, m ∈ G, i ∈ Um (8b)

hmi,j +
∑
j′∈Ej

f m,E→Bi
j′,j =bmi,j +

∑
j′∈Ej

f m,E→Bi
j,j′ ≤ 1

∀j ∈ Bi, m ∈ G, i ∈ Um (9a)

hmi,j +
∑
j′∈Ej

f m,E→Bi
j′,j =

∑
j′∈Ej

f m,E→Bi
j,j′ ≤ 1

∀j /∈ Bi, m ∈ G, i ∈ Um (9b)

4) BANDWIDTH CONSTRAINTS
Before defining the bandwidth constraints themselves,
we must model the impact of PTT and multicast in use of
radio resources. As group communications use PTT, there
cannot be two UEs of the same group call transmitting simul-
taneously. This implies that for the UL in the air interface
and the backhaul from the eNBs to the local EPC, the global
resource allocation is reduced to that required by one UE of
the group. Tomodel this, let bmj be a binary variable indicating
whether any UE of group call m is connected to eNB j and
f m,B→E
j,j′ a binary variable denoting if group call m is routed
through the link between eNBs j and j′ for the flow from any
eNB to which any UE of group callm is connected to the local
EPC. Then, we can write the following constraints to set the
values of these variables

bmj ≥ bmi,j∀m ∈ G, i ∈ Um, j ∈ Bi (10)

f m,B→E
j,j′ ≥ f m,Bi→E

j,j′ ∀j ∈ B, j′ ∈ Ej, m ∈ G, i ∈ Um (11)

Similarly, when multicast is used, the same resources can
be shared for all the UEs of the group call in the DL of
the air interface and the backhaul from the local EPC to the
eNBs to which the UEs of the group call are connected. If we
define the binary variable f m,E→B

j,j′ to indicate if group call m
is routed through the link between eNBs j and j′ in the way
back from the local EPC to an eNB to which any UE of group
call m is connected, then we have

f m,E→B
j,j′ ≥ f m,E→Bi

j,j′ ∀j ∈ B, j′ ∈ Ej, m ∈ G, i ∈ Um (12)

With this, the following set of constraints models that the
transmission resources used by the different FD calls and
group calls cannot exceed the available capacity in the UL
of the eNBs∑
k∈T

∑
i=U (1)

k ,U (2)
k

ru,kbki,j +
∑
m∈G

ru,mbmj ≤ cu,j ∀j ∈ B (13)

where ru,k , ru,m represent the transmission rate required for
FD call k or group call m in the UL and cu,j the available
capacity in the UL of eNB j. For the DL, the constraints
depend on whether or not we use multicast. When multicast
is used, the constraints are similar to those of the UL∑
k∈T

∑
i=U (1)

k ,U (2)
k

rd,kbki,j +
∑
m∈G

rd,mbmj ≤ cd,j ∀j ∈ B (14)

with rd,k , rd,m, cd,j corresponding to the same terms as ru,k ,
ru,m, cu,j but for DL instead of UL. When multicast is not
used, each UE in the group call needs their own transmission
resources, so the previous restrictions turns into∑
k∈T

∑
i=U (1)

k ,U (2)
k

rd,kbki,j +
∑
m∈G

∑
i∈Um

rd,mbmi,j ≤ cd,j ∀j ∈ B

(15)

Finally, we have the following bandwidth constraints for
the links between eNBs when multicast is not used∑

k∈T

∑
i=U (1)

k ,U (2)
k

rk
(
f k,Bi→E
j,j′ + f k,E→Bi

j,j′

)
+

∑
m∈G

rmf
m,B→E
j,j′ +

∑
m∈G

∑
i∈Um

rmf
m,E→Bi
j,j′ ≤ cj,j′

∀j ∈ B, j′ ∈ Ej (16)

while for multicast the constraints are∑
k∈T

∑
i=U (1)

k ,U (2)
k

rk
(
f k,Bi→E
j,j′ + f k,E→Bi

j,j′

)
+

∑
m∈G

rm
(
f m,B→E
j,j′ + f m,E→B

j,j′

)
≤ cj,j′

∀j ∈ B, j′ ∈ Ej (17)

where cj,j′ is the capacity of the link between eNBs j and j′,
and rk and rm represent the required transmission rate in a
link for FD call k or group call m.
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5) DEFINITION OF VARIABLE rbh
Once we have established the bandwidth constraints, it is
easy to define the total use of resources in the backhaul
by aggregating the right-hand sides of constraint (16) when
multicast is not used in the network or (17) when it is used
for all the links in the network. That is, without multicast we
have

rbh =
∑
m∈G

rmf
m,B→E
j,j′ +

∑
m∈G

∑
i∈Um

rmf
m,E→Bi
j,j′

+

∑
k∈T

∑
i=U (1)

k ,U (2)
k

rk
(
f k,Bi→E
j,j′ + f k,E→Bi

j,j′

)
(18)

while with multicast

rbh =
∑
m∈G

rm
(
f m,B→E
j,j′ + f m,E→B

j,j′

)
+

∑
k∈T

i=U (1)
k ,U (2)

k

rk
(
f k,Bi→E
j,j′ + f k,E→Bi

j,j′

)
(19)

C. COMPLEXITY ANALYSIS
Theorem 1: The IOPS deployment problem is NP-

complete.
Proof: The NP-completeness can be proved by restric-

tion, that is by showing that our general IOPS deployment
problem contains a known NP-complete problem as a spe-
cial case. The reference problem we use in the proof is the
multidimensional knapsack problem which is known to be
NP-complete. The proof is based on specifying the additional
restrictions to be added to the IOPS deployment problem so
that the resulting restricted problem will be identical to the
multidimensional knapsack problem, which is defined and
explained next.

The multidimensional knapsack problem is a well-known
problem in combinatorial optimization. It consists of select-
ing a subset of a given set or items in such a way that the
total profit of the selected objects is maximized, while a set
of knapsack constraints are satisfied. Formally, the problem
can be stated as:

max
∑
j∈N

pjxj (20)

s.t.
∑
j∈N

wijxj ≤ ci, i = 1, . . . , d (21)

where N is the set of items, d is the number of constraints
in the knapsack, pj is the profit of putting item j ∈ N in the
knapsack, xj is a binary decision variable indicating whether
item j is put into the knapsack, ci is the capacity of the
knapsack in the i-th constraint, and wij is the weight of item j
in the i-th constraint of the knapsack.
To show that our IOPS deployment problem reduces to

a multidimensional knapsack problem in some cases, let
us consider the following instance of the IOPS deployment
problem characterized by the following settings: δ = 0 (we
neglect the use of the backhaul in the objective function), T =

∅ (we assume we only have group calls), |Um| = 1,∀m ∈ G
(we assume we have only one UE in each group call). With
this, the objective function reduces to

max
∑
m∈G

pmgm (22)

where gm is a binary variable indicating if group call m is
established in the network and pm is the preference weight
(that is, the profit) of group call m, which is of the same form
as that in (20).

Let us further assume that: i) each UE is under the coverage
of just one eNB, i.e, |Bi| = 1; ii) the position of the local
EPC is fixed, i.e. hj is no longer a decision variable, and iii)
the path from each eNB to the local EPC is fixed and known.
Thus, if a group call m is deployed in the network, it will
consume transmission resources in the radio access of the
eNB to which the unique UE of group m can be connected,
as well as in the links of the path from that ENB to the local
EPC. Formally, the IOPS deployment constraints reduces to∑

m∈G
ru,j,mgm ≤ cu,j ∀j ∈ B (23)

∑
m∈G

rd,j,mgm ≤ cd,j ∀j ∈ B (24)

∑
m∈G

rj,j′,mgm ≤ cj,j′ ∀j ∈ B, j′ ∈ Ej (25)

where ru,j,m = 0 for all j different from the eNB to which the
unique UE of group m can be connected and ru,j,m = ru,m
for that eNB. The same applies to rd,j,m for DL. Similarly,
rj,j′,m = 0 for the links (j, j′) that are not in the path from the
eNB to which the UE of group call m can be connected and
rj,j′,m = rm for the rest.

Clearly the previous constraints are similar to those in
(21) and the formulation of this particular instance of the
IOPS deployment problem matches the previously defined
multidimensional knapsack problem, which is known to be
NP-complete. By restriction, the IOPS deployment problem
must also be NP-complete. �

D. HEURISTIC ALGORITHM
The IOPS deployment problem is a Mixed Integer Linear
Programming (MILP) problem which has been shown to be
NP-complete in the previous section. As a consequence, the
time required to solve it increases very quickly as the size of
the problem grows; therefore, it may not be scalable.

The main objective of solving this problem is to determine
the best location for the local EPC. Thus, in this section
we propose a heuristic iterative algorithm to estimate that
location. The algorithm follows a classical approach based on
the Linear Programming (LP) relaxation of the originalMILP
problem. In short, the algorithm is based on the iterative
resolution of simplified relaxed LP problems. In each relaxed
problem, we fix hj = 1 for a specific eNB (that is, we force it
to be the local EPC of the network), and put the rest of hj′ to 0
(line 3 in Algorithm 1). Then, we relax the rest of the binary
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FIGURE 4. Reference deployments. a) Topology A. b) Topology B.

variables to real variables in the range [0, 1] to have an LP
problem that can be easily solved (line 4). At each iteration,
we check if the objective function of the relaxed problem is
the highest so far, updating in that case the candidate eNB
to deploy the local EPC (lines 5-8). Thus, we select the eNB
that obtains the highest solution of the relaxed problem as the
local EPC.

Algorithm 1 Algorithm for Local EPC Placement
input : Instance of the IOPS deployment problem
output: eNB for local EPC placement (EPCbest )

1 fobj,highest ← 0;
2 for j in B do
3 Set hj = 1 and hj′ = 0 for j′ 6= j;
4 Solve relaxed LP problem;
5 if fobj, relaxed LP > fobj, highest then
6 fobj,highest ← fobj,relaxedLP;
7 EPCbest ← j;
8 end
9 end

V. PERFORMANCE EVALUATION
In this section, we evaluate how the proposed model allocates
the local EPC in the IOPS mode under different scenar-
ios. The results were obtained by solving the optimization
model described in Section 4 using the CPLEX software.
The simulated scenarios consider different topologies, traffic
of several applications, and transmission schemes (PTT and
FD, multicast vs. unicast). In all cases, results were obtained
by averaging the outcomes of 100 realizations. Two refer-
ence topologies, topology A and topology B, illustrated in
Figs 4(a) and 4(b), were considered. The positions of the
10 eNBs in both topologies correspond to the actual deploy-
ment of a public safety network managed by an actual PS
network operator. In both cases, each eNB establishes up to
three backhaul links with neighboring eNBs.

TABLE 2. Transmission rates at backhaul and radio access.

A 5 MHz LTE deployment was assumed. For simplicity
and without loss of generality for the purpose of the local
EPC placement problem, we assume an MCS index of 14 for
all radio transmissions in both UL and DL (up to 28 MCS
index are possible), which leads to an overall transmission
rate of 6.36Mbps in UL and 6.48Mbps in DL. Excluding sig-
nal and control channels (broadcast (BCH), synchronization
(PSS/SSS) channels, system information, PDCCH/PUCCH,
random access channels (RACH) and signaling overhead
(RRC, RSRP reports, etc.), we finally consider an available
transmission rate of cu,j = 5.3 Mbps in the UL and cd,j =
5.8 Mbps in the DL for all the eNBs. Regarding the backhaul
links, we consider a transmission rate of cj,j′ = 15 Mbps in
each link, which matches the transmission rate of an LTE link
with an MCS index of 26.

Three different traffic types, representative of PS deploy-
ments, are included: PTT video group calls (GC-MCVideo),
PTT voice group calls (GC-MCVoice) and FD voice calls
(Voice-FD). We evaluate the proposed model to locate the
local EPC under two different scenarios: either multicast
DL transmissions are considered for group calls (assumed
to be sc-MBMS from now on) or unicast transmissions are
assumed (denoted as sc-no-MBMS hereafter). Different sim-
ulations were performed varying the overall amount of traffic.
The ratio of the number of calls for different traffic types was
kept fixed at 1:2:4 (GC-MCVideo:GC-MCVoice:Voice-FD).
The number of UEs per group is set to 10, also following
typical traffic patterns of an actual PS network operator.
Transmission rates for both video and voice services at the
air interface and backhaul are listed in Table 2. The required
backhaul transmission rates include overhead due to transport
and network headers (IP, UDP, RTP) while radio access trans-
mission rates, obtained for MCS 14, also include overhead
related to radio protocol stack and resource mapping. The
preference weights of the different services, pk and pm,i in (1),
are set to 1 and the penalty factor, δ in (1), associated with the
use of the backhaul is set to 10−3.

Concerning LTE signaling, as we refer in previous sec-
tions, it depends on the particular scenario, user’s activity and
mobility. Because there are not enough details to accurately
model and quantify the signaling and its impact is negligible
in front of the data, we only consider it as an additional
overhead of data traffic.

UEs are initially attached to one eNB according to a uni-
form random distribution among all the eNBs of the deploy-
ment. Nevertheless, in order to model a certain degree of
flexibility we introduce a heuristic to manage a subset of UEs
that will be placed in the overlapped coverage areas with a
neighbor eNB. UEs in these areas may camp in the initially

160908 VOLUME 9, 2021



J. Ortín et al.: On Optimizing Network Function Placement for Multicast Group Call Service Provision

FIGURE 5. Relative frequency of local EPC election under different traffic
conditions. (a) Topology A. (b) Topology B.

selected eNB or the neighbor to load balancing by applying
an idle mode reselection mechanism [31]. As a result, UEs
in these areas are allowed to reselect the eNB where it will
finally establish the radio connection. We define the set of
possible alternate eNBs (up to three) to the initially selected
among i) the closest eNB to the initial one and ii) all eNBs at
a distance from the initial eNB less than 10% greater than
that of the closest eNB. We assume that a UE attached to
the initial eNB can also be within the coverage of one of
each of the eNBs in the set with probability p = 0.1, and
therefore can be reallocated to the latter. That is, if there is
a number N of alternate eNB (up to three), a UE may be in
the overlapped area of each eNB with the initial one with
probability p = 0.1 or only under the original cell coverage
with probability 1-N.p.

The traffic is generated and distributed as follows. First,
each UE originating a call (group call or FD call) is randomly
selected from an eNB according to a uniform distribution.
In FD calls, the UE receiving the call is also chosen from
a randomly selected eNB. Thus, it is possible to obtain
intra-eNB calls and inter-eNB calls. On the other hand, con-
sidering the dependence of the location in group calls, the
remaining UEs are randomly chosen from the same eNB as
the originator or one of the two closest ones. As a conse-
quence, density of UEs involved in group calls at each eNB

FIGURE 6. Ratio of served UEs for each type of traffic. (a) Topology A.
(b) Topology B.

is not uniform, but depends on the specific topology. For
example, in topology B, the probability distribution of GC
UEs at eNB i from i = 0 to 9 is 0.13; 0.07; 0.1; 0.07; 0.1;
0.13; 0.07; 0.13; 0.1; 0.1.

Fig. 5 shows the probability of locating the local EPC at
an eNB for both topologies A (Fig. 5(a)) and B (Fig. 5(b))
under different traffic conditions. These traffic conditions
are presented in terms of number of UEs involved in the
offered calls. They vary from 190 active UEs (50 involved
in 5 GC-MCVideo calls, 100 in 10 GC-MCVoice and 40 in
20 Voice-FD) to 2470 active UEs (650 in 65 GC-MCvideo,
1300 in 130 GC-MCVoice and 520 in 260 Voice-FD) with
100 realizations for each of them. Notice that the portion
of UEs involved in MCVideo calls is 5/19, in MCVoice is
10/19 and that in Voice-FD is 4/19. As can be seen, the
results in both cases differ owing to the different relative
positions among eNBs. The two mixed traffic scenarios, dif-
ferentiated by GC support, are identified as sc-MBMS and
sc-no-MBMS. Fig. 5(a) shows that under this traffic distribu-
tion, the local EPC must be unequivocally allocated in eNB8
for both scenarios sc-MBMS and sc-no-MBMS. On the other
hand, according to Fig. 5(b), both eNB4 and eNB6 could
allocate local EPC for topology B. As can be seen, when
multicast is not used, both eNBs are almost equiprobable,
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FIGURE 7. Available resources in the backhaul links of eNB8 in
topology A. (a) outgoing links. (b) incoming links.

but when multicast is used in the DL, eNB6 tends to be the
overall best solution as traffic grows. The reason behind this
behavior can be explained as follows: it can be easily seen that
topology B is symmetric as long as the backhaul connectivity
pattern is concerned. However, as explained above, both the
eNB reselection pattern of UEs in the overlapping areas
of two cells and the distribution of UEs involved in group
calls directly depends on the physical distances among eNBs;
therefore, the actual deployment is not exactly symmetric.
In this case, when the network is saturated and MBMS is
used, the specific overlapping configuration among cells (and
thus, cell reselection flexibility) combined with the specific
GC distribution probability among cells, results in a slightly
higher value in the objective function in the eNBs connected
through eNB6 (0, 1, 2 and 5) than in the eNBs connected
through eNB4 (3, 7, 8 and 9). There is a slightly higher
number of admitted UEs or slightly lower resource utilization
in the backhaul due to the higher flexibility provided by
the reselection in this area and thus load balancing. There-
fore, there is a statistical bias toward eNB6 as a local EPC.
Nevertheless, in the actual deployment, both eNBs should
allocate the local EPC functionality, although only one would
be active.

Fig. 6 shows the fraction of UEs of each traffic type that
have been able to establish the connection (denoted as per-
centage of served UEs), as the mixed traffic increases for both

FIGURE 8. Available resources in the backhaul links of eNB8 in
topology B. (a) outgoing links. (b) incoming links.

topology A (Fig. 6(a)) and topology B (Fig. 6(b)). It must
be noted that whereas Voice-FD calls either are admitted or
rejected, group calls can be established even if resources to
join the group call for all the involved UEs cannot be allo-
cated. Results show that using multicast in DL transmissions
highly improves network capacity due to the reduction in
resource consumption both in the radio access and in the
backhaul links. The differences in the grade of satisfaction
obtained by the different applications lies in the objective
function used in the optimization process: the main objective
is to maximize the total number of FD calls and the total
number of active users in group calls. Because video users
consume more resources, they are the first ones to be rejected
when the load increases. This is especially obvious when
multicast is not used in the DL. Note that in this scenario
the decreasing slope for the FD calls is higher than for group
calls (also supported using unicast), because of several possi-
ble reasons: the main objective function is to maximize the
number of active UEs. Considering a number of FD calls
that involve a number of UEs equal to a group call (i.e. 5),
the number of resources required by the group of FD calls
is higher than the equivalent GC. In FD, used resources in
the UL are equal to the number of active calls, whereas in
the group call only one UE (at least in a cell) is speaking.
On the other hand, when the network becomes saturated,
the blocking probability for a Voice-FD call can be not only
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FIGURE 9. Available resources in the backhaul links of eNB8 in topology B decoupled according to the election of local EPC (eNB4 or eNB6).
(a) outgoing links sc-MBMS. (b) outgoing links no-sc-MBMS. (c) incoming links sc-MBMS. (d) incoming links no-sc-MBMS.

higher than for a Voice-GC, but also for a Video-GC, even
though the resource consumption per UE is lower in voice
than video. As stated above, Voice-FD calls cannot be admit-
ted unless there are resources for both the originating and
destination UE, whereas a group call can be admitted even if
only some (at least two) of the involved UEs can be allocated
resources. Thus, GCs are prioritized by the objective function.
The resulting network planning with the selected objective
function matches the typical requirements of public safety
deployments, where GC-MCVoice-PTT calls are the highest
priority services in any case.

To better understand the system performance and the
effects of the local EPC placement, we analyze free resources
in backhaul and air interfaces. Fig. 7 represents the amount
of free resources in the backhaul links of eNB8, which is the
local EPC in topology A. Each backhaul link is represented
as transmitter->receiver in the legends, i.e., 6->1 represents
the available resources in the transmission link from eNB6 to
eNB1. As can be seen in this figure, backhaul links are not
the limiting factor in the system capacity since even for high
traffic loads there are still free resources. In sc-MBMS, where
MBMS is used for GC, resource utilization is similar in both
incoming and outcoming links of eNB8. This is because the
full duplex consumes the same amount of resources in the

UL and DL by definition. On the other hand, group calls also
have a similar utilization: in the UL, only one PTT user per
call is active at a time, whereas in the DL, because multicast
is used, there is also a single transmission per call in the
outgoing links from the local EPC. In sc-no-MBMS, where
unicast transport is used for GC, resource utilization is much
higher in the DL. Consequently, fewer UEs can be actually
admitted (see Fig. 6(a)), and therefore, resource utilization in
the incoming links to the local EPC is lower. Consistent with
user satisfaction for each class of traffic in Figs 6(a) and 6(b),
in Fig. 7(a) and Fig. 7(a), we see that free resources both in
incoming and specially in outcoming links increase when FD
calls begin to be blocked in favor of GCs. The number of
active UEs involved in calls increases with the traffic load, but
more UEs of GC are active and they consume less resources.

Fig. 8 shows the same results for the backhaul links of the
eNB6, one of the two BSs most selected as a local EPC in
topology B. It must be noted that the results for eNB4 are
equivalent to those of eNB6. Note that results are represented
for eNB6, but traffic distributions highly differ depending
on the actual eNB co-locating the active local EPC (mainly
eNB4 and eNB6), and the results in Fig. 8 show the average
amount of free resources in the 100 realizations performed
per step. Therefore, to obtain a better understanding of the
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FIGURE 10. Available resources in the radio access links in topology A.
(a) eNB1. (b) eNB6.

actual traffic distribution, we decouple the results in Fig. 9,
where we show the same amount of free resources when
eNB6 is co-locating the local EPC and when eNB4 is the
selected one. In addition, the average values in Fig. 8 are
also represented in Fig. 9. For clarity, Figs 9(a) and 9(b)
show outgoing links separately for sc-MBMS and sc-no-
MBMS, whereas Figs 9(c) and 9(d) show the same results
for incoming links. As explained below and unlike topology
A, the backhaul link between eNB4 and eNB6 is the limiting
factor in topology B.

When MBMS is used (Figs 9(a) and 9(c)), the results are
equivalent regardless of the election of local EPC (eNB4
or eNB6), because multicast distribution trees are similar
in both cases, as shown in Fig. 4, with a bottleneck link
between eNB4 and eNB6. This link is saturated at approx-
imately 1700 UEs. However, when MBMS is not taken into
account for GC services (Figs 9(b) and 9(d)), it can be clearly
seen that the limiting factor is the DL from the local EPC,
that is, the outcoming link from eNB6 to eNB4 when eNB
6 is the local EPC (Fig. 9(b)) or the incoming link to eNB6
from eNB4 when the local EPC is eNB4 (Fig. 9(d)), which
is saturated from around 400 UEs. Analogous to topology A,
in these cases the corresponding reverse links (4 to 6 and 6 to
4) have more available resources than when the MBMS is
used, as fewer calls can be admitted.

FIGURE 11. Available resources in the radio access links in topology B.
(a) eNB2. (b) eNB9.

Fig. 10 shows information about resource utilization in the
radio access for topology A, namely free radio resources in
eNB1 and eNB6. They were chosen as representative exam-
ples, because the tendencies are similar for the remaining
eNBs. Both eNB1 and eNB6 have a similar density of UEs
of group calls, but eNB6 is closer (1 hop) to the local EPC
than eNB1 (two hops). Figs 10(a) and 10(b) show the free
radio resources in eNB 1 and eNB6 respectively for both UL
and DL including sc-MBMS and sc-no-MBMS cases. These
results confirm, as stated above in Fig. 7, that the radio access
is the limiting factor in this topology: whenMBMS is used for
GC, the UL is the saturated link, since the assumedmaximum
transmission rate is slightly lower than in the DL (5.3 Mbps
in the UL vs 5.8 Mbps in the DL). If multicast transport is not
used for GC, the DL in the radio access is, as expected, the
system bottleneck.

Analogously, Fig. 11 shows information about resource
utilization at the air interface for topology B. In this case, the
results are shown for eNB2 and eNB9. These eNBs have been
chosen because of their symmetry regarding the election of
the local EPC: they are both remote eNBs that are connected
to the remaining deployment either through eNB6 or eNB4
and both eNBs have a similar density of UEs of group calls,
as shown in the distribution probability described above.
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FIGURE 12. Available resources in the radio access links in topology B decoupled according to the election of local EPC (eNB4 or eNB6). (a) eNB2
sc-MBMS. (b) eNB9 sc-MBMS. (c) eNB2 sc-no-MBMS. (d) eNB9 no-sc-MBMS.

Fig. 11(a) shows the available radio resources in eNB2,
which is located in the region connected through eNB6,
whereas Fig. 11(b) shows equivalent results for eNB9, which
is located in the region connected through eNB4. Following
the same reasoning as in Fig. 8, we decouple the results
in Fig. 12, where we show the free radio resources when
eNB6 is co-located with the local EPC and when eNB4
is the selected one, together with the average values of
Fig. 11. Again, for clarity, Figs 12(a) and 12(b) show the
radio resources for eNB2 and eNB9 for sc-MBMS, whereas
Figs 12(c) and 12(d) show the same results sc-no-MBMS.

As explained in Figs 9(a) and 9(c) in the backhaul, when
MBMS is used, the results are almost similar regardless of
the election of local EPC (eNB4 or eNB6), as can be seen
in Figs 11(a) and 11(b). Nevertheless, when multicast is
not used, the results differ depending on the selected local
EPC. If eNB6 is co-located with the local EPC, the perfor-
mance is limited by the outgoing backhaul link from eNB6 to
eNB4 (see Fig. 9(b)). As a result, the blocking probability
of UEs that reaches eNB6 through eNB4 is high even if
there are enough resources in their air interface. Therefore,
in Fig. 12(d), eNBs that are connected to the local EPC
through eNB4, such as eNB9, have available resources in

the radio access. The same does not occur in eNBs that are
not connected to the local EPC through eNB4, like eNB2.
In this case, the bottleneck is not the backhaul, but rather the
radio interface. Specifically, the DL radio access is saturated,
as shown in Fig. 12(d) for eNB2. Likewise, when eNB4 is
co-located with the local EPC, the bottleneck is located in the
outcoming backhaul link from eNB4 to eNB6 (see Fig. 9(d)).
Thus, in Fig. 12(b), eNBs that are connected to the local EPC
through eNB6, such as eNB2, have available resources in the
radio access although nomore calls can be supported, while in
eNBs not connected to the local EPC through eNB6, the DL
radio access is saturated, as shown in Fig. 12(d) for eNB9.

As shown in Fig. 5, from the point of view of the optimiza-
tion function that maximizes the number of satisfied UEs in
the overall deployment, the preferred local EPC placement
location is equally distributed in eNB4 and eNB6, although
as shown above, the selection of eNB4 or eNB6 in sc-MBMS
provides differences in the area connected to eNB4 and eNB6.
In the sc-no-MBMS scenario, these differences were signif-
icantly reduced. Despite this, as shown in Fig. 5, eNB6 is
selected as the optimum with a higher probability than eNB4
as the offered traffic increases. This preference, which is
difficult to derive from the occupation results, is due to the
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FIGURE 13. Relative frequency of local EPC election under different
traffic conditions in topology A for both optimum and heuristic solutions.
(a) initial nearly homogeneous traffic. (b) heterogeneous traffic.

small differences between the capabilities of cell reselection
in the areas connected to eNB4 and eNB6. In this specific
deployment, the area connected to eNB6 can balance the
traffic among cells slightly better than the area connected to
eNB4. Because the connections in sc-MBMB consume much
less resources than in sc-no-MBMS, small resource savings
may be sufficient to allocate a new UE. Thus, although the
number of allocated UEs only differs in some units more,
eNB6 tends to be the preferred option.

To better show the dependence of the local EPC allocation,
not only on the specific topology, but also on the traffic
distribution, we also evaluate the proposed model under more
heterogeneous traffic patterns, where each UE originating
a call (GC or FD call) is selected from a randomly cho-
sen eNB according to a non-uniform distribution. Specif-
ically, for topology A, the probability distribution of UEs
that generate a call at eNB i from i = 0 to 9 is 0.05;
0.15; 0.15; 0.15; 0.15; 0.15; 0.05; 0.05; 0.05; 0.05, while
for topology B, the distribution is 0.07; 0.07; 0.07; 0.13;
0.13; 0.07; 0.07; 0.13; 0.13; 0.13. These probability distri-
butions differ from the probability distributions of the UEs
involved in GC. Once the distribution of the UEs that generate
the call is established, they depend on the heuristic defined
above.

FIGURE 14. Relative frequency of local EPC election under different
traffic conditions in topology B for both optimum and heuristic solutions.
(a) initial nearly homogeneous traffic. (b) heterogeneous traffic.

For clarity and without loss of generality in the con-
clusions, we now focus on the sc-MBMS scenario.
Figs 13 and 14 show the probability of locating the local
EPC at an eNB for both topologies under the initial nearly
homogeneous traffic deployment (a) and the aforementioned
heterogeneous patterns (b). Joint to the optimal solution,
we include the solution provided by the heuristic algorithm
proposed in Section IV-D. It can be seen that the results
obtained by the heuristic algorithm are close to the optimal
one, with a much lower computational complexity. There-
fore, it can be a useful tool when network topology grows
to obtain suboptimal solutions with limited computation
time. Regarding the nearly homogeneous traffic deployment,
Figs 13(a) and 14(a) show the results already shown in Fig. 5
comparedwith the results obtained by the heuristic algorithm.
As for the heterogeneous traffic pattern concerns in topology
A, the traffic density in eNBs 1, 2, 3, 4 and 5 is higher than
in the remaining ones. Thus, we can see in Fig. 13(b) that
the local EPC placement initially moves toward the center of
the area where these five eNBs are located; thus, the optimal
placement location is at eNB2 in most cases. However, as
traffic grows and the network becomes saturated in all eNBs,
and not only in thosewith higher density, the local EPCmoves
again to eNB8, because this location allows for an overall
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higher number of calls. Similarly, the heterogeneous traffic
pattern in topology B increases the traffic density in the area
of eNBs connected through eNB4 (3, 4, 7, 8, and 9). Thus,
the local EPC is located in eNB4 (Fig. 14(a)) instead of the
duality between eNB4 and eNB6 seen in the homogeneous
scenario (Fig. 14(a)). However, with the same argument as
in topology A, as the network becomes saturated, the local
EPC moves again to eNB6, which is also the most selected
location as traffic grows in Fig. 14(b).

Obviously, the obtained results depend on the topology,
traffic mix, and UEs distribution, in addition to the specific
mode of provision for GC on the deployment in IOPS oper-
ation mode. Both the optimization and the heuristic algo-
rithms need to be reconfigured using feedback with input
data of the traffic mix and the distribution in the area of
provision, obtained or estimated from previous operative sce-
narios. In any case, from the analysis performed above we can
conclude that, probably in many topologies, planning standby
IOPS co-located in all eNBs to respond to various traffic
scenarios when a group of eNBs enter the IOPS mode will
not be needed, but rather in a set of them. Specifically, in the
topologies analyzed above, some eNBs should always be part
of this set. This is the case for eNB8 and eNB6 in topologies
A and B, respectively, because in saturation conditions these
placements maximize the number of UEs participating in
calls. In addition, there are options with almost equivalent
benefits that should also be included in the set. This is the
case of eNB4 in topology B. In addition, other eNBs such as
eNB2 or even eNB1 and eNB3 may be included to respond
to traffic variations in topology A.

Then, the choice of active/preferred local EPC must be
based on local policies that consider both the previous load
conditions that the area suffers when entering the IOPS
mode, and expected increases based on previous experiences.
For instance, eNB2 could be set as the preferred option in
topology A in the heterogeneous scenarios defined above
when the load is moderate. The current optimization function
maximizes the UEs on call without considering whether only
two or all members of the GC are satisfied. We are aware
that the optimization function can be changed to ensure that a
minimum number of UEs in the GC have resources for the
call. In this case, the required changes in the optimization
algorithm were minimal.

VI. CONCLUSION
Future PS networks will use commercial standards such as
4G/5G to provide broadband services. Therefore, the 3GPP
has introduced specific amendments to support the services
needed in such networks, such as proximity communications,
PTT group communications, or the possibility of operating in
IOPSmode. In this paper, we proposed an optimization prob-
lem to find the best location to co-locate the local EPC within
a set of eNBs working in the IOPS mode. This optimization
problem models specific features of PS networks, such as
PTT and, specifically, group call communications, using dif-
ferent delivery modes (unicast and MBMS), as well as com-

mon voice PtP communications. Owing to the NP-hardness
of the problem, a low-complexity heuristic algorithm has
been proposed to estimate the optimal location of the local
EPC. Simulation results show that the local EPC tends to be
co-located with one of the geographically central eNBs of the
network. Nevertheless, when the traffic is heterogeneous, the
best location for the local EPC depends on the specific spa-
tial distribution of UEs in different communications. Finally,
our heuristic algorithm shows that the local EPC placement
problem can be satisfactorily solvedwith a low computational
burden.
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