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ABSTRACT In recent years, computer language area has witnessed important evolvement with applications
in different domains. Machine Translation MT technology, considered as a subfield, has received important
development with different approaches and techniques. Although, many MT systems and tools that support
Arabic already exist; however, the quality of the translation is moderate and needs some improvement.
In addition, the high demand for effective technologies to process and translate information from/to Arabic
motivated the researchers in Arabic Machine Translation (AMT) to propose new approaches and solutions
following the mainstream method, notably neural machine translation (NMT). In this paper, we provide a
comprehensive review and compare different NMT approaches mainly for Arabic-English (and English-
Arabic) machine translation research works. The discussed approaches address different linguistic and
technical challenges and problems while demonstrating great success compared to traditional methods. The
results of this work can serve the researchers and professional to be up-to-date and provide them with the
necessary resources for modelling and improving of the AMT. These resources include corpora, toolkits,
techniques and new models. The obtained results outline various findings, critics, and open issues in this
area.

INDEX TERMS Arabic machine translation, Google translation, BLEU, neural machine translation.

I. INTRODUCTION
In recent years, machine translation (MT) become very essen-
tial in many applications and achieved advances for almost
all languages [1]. Consequently, the recent progress of MT
has boosted the translation quality significantly [2], [3], and
even approached human translation quality for high-resource
language pairs like English-Czech [4] or Chinese-English [5].
Likewise, other research subfields in Natural Language Pro-
cessing (NLP) systems also achieved a great improvement
aiming to satisfy the MT growing needs in several domains
and applications such as in multilingual chatbots. There-
fore, the demand for quick and accurate machine translations
is growing accordingly. However, finding appropriate and
optimal translation is not an easy task in any language set-
ting [6], [7], [8]. Several machine translation systems already
exist, such as Sakhr,1 Al-MutarjimTMAl-Arabey 3.02 and

The associate editor coordinating the review of this manuscript and

approving it for publication was Li He .
1http://www.sakhr.com/index.php/en/
2https://al-mutarjim-al-arabey.software.informer.com/3.0/

SYSTRAN,3 but the quality of the translation with regards to
theArabic language needs to be further improved due tomany
issues reported in various research works such as linguistic
errors [6], [9]–[13]. In addition, there are web-based MT sys-
tems such as Babylon,4 Bing Translator,5 Google Translate,6

and Shaheen7 that can translate a source text from Arabic to
English and vice-versa.

Indeed, machine translation has many challenges, which
we split them into two main categories, namely linguis-
tic challenges, and technical challenges. A key linguistic
challenge is the nature of the Arabic language as highly
ambiguous, linguistic complex and varied compared to other
languages. Other characteristics of Arabic such as word
order freedom, different diacritization schemas, multitude of
dialectal variants along social and geographic dimensions,
etc. pose significant linguistic challenges to MT [14]. For

3https://www.systransoft.com/
4https://translation.babylon-software.com/
5https://www.bing.com/translator/
6https://translate.google.com
7https://mt.qcri.org/api
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instance, preprocessing the Arabic source by morpholog-
ical segmentation [15], [16], syntactical reordering [17],
hybridization [7], [18] etc. has been shown to improve the
performance of AMT [7], [15]–[19].

A main technical challenge related to AMT rises from the
lack of available datasets and lexical resources that can be
used as standard benchmark to conduct unified experiments.
In fact, researchers tend to collect datasets according to their
specific domains and tried to resolve the linguistic issues for
Arabic, based on custom datasets such as in the domain of
news [9], [20] ignoring hereby many other domains. Other
technical challenges such as out-of-vocabulary (OOV), very
long sentences, out-of-domain test data, etc. make MT more
challenging [21]. For instance, BPE [22], character-level BPE
variant [23], hybrid techniques [24] are adopted as good
solutions.

With regards to the task of evaluating MT quality, which
also encounters many difficulties like the lack of bench-
mark evaluation datasets, a good study [25] reviewed rele-
vant MT evaluation research works. Each studied work [25]
constructed custom datasets and applied specific evaluations
metrics. Meanwhile, it becomes more important for the AMT
and Arabic NLP community to develop open datasets for
researchers to benchmark against, learn from, and extends
upon, as recently shown in the following works [26]–[28].

1) MOTIVATION OF THE SURVEY
In the previous section, we have introduced the relevant liter-
ature in AMT trend and provided an overview interpretation
for current mainstream technology in NMT. We highlighted
the effectiveness of NMT in boosting MT quality for high-
resource languages. That would be of great interest to inspire
young researchers to take part for the mainstream task and
investigate different new techniques for Arabic too. However,
the feasibility of such accurate MT systems requires a com-
bination of different powerful techniques from different NLP
research areas to produce accurate results. This survey lists
the most important tools and resources that are available for
building and testing new Arabic MT systems. Nevertheless,
this survey shed light on the unresolved problems in the
development of AMT itself. This survey is intended also
for researchers and scholars who want to have an up-to-date
comprehensive overview of what has been accomplished so
far in the field of Arabic MT. It also provides a quick and
broad overview of the Arabic language characteristics and
translation difficulties.

2) CONTRIBUTION OF THE SURVEY
A number of surveys were conducted by Arwa et al. [8],
Elsherif and Soomro [29], Ameur et al. [30] where the issues
of machine translation of Arabic into other languages was
discussed in details. All these previous reviews and works
concluded that finding a suitable MT system meeting human
requirements is very hard [8]. However, none of the men-
tioned reviews have explored the linguistic and technical
challenges of AMT at glance. Especially, the recent advances

FIGURE 1. A framework to review AMT research works.

in AMT have reshaped the way we can handle these chal-
lenges efficiently. Nonetheless, the AMT assessments can
be adapted accordingly to fit the recent advances in MT
evaluation process. Essentially, we also propose a new clas-
sification of the research studies developed for Arabic MT
focused on the intended linguistic and/or technical main chal-
lenge. Our survey is a comprehensive framework, as shown
in Figure 1, more practical for the reader and considers lead-
ing research papers from reputable peer-reviewed journals
and conferences. Papers that include commercial descriptive
statistics or discuss the use of MT in other applications like
online post-editing services were excluded. The following
exploratory questions form the basis for this paper:

What are the challenges, linguistic and technical aspects
that are addressed by research works in AMT?

What are the recent research studies that have addressed
these challenges in AMT and what are the datasets, tools,
evaluation efforts, metrics, and results?

What are the research findings, critics and areas of
improvement that can be further studied for AMT and its
evaluation?

The rest of the paper is organized as follows: Sec-
tions 2 depicts our framework. Section 3 describes the
approaches of machine translations. Section 4 studies the
linguistics and technical challenges with related works to
AMT. Section 5 concludes the review with several ideas and
findings. Finally, Section 6 mentions critics and some open
issues.

II. SURVEY FRAMEWORK
Arabic is one of the most spoken languages in the world,
with approximately 423 million Arabic speakers.8 United
Nations adopted Arabic as the sixth official language of the
organization including the release of UN parallel corpus.9

Arabic is morphological a very rich language that belongs
to a distinct language family, namely the Semitic lan-
guages [14]. The Arabic morphology and syntax in addi-
tion to other linguistic aspects has made the automatic
translation from and to Arabic more challenging. There-
fore, it is possible for the size of vocabularies to reach a
huge number [7] causing a main computational constraint.
Although, there has been a significant improvement due to the
recent advances in MT approaches such as statistical, neural
methods and hybrid models, these linguistic aspects are still

8https://en.wikipedia.org/wiki/List_of_Arab_countries_by_population
9https://conferences.unite.un.org/UNCorpus/en/DownloadOverview
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causing many difficulties. Thus, when translating between
Arabic and Western languages using MT, many problems
arise that make it difficult for machines to produce accurate
outputs [8], [14], [15], [31], [32].

In this context, we propose a framework to review the main
research problems AMT and investigate specific challenges
addressed in exiting research works developed for AMT.
Further, we explore the most important datasets, tools and
resources that are available for developing, testing, and evalu-
ating new AMT systems. Moreover, the framework discusses
the current state of the arts with analysis and synthesis. It pro-
vides insights on future directions and areas of improvements.

The framework is based on a process flow structure,
and consists of four tasks as depicted in Figure 1. The
blue-colored texts in the framework denote key elements of
the corresponding task.

1. Explore main categories of MT approaches (e.g., blue
arrow); we focus on NMT which is emerged as a new
paradigm and quickly replaced SMT as the mainstream
approach to MT. There are many techniques that con-
tributed to the success of NMT such as the breakthrough
of deep learning, attention mechanism [3], transformer
models [2], GNMT [33], etc. In practice, NMT also
becomes the key technology behind many commercial
MT systems such as in Google Translate.

2. Discuss both linguistic and technical challenges in AMT
(e.g., red arrow); we consider main challenges that have
great impact on the adequacy and fluency of AMT.
Besides we mention secondary issues which are less
investigated and need to be considered more in the future
such as computational complexity.

3. Conduct extensive AMT evaluation studies (e.g., yellow
arrow); we also summarize the resources and tools that
are useful for AMT evaluation.

4. Perform critical analysis to draw findings and set future
directions (e.g., green arrow). We report main findings
addressed by researchers and summarize observations,
open issues and future research directions.

A. MACHINE TRANSLATION (MT)
Machine TranslationMT is a computer application that trans-
lates texts or speech from one natural language (i.e., the
source) to another (i.e., the target). MT generates a sentence,
by translating a source sentence, that gives its meaning in the
target language [34]. The translation process which deals with
semantic, syntactic, morphological, and additional varieties
of grammatical complexities of both languages is hard and
complex. In fact, the problem is harder in languages where the
source and the target languages have a wide array of linguis-
tic dissimilarities. For example, the Arabic language differs
from the target language, such as English, at the phonolog-
ical, orthographical, morphological, syntactical, and lexical
levels [14].

First, phonologically, Arabic contains 28 consonants, 3
short vowels, 3 long vowels, 2 diphthongs. Arabic spelling

is mostly phonemic corresponding to its letter sound [14].
Second, orthographically, the Arabic script is an alphabet
with allographic variants, optional zero-width diacritics, and
common ligatures [14]. The shape of a single Arabic let-
ter may change slightly depending on its position within
the Arabic word (beginning, middle, or at the end). Third,
morphologically, Arabic morphology has two main func-
tions, notably inflection and derivation. Inflectional function,
which is mostly concatenative, modifies features of words
such as tense, number, person, etc. Derivational function,
which is mostly templatic, creates new words by inserting
one or multiple affixes [14]. Fourth, Syntactically, Arabic
syntax is heavily related to its morphological level. Thus,
several syntactic aspects are not expressed uniquely via word
order but also through morphology. The Arabic admits two
types of sentences: verbal and nominal. Arabic is case mark-
ing: nominative, accusative, genitive, and almost-free word
order. A detailed study of Arabic language is reviewed by
Habash [14].

Moreover, AMT poses the challenge of resolving Word
Sense Disambiguation (WSD) problem where words can
have more than one meaning. Arabic is classified as the
language with higher ambiguous words [14]. Indeed, many
research works [14], [30], [31], [35] have demonstrated the
linguistic characteristics and challenges of Arabic language.
Other works [15], [20] proposed to resolve these linguis-
tic challenges to improve the quality of AMT. Few works
such as [19], [25] studied the robustness of these systems
by measuring their performance on many different datasets
while works like [27] participated to improve the AMT
computation.

B. MT EVALUATION
MT can be assessed manually or automatically. While the
experts evaluation is very costly and steady, automatic eval-
uation is considered objective and cheap, however less com-
prehensive than human evaluation [25]. Indeed, considering
the benefits of automatic evaluation, like speed and free cost,
most of the researchers use automatic evaluation metrics to
optimize the performance of their systems. Notably, most
researchers use Bilingual Evaluation Understudy (BLEU)
method [36] to measure the quality of an MT output. BLEU
measures the closeness of the candidate output of a machine
translation system to a reference translation, in standard case
a professional human, of the same text to determine the
quality of the MT.

There are several studies in the literature presenting
enhanced BLEU methods such as [37]. Depending on dif-
ferent aspects, researchers use also different metrics such as
Word Error Rate [38], METEOR [38], AL-BLEU [39] metric
which extends BLEU to deal with Arabic rich morphology.
Following the same perspective, AL-TERp [19] is proposed
as a new metric that supports Arabic language. In addition,
a study conducted by Sai et al. [38] tried to evaluate several
automatic metrics. However, there were no conclusions to
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admit that one metric outperforms the others among the
studied ones in the works [25], [38].

While automatic metrics such as BLEU capture the aver-
age case for how well a MT model translates sentences,
they do not give insight into which linguistic aspects MT
models struggle with producing fluent output. Some research
investigated MT samples with native speakers so they could
review the linguistic aspects of MT errors [13], [40] other
research works used neural networks to detect errors [41]
or to correct them [42]. However, as the quality of the
MT output improves over the time, MT evaluation becomes
fully integrated in many frameworks such as Multidimen-
sional Quality Metric (MQM),10 Dynamic Quality Eval-
uation Mode (DQM)11 and Natural Language Generation
(NLG).12 These frameworks are prepared as efforts to stan-
dardize translation quality evaluation and were used to assess
the MT systems in terms of holistic adequacy and fluency
scale [40].

III. APPROACHES TO MACHINE TRANSLATION
Machine translation has twomain categories: rule-based (also
known as knowledge-driven) approaches (RBMT) and data-
driven approaches which in turn comprises example-based
(EBMT), statistical (SMT), and neural machine translation
(NMT) [8]. MT systems that use multiple MT approaches,
to compensate for the weakness of each approach, are called
hybrid MT. Figure 2 visualizes the evolution and the general
classification of the MT approaches. Following, we briefly
review the development of these approaches.

A. RULE-BASED MACHINE TRANSLATION (RBMT)
Rule-Based machine translation is considered as a tradi-
tional approach to MT as it involves a set of linguistic
rules to translate text from the source to the target lan-
guages [8], [31], [34], [43]. The rules are usually constructed
by a language expert [32]. This approach also relies on
bilingual or multilingual lexicons including Arabic and other
languages.

This approach is divided into direct method, transfer
method, and Interlingua (IL) method [8], [32], [43]. The
strength of RBMT approach is that it can deeply analyze
both syntax and semantic levels as mentioned in [8] and it is
still effective for languages with limited parallel data, namely
low-resource language pairs [43]. However, it is impossible
to write rules that cover all languages, as this requires great
linguistic knowledgewith a large and good dictionary. A good
dictionary is even expensive to build and may not cover all
the words. In addition, linguistic experts are needed to build
comprehensive rules that cover the morphological, syntactic,
and semantic mapping between languages pairs [44], [45].

10http://www.qt21.eu/quality-metrics/
11Dynamic Quality Framework (TAUS). https://dqf.taus.net/
12https://github.com/Maluuba/nlg-eval

B. EXAMPLE-BASED MACHINE TRANSLATION (EBMT)
EBMT is a translation method that retrieves similar examples
of source phrases, sentences, or texts and their translations
from a database of examples adapting the examples to trans-
late new input languages [8], [31], [34], [43]. In general,
EBMT works on four stages namely, example acquisition,
example base management, example application, and target
sentence synthesis.

The strength of this approach is that it is easily upgraded
because it has no rules, thus improvement is achieved simply
by adding appropriate examples to the database. However,
when the database of examples becomes large, the translation
quality does not improve and there might be cases where the
performance starts to decrease. In this case, the retrieval from
the example database will be slow [46]. Worth mentioning
works that also tackled the EBMT method are discussed in
[47], [48].

C. STATISTICAL MACHINE TRANSLATION (SMT)
While RBMT involves a set of linguistic rules to translate text
from the source to the target language, SMT [8], [31], [34] on
the other hand, builds statistical models from a collection of
datasets constituting of sentence-aligned parallel corpus so-
called multilingual resource. Phrase-based SMT (PBSMT)
models give the state-of-the-art performance for most lan-
guages [49] and outperform the simple word-to-word trans-
lation methods [49]. The key component of a PBSMT model
is a phrase-based lexicon, which pairs phrases in the source
language with phrases in the target language. The lexicon is
built from the training data set that is a bilingual corpus.

PBSMT takes place in three main phases, namely language
model phase, translation model phase and decoder model
phase. First, the translation model can be trained on the bilin-
gual corpus to estimate the probability of the source sentence
being a translated version of the target sentence. Second,
the language model can be trained on monolingual corpora
and used to improve the fluency of the output translation.
Finally, in the decoder phase, the maximum probability of
product of both the language model and the translation model
is computed which gives the most probable sentence in the
target language. Given a source sentence s along with its
translation t , the highest probability sentence is chosen as
the best translation after applying Bayes theorem using the
following equation [50]:

t̂ = argmax︸ ︷︷ ︸
t

P (s | t)× P (t) (1)

where P(t) is the language model that ensures the fluency
of the generated target output and P (s | t) is the translation
model for computing that ensures the accuracy of the transla-
tion. The decoder provides a dynamic programming solution
by applying the beam search algorithm [50].

There are three models in SMT namely, word-based,
phrase-based, and syntax-based SMT [1], [43]. Briefly, word-
based SMT translates the source language word by word or
more in the target language [1]. However, PBSMT translates
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FIGURE 2. Evolution and classification of machine translation approaches.

the source language phrase by just a phrase in the target
language [1]. Syntax-based SMT is based on the idea of trans-
lating syntactic units, rather than single words or sequence of
words [1]. A hierarchical phrase-based model combines the
strength of phase-based and syntax-based SMT.

Concerning SMT features, SMT can handle ambiguity by
reordering phrase-based translations with their frequency of
occurrence on a phrase table [8], [31]. Thus, the transla-
tion result generates more fluent and natural than RBMT.
In addition, SMT is language independent, easy, cheap, and
fast to build. One weakness of SMT is the challenge of
translating material that is different from the training corpora
as argued [8]. In such cases, the accuracy is poor and to
achieve good translation the corpus should be customized
for a specific style. Furthermore, by segmenting the source
sentence into several phrases and doing phrase replacement,
it may ignore the long dependency beyond the length of
phrases and thus cause inconsistency in translation results
such as incorrect gender agreements [51]. Worth mentioning
works were presented as PBSMT systems [15], [52], [53] or
as comparative studies [54], [16].

D. NEURAL MACHINE TRANSLATION (NMT)
NMT models based on deep neural network (DNN) have
been proposed in early NMT research [51]. A DNN based
NMTmodel employs a neural network system to perform the
required machine translation tasks using an encoder-decoder
network [55]. The encoder neural network inputs and encodes
a source language sentence into a fixed-length vector in each
hidden state. Then, given the final hidden state of the encoder,
the decoder does the reverse work by transforming the hidden
state vector to the target sentence word by word. A translation
probability of a source sentence is modelled into the target
sentence. Given a source sentences S = {s1, s2, ..sn} and
a target sentence T = {t1, t2, ..tn}, the encoder encodes all
the words from the source sentence S into a set of hidden
states (h1, h2, . . . hn) and passes the fixed-size vector v, which

represents the source sentence, to the decoder. The translation
probability with a single neural network is given by following
formula [33]:

P (T | S) =

n∏
i=1

P (ti | t<i, S) (2)

where t<i stands for the sequence preceding the ith target
word.

Hence each predicted word ti is based on the previously
predicted word ti−1 and the previous hidden states hi−1.
However, when the sentences become long the performance
deteriorate. This limitation is due to the limited feature repre-
sentation ability in a fixed-length vector [51]. To overcome
this issue and to provide additional word alignment infor-
mation in translating long sentences, Bahdanau et al. [3]
introduced the idea of the attention mechanism. Concretely,
attention mechanism is an intermediate component between
encoder and decoder, which can help to determine the word
alignment dynamically. The decoder pays attention to input or
to any part of the input sentence. Attention is calculated using
each encoder output and the current hidden state, resulting in
a vector of the same size as the input sequences using score
functions [3]. Figure 3 shows the concept of attention, which
can provide additional alignment information rather than just
using information in fixed-length vector.

There aremainly three different architectures for construct-
ing NMT.

1) Recurrent neural network (RNN): it has been producing
good quality translation result. RNN is composed of encoder
and decoder with similar working of sequence-to-sequence
learning. Different RNN architecture are experimenting dif-
ferent models i.e., LSTM [56], BiLSTM [3] and GRU [57].

2) Convolution neural network (CNN): it has achieved
great results for the word-based MT, but along with
RNN [58]. This work applied convolution layer on the bot-
tom of the recurrent layer which hinders the performance.
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TABLE 1. NMT-based systems with respective methodologies models and toolkits.
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FIGURE 3. The concept of attention mechanism [62].

The bottleneck was handled by implementing the fully con-
volutional model as suggested by [59]. The performance
and accuracy were improved with a number of models;
word-based [60], Character-based [23], and recently with
attention [61].

3) Self-attention-based Transformer: it is a sequence-to-
sequence model [2], which consists of a stack of layers. Each
layer first utilizes the self-attention to extract information
from the whole sentence, then follows a point-wise feed-
forward network to provide non-linearity. The novel idea of
self-attention is to extend the mechanism to the processing
of input sequences and output sentences as well. In general
form, the Transformer attention function uses three vectors:
queries(Q), keys (K) and values (V).

The output is a weighted sum of values, where weights are
computed by a similarity score between n query vectors and
m keys [2]. The attention is defined as follows:

Attention(Q,K ,V ) = softmax(score(Q,K ))V (3)

where score (Q,K ) is an n × m matrix of similarity scores.
A straightforward choice for score (Q,K ) proposed by
Luong et al. [62] is the dot product i.e. score(Q,K) = QKT.
The softmax function normalizes over the columns of that
matrix so that the weights for each query vector sum up
to one. There are many variants in the implementation of
attention-based models which are classified into two broad
categories, global and local attention discussed in detail in
this survey [51].

Current state-of-the-art NMT models [63] rely on the
Transformer model [2] and multiple attention mechanism [3].
However, the transformer-based language models such as
Bidirectional Encoder Representation from Transformers
(BERT) [64] expands the function of attention to encompass
the main task. It uses self-attention, which is applied to
two states within the same sequence, as the foundation for
sequence representations rather than an RNN. For Arabic
language, two transformer-based language models have been
developed so far; notably AraBERT [65] andGigaBERT [66].
Both models aim at solving a masked language-modelling

task in order to correctly predict a masked word from its con-
text. Besides, these models aim at resolving a next sentence
prediction task especially to decide whether two sentences are
consecutive or not.

This work focuses on the recent neural-based AMT
approaches. There are different models and toolkits avail-
able for developing the NMT system while experimenting
with different methodologies as shown in Table 1. The
NMT systems, shown below conducted experiments on dif-
ferent corpora and domains and demonstrated reasonable
to great results with regard to AMT, as mentioned in the
Tables 2 and 3.

IV. CHALLENGES FOR AMT
MT is considered a challenging task as it includes various
statistical models, machine learning models and other tech-
niques that aid to develop an MT. Following, we discuss the
types of challenges that encounter AMT in two key aspects
notably linguistic and technical considerations. Briefly, lin-
guistic challenges are related to the nature of Arabic lan-
guage such as its morphology richness. Whereas technical
challenges are related to the computation process of MT.

A. LINGUISTIC CHALLENGES
Linguistic challenges are specific to each language pair as it is
not straightforward to build a general approach applicable to
all languages. Especially, the syntactic divergence of Arabic
language morphology from English language rise to specific
MT issues. Many other morphology-rich languages makes
theMTmore complex. Languages such as Czech and Russian
belonging to Slavic languages,23 Turkish language, to name
but a few, exhibit rich and complex morphology compared
to English language [85], but with distinct morphological
characteristics: Czech (fusional), Turkish (agglutinative) and
Arabic (templatic) [57]. Generally, the below linguistic chal-
lenges apply to morphology-rich languages, but with distinct
extents.

Specifically, for Arabic language, the work studying the
characteristics of Arabic language byHabash [14] has formed
a basis for further AMT research through specifying the chal-
lenges that should be carefully considered when developing
and evaluating any MT system from/to Arabic. We summa-
rize the main linguistic challenges related to AMT as follows:
• Morphology richness: Arabic has a rich and com-
plex morphology which is substantially different from
English or other western languages. Both pre-processing
and post-processing of Arabic source by NLP tools such
as segmentation and tokenization has shown to improve
the performance ofMTby reducing the size of the source
vocabulary and improving the quality of word align-
ments. For instance, a single Arabic token ‘‘ ’’
translated to ‘and to her school’ in English) is formed
by prepending the prefix ‘‘ ’’ (‘and’) and ‘‘ ’’ (‘to’) to
the base lexeme ‘‘ ’’ (‘school), appending the prefix

23https://www.britannica.com/topic/Slavic-languages
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‘‘ ’’ (‘her’) and replacing the feminine suffix ‘‘ ’’ of the
base lexeme to ‘‘ ’’. This feature of Arabic is challeng-
ing and has been addressed by many works [15], [35],
[52], [53], [65], [86], [87]. This is often exacerbated by
the orthographic ambiguity found in Arabic scripts, such
as the inconsistency in spelling certain letters as assumed
in [35].

• Free word order: Arabic has more freedom in the order
of words within a sentence. In fact, Arabic free word
order allows the combinations of SVO, VSO, VOS, and
OVS within a sentence and thus convey different mean-
ings. Accordingly, the works in [86], [88] addressed the
syntactic word reordering.

• Word sense disambiguation (WSD): In Arabic it is hard
to identify the correct sense of a given word that has
multiple meanings (an ambiguous word). Specifically,
un-vocalized words have different concepts in different
contexts. For instance, the un-vocalized word ‘‘ ’’ can
be translated as verb such as ‘‘go’’ or as a noun ‘‘gold’’.
The works [89], [90], [91] attempt to resolve WSD.

• Named Entity (NE): the difficulty in NE is mainly
due to the lack of capitalization, the rich lexical vari-
ations, and the lack of uniformity in writing Arabic
named entities [92]. The proper handling of named
entities is crucial to produce a reliable translation
result either using meaning-based translation or using
phoneme-based transliteration [93], [18].

• Vocalization: Arabic can be fully, partially, or un-
vocalized at all. While un-vocalized Arabic word cause
ambiguities in MT, vocalized Arabic words resolve the
ambiguity, however, not optimal for MT training [94].
For instance, depending on its vocalization, the Arabic
word ‘‘ ’’ can have these possible translations (flag,
science, he knew, it was known, he taught, he was
taught). Some works tried to remove diacritics [94]
because it reduces the vocabulary size which is often
a positive thing for MT [94], while others predicted
diacritics [95] and restored diacritics [96] using corpora
such as [97].

• Dialectal variation: Arabic dialect is pre-dominantly
spoken. Despite the increasing use in social media, there
is no official standardization. A recent survey of relevant
research works is presented by Harrat et al. [98] to
address MT between Arabic dialects. The authors men-
tioned that MSA and Arabic dialects use same Arabic
script in their writing system, but also, highlighted a
considerable number of differences between MSA and
Arabic dialects. Arabic dialects vary to different degrees
in all levels of the language: phonology, morphology,
syntax, and lexicon. On other hand, Arabic speakers mix
Arabic varieties in different ways in addition to the use
of a non-standard romanization consisting of Latin char-
acters, numeric digits, etc. which contribute to the com-
plexity of dialects cliticization. While MSA possesses a
complex case system, Arabic dialects lack case endings.
Case endings are diacritical marks attached to the ends

of the word to indicate grammatical function [99]. The
linguistic differences and commonalties amongst the
Arabic dialects and to MSA are studied in detail in [99].

B. TECHNICAL CHALLENGES
Most of the technical challenges are caused by issues related
to the nature of the specific language such as having high
vocabulary size due to rich morphology. Some other issues
are related to computation constraints in sequence mod-
els. Hence, Arabic language as well as other morphology-
rich languages such as Slavic languages, Turkish language,
to name but a few, face almost same technical issues, but with
different grades except for Czech language since it is con-
sidered as high-resource language [100]. The main technical
challenges are encountered while developing, applying, and
evaluating MT techniques are following:

• Low-resource: Arabic is a low-resource language.
MT performs well for high resource languages as
compared to low-resources languages since the learn-
ing depends on the amount of training data [21].
NMT systems trains millions of data, showing direct
proportionality to accuracy [79]. There are many tech-
niques studied for handling low-resource languages;
pivot translation [79], triangular NMT [71], back-
translation [71], transfer learning [79], fine-tuning [72],
multilingual NMT [72], zero-shot translation [33], zero-
shot transfer [66].

• Out-of-domain: also known as domain mismatch [21].
MT has low quality for out-of-domain text. The trans-
lation output misguides by visualizing the fluent out-
put [101], but not the accurate one.

• Out of vocabulary (OOV) and Vocabulary size: NMT
typically operates with a fixed vocabulary for input and
output sequences by using a limited vocabulary of 30K
to 50K words [22]. Thus, OOV increase ambiguity of
sentences while reordering of in-vocabulary words dur-
ing MT process. Indeed, NMT systems have a steeper
learning curve with respect to the amount of training
data, resulting in worse quality in low-resource settings,
but better performance in high-resource settings [21].

• Word alignment: is the process of aligning input words
or phrases to output words or phrases. Arguably, the
attention model in NMT has improved the alignment
mechanism between source and target words [21]. The
performance of attention basedNMT is very poor in case
of more substantial sentences and it does not provide
accurate word alignment but may in fact dramatically
diverge [21]. Different techniques have been developed
to determine the word alignment dynamically [51].

• Sentence length: the translation quality of complex and
very long sentences is low as compared to small sen-
tences. Although the introduction of the attention model
remedied this problem to some extent, it is still persisting
for very long sentences (80 and more tokens) [21].
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• Computational overhead: there are many issues related
to computation overhead such as translation inference
runtime. To overcome this limitation, some works focus
on computation speed-up, while others focus on using
context information such as Copy Mechanism [51] to
alleviate unlimited vocabulary size. An important issue
is hyperparameter optimization; there are various hyper-
parameters regarding the NMT architecture and the
training regime. An eager attempt to exhaustively search
over the entire hyperparameter space is almost always
infeasible. Indeed, to find a good hyperparameter con-
figuration is mostly computationally expensive [85].

In next two sections, we thoroughly reviewed the main
research papers in each challenge category. Despite there
exists many published papers particularly for the morphology
problem of Arabic, we could not be exhaustive in citing all
works conducted. Nevertheless, we chose to include works
that use diverse techniques. Tables 2 and 3 summarize the spe-
cific problems related to AMT and the main research efforts
to tackle the linguistic and technical challenges, respectively.

C. COMPARISON OF AMT APPROACHES ADDRESSING
LINGUISTIC CHALLENGES
We review rule-based RBMT and statistical-based SMT
works that address the linguistic challenges marginal,
whereas we focus more on neural-based NMT, as shown in
Table 2. Some works used hybrid models.

1) COMPLEX MORPHOLOGY
Recently, there are few NMT studies addressing this issue
compared to earlier AMT research works. Worth mentioning
work is presented by Almahairi et al. [35]. The authors devel-
oped an attention-based neural machine translation model
between Arabic and English. They achieved the highest accu-
racy using PATB tokenization, with 51.2 and 49.7 BLEU
points on NIST 2005 dataset for SMT and NMT, respectively.
However, they argued that Arabic lacks a comprehensive
parallel corpus, which is the main challenge for the utilization
of NMT. Comparative studies were also presented by Alra-
jeh [54] and Oudah et al. [16] to investigate the impact of
applying normalization and tokenization on both NMT and
SMT systems. The comparison showed a significantly gain
on Almahairi et al. [35] results.

Belinkov et al. [68] investigated several tests on differ-
ent NMT systems to identify the best possible morphologi-
cal language-related representations among morphology-rich
languages. To make a fair comparison, they trained several
NMT models on the intersection of the training data based
on same Arabic sentences with different translations. They
found out that character-based representations using a CNN
performed better at learning word morphology than their
word-based counterparts. For instance, for Arabic-English
the character-based segmentation showed an improvement of
more than 3 BLEU points over the word-based one. On the

other hand, the English-Arabic translation direction results of
the word-based variant were not improved.

More recently, Martínez et al. [102] compared the effect of
using linguistic preprocessing to decompose the target words
of an Arabic-French factored NMT model. Their model pre-
dicted the lemma, and the concatenation of the following
factors: POS tag, tense, gender, number, person, and the
case information at decoding time. The model performed the
training using a small or large parallel training dataset to
simulate low-resource and rich resource behaviors, respec-
tively. They applied BPE segmentation for both their Factored
and standard NMT architectures. Their evaluation results on
several test sets showed that the factored NMT models were
far better under low-resource conditions by an improvement
of around 3 to 6 BLEU points over the baseline NMT.

2) FREE WORD ORDER
Recently, Alqudsi et al. [7] proposed a method to handle the
word ordering problem in the context of Arabic-to-English
MT. Their proposed method combines rule-based MT with
the EM algorithm. They used parallel data from the United
Nations (Arabic-English) corpus. They trained their model
using 632 sentence pairs and reserved 271 sentence pairs for
testing. Their results showed an increase of up to 0.89 BLEU
points over their RBMT baseline system.

3) WORD SENSE DISAMBIGUATION (WSD)
Hadni et al. [91] proposed a knowledge-based approach using
English WordNet and Arabic WordNet. To resolve the issue
with ambiguous terms, the authors used MT to select the
closest concept for an ambiguous word using the relation-
ships between the ambiguous word and the different con-
cepts in local context. The results show that the proposed
approach outperforms other techniques for Arabic WSD,
yielding an accuracy of 73.2% when using support vector
machine classifier.

4) ARABIC NAMED ENTITY
Recently, Ameur et al. [67] proposed a transliteration attempt
using an attention-based encoder-decoder for the task of
MT between the Arabic and English. The results proved the
efficiency of their approach in comparison to some previ-
ous research. Lately, Alkhatib and Shaalan [18] applied a
hybrid deep learning based on CNN followed by Bi-LSTM
and CRF to boost NE transliteration. Their results on the
corpora ANERcorp and Kalimat show that their model can
be efficient in machine transliteration achieving state-of-the-
art results for Arabic-English.

5) ARABIC VOCALIZATION
To restore the diacritics where there is an ambiguity, Alne-
faie [103] presented a system that combines morphological
analyzers and context similarities. The goal of the mor-
phological analyzers is to generate all word candidates for
the diacritics, and the model eliminates word ambiguity
through a statistical approach and context similarities. Their
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result shows that out of 80 paragraphs their system resolved
57 cases.

6) DIALECTAL VARIATION
For dialectal Arabic, El-taher et al. [104] built a transla-
tion model as a rule-based approach that relies on transfer
rules from the Egyptian dialect to the Modern Standard Ara-
bic using different rules and DA-MSA dictionary, attaining
a BLEU score and an average accuracy of 88.7%, 81%
respectively. Recently, Farhan et al. [81] presented a novel
deep learning system that aim to translate dialectal sentences
into both supervised and unsupervised settings. The highest
BLEU score obtained in the unsupervised setting is 32.14,
which is remarkably high compared with the highest BLEU
score 48.25 obtained in the supervised setting.

7) GENDER BIAS
In Arabic, as in other languages with grammatical gender,
gender-blind single-output MT from English often result
without gender agreement. Elaraby et al. [69] proposed
an English-Arabic NMT to enable producing gender-aware
translation. They provided a set of annotation rules to gen-
erate the data that marks speaker and listener gender as
meta-data input on the source sentence. They trained a NMT
model with the labeled data and large set of unlabeled data.
Their proposed approach led to an improvement of twoBLEU
points over the baseline model.

8) ERROR ANALYSIS
Solyman et al. [73] proposed an unsupervised method to
generate large-scale synthetic training data to overcome the
challenge of the scarcity of training data for Arabic. The
method is based on confusion function to increase the amount
of training set. They applied fine-tuning to improve the
performance and get more efficient results in the task of
Grammar Error Correction.

Similarly, Saadany and Orasan [74] investigated the
challenges involved in translating book reviews from Arabic-
English. They analyzed errors that lead to incorrect trans-
lation of sentiment polarity and proposed an error typology
specific of the translation of Arabic User Generated Con-
tent. They addressed this problem by integrating sentiment
information in the encoding stage and fine-tuning an NMT
model with respect to sentiment polarity using synthetic
data.

Some research investigatedMT samples with native speak-
ers so they could review the linguistic aspects of MT
errors [13], [40]; other research works used neural networks
to detect errors [41], [73] or to correct them [42].

D. COMPARISON OF AMT APPROACHES ADDRESSING
TECHNICAL CHALLENGES
Similarly, we have classified reviewed research works
addressing the technical challenges focusing more on
neural-based NMT approaches in Table 3.

1) LOW-RESOURCE
There are some worth mentioning works attempting to handle
low-resource languages. For instance, the authors in [71]
proposed a novel triangular training architecture (TA-NMT)
to improve the translation performance of low-resource
pairs. In this architecture, a rich language is taken as the
intermediate latent variable, and translation models of the
rich language are jointly optimized with a unified bidi-
rectional Expectation-Maximization (EM) algorithm. Their
method significantly improves the translation quality of rare
languages such as Arabic on MultiUN and IWSLT2012
datasets.

Ji et al. [79] proposed a transfer learning approach based
on cross-lingual pretraining. First, a universal encoder is
trained on several monolingual source languages using a
shared feature space. Then, the whole NMT model is trained
using parallel data and used in zero-shot translation. The
tests onMultiUN (Arabic, Spanish, and Russian) showed that
the approach significantly outperforms both pivot-based and
multilingual NMT baselines. For the tasks of Spanish and
Russian translation from and to Arabic reported an improve-
ment that ranges from 1 to 3 BLEU points over their multi-
lingual NMT baseline model.

Comparatively, multilingual MNMT translation is gain-
ing more interest where a single NMT model is optimized
for the translation of multiple language pairs [33]. Mul-
tilingual NMT eases model deployment and can enable
zero-shot translation i.e. direct translation between a lan-
guage pair never seen in training. Zhang et al. [80] experi-
mented any-to-any multilingual translation on 100 languages
where Arabic language is included and no parallel data
is available. Their results reveal that zero-shot translation
quality still trails behind the pivot-based bilingual NMT
translation [80].

Almansor and Al-Ani [70] presented a character-based
hybrid NMT model that combines both RNN and CNN net-
works. They trained their model on a very small portion
of the TED parallel corpora containing only 90K sentence
pairs, notably IWSLT 2016 Arabic-English. For the case of
English-Arabic translation, the improvement in BLEU score
exceeded 10 BLEU points. However, they reported notice-
able improvements for Arabic-English in comparison to the
openNMT word-based NMT model.

Liu et al. [75] presented mBART a denoising auto-encoder
extended by pre-training BART [105] on several mono-
lingual language corpora. Their model is designed to be
fine-tuned to translation tasks without language-specific
modifications or initialization schemes. mBART initializa-
tion leads to significant gains (up to 12 BLEU points)
across low and medium-resource pairs (<10M bi-text pairs),
without sacrificing performance in high-resource settings.
These results further improved with back-translation (BT).
For document-level MT, pre-training improved results by up
to 5.5 BLEU points. For the unsupervised case, they reported
consistent gains and produced the first non-degenerate
results for less related language pairs. As far as Arabic
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TABLE 2. Comparison of main AMT Approaches addressing Linguistic challenges (m: million, k: thousand).
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TABLE 2. (Continued.) Comparison of main AMT Approaches addressing Linguistic challenges (m: million, k: thousand).

is concerned, their mBART25 (pretrained on 25 lan-
guages) has led to an increase of 10.1 BLEU points for
Arabic-English MT.

Similarly, Lin et al. [82] proposed multilingual Random
Aligned Substitution Pre-training (mRASP); an approach to
pre-train a universal multilingual neural machine translation
model for many languages, which can be used as a common
initial model to fine-tune on arbitrary language pairs. It brings
words and phrases with similar meanings across multiple
languages closer in the representation space. They pre-trained
their model on 32 language pairs jointly with only public
datasets. The model is then fine-tuned on downstream lan-
guage pairs to obtain specialized MT models. Accordingly,
the results on English-Arabic pair are improved by 1.8 BLEU
points.

To improve MT models without any external sources of
data, Abid [76] proposed a NMT model. The author accom-
plished this by bootstrapping existing parallel sentences and
complement this with multilingual training to achieve strong
baselines. They created a 4-way benchmark dataset between
Egyptian, Levantine, MSA, and English, freely available to
the community. The results of the conducted experiments
suggest that a multilingual model of dialects and MSA, along
with bootstrapping, achieves the best results by 2.56 (9%)
BLEU score.

Fan et al. [77] introducedM2M-100, a newMany-to-Many
MNMT model trained on 7.5 Billion sentences. The model
can translate between 100 languages to and from English.
The underlying dataset was mined from Common Crawl by
language groupings to avoid mining every possible direction.
Their results showed that M2M-100 outperforms English-
Centric multilingual models trained on data where either
the source or target language is English. As far as Arabic
is concerned, their multilingual NMT achieved a BLEU
score increase of 15.5 points on average over English-Centric
baseline when translating directly between Arabic-English
directions.

Another model XLM-T, proposed by Ma et al. [78], ini-
tializes MNMT with a pretrained cross-lingual Transformer
encoder, and fine-tunes it using multi-lingual parallel data.
For this model, the authors conducted extensive experiments
with 10 language pairs from WMT datasets and 94 language
pairs from OPUS datasets. The method achieves significant
and consistent gains on both large-scale datasets. The over-
all improvement is 0.9 and 0.4 BLEU points by averaging
all 94 English-X and X-English language pairs. As far as
Arabic is concerned, their method achieved a BLEU score
increase of 1.8 and 0.4 points on average over a Multilingual
NMT baseline when translating Arabic-English and English-
Arabic, respectively.
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2) OUT-OF-DOMAIN
To alleviate the issue with translation mismatch related to
out-of-domain, Oudah et al. [16] studied the performance of
NMT system under morphology-based and frequency-based
tokenization schemes and BPE on in-domain data. They eval-
uated their best performing models on out-of-domain data
yielding significant improvements of 37.96% in BLEU score.

3) OOV
Ataman et al. [57] proposed a novel NMT decoding method
that models word-formation via a hierarchical latent variable
that simulates morphological inflection. Themodel generated
words one character at a time by combining two latent vari-
ables; the lemmas and the inflectional features. The proposed
method is compared to subword and character-level decod-
ing methods on the translation task for three morphology-
rich languages. The results show slight improvement of 0.51
BLEU points over the best performing baseline on the task
English-Arabic translation. Aqlan et al. [106] proposed a
romanization system that converts Arabic scripts to subword
units to deal with the unknown words problem on the task
of MT between Arabic and Chinese. They investigated the
effect of their approach on the NMT performance while using
various segmentation scenarios. They performed extensive
experiments on Arabic-Chinese and Chinese-Arabic trans-
lation tasks and showed that their proposed approach can
effectively tackle the unknown words problem and improve
the translation quality by up to 4 BLEU points.

4) SENTENCE LENGTH
Oudah et al. [16] combined two MT systems (SMT and
NMT) via a system selection to handle specifically long
sentence. The authors used SMT because it performs better
for very long sentence, i.e. above 50 tokens. Their system
significantly outperforms previous results reported by +4
BLEU points. Recently, Berrichi and Mazroui [84] addressed
the problems of OOV words and long sentences. They have
developed two techniques for segmenting long sentences into
smaller sub-sentences. The first uses a list of 87 English lexi-
cal markers accompanied by their Arabic equivalents to serve
as junction points between two sub-sentences that can be
translated separately. On the other hand, the second technique
integrates into the NMT model parallel phrases extracted by
an SMT system. Their results on the English-Arabic pair
show that the proposed approaches considerably improve the
translation quality compared to the basic NMT system by
2.81 BLEU points.

5) WORD ALIGNMENT
Recently, Ellouze et al. [17] proposed a hybrid approach
to improve the alignment results of the GIZA++ toolkit.24

Their proposal uses linguistic features like morpho-syntactic
tags, syntactic patterns, transliteration and statistical features
such as mutual information and harmonic mean. They trained

24http://www.fjoch.com/GIZA++.html

their alignment model using an English-Arabic medical cor-
pus tested on Cambridge dictionary. The authors stated that
their results showed an improvement in both the alignment
and the translation quality.

Similarly, Berrichi and Mazroui [107] proposed a new
alignment process, which is based on morphological pre-
processing and incorporation of a bilingual dictionary as an
additional source to support some alignment choices. Test
results on two corpora namely United Nations parallel corpus
and MulTed corpus show that the use of the dictionary has
improved the quality of alignment and therefore increase the
BLEU score by 5%.

6) COMPUTATIONAL OVERHEAD
Ensembling is a well-known technique in NMT to improve
system performance. Durrani et al. [27] presented QCRI’s
MT system as an ensemble system where they trained an
NMT system using different genres through fine-tuning, and
applying ensemble over eight models. The ensemble system
outperforms their very strong PBSMT system. Yet, it is com-
putationally expensive since the decoder needs to apply eight
NMT models rather than only one.

To boost the speed of translation, the Transformer [2] was
proposed to solve the problem by using CNN together with
attention models. Recently, Shapiro and Duh [72] proposed a
pipelined approach with a dialect-tuned model using Trans-
former architecture. The results show an error rate less than
20% even using a small BPE size and large training data.

More recently, Stergiadis et al. [83] described and empiri-
cally evaluated a multidimensional tagging method for pass-
ing sentence-level information to the models. The models
are simultaneously fine-tuned on several closely related, yet
succinctly different sub-domains. Their human and BLEU
evaluation results show that the method can be applied to
the problem of multi-domain adaptation and significantly
reduce training costs without sacrificing the translation qual-
ity on any of the constituent domains. For Arabic-English,
the authors reported an improvement of 0.27 BLEU points
and 3.09 points over the baselines.

E. TREEBANKS, DATASETS AND CORPORA
In general, MT approaches use custom datasets, large cor-
pora and fully parsed treebanks for training, evaluation and
optimization processes. Hence, we present in followingmajor
resources used Arabic to English MT. Indeed, most of the
datasets came from the Workshop for Machine Translation
(WMT)26 followed by NIST27 and International Workshop
on Spoken Language Translation (IWSLT).28 Additionally,
Table 4 summarizes well-known datasets used for the AMT
task.

25https://conferences.unite.un.org/UNCorpus
26http://www.statmt.org/wmt20/
27https://www.nist.gov/human-language-technology
28http://iwslt.org/doku.php
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TABLE 3. Comparison of main AMT approaches addressing technical challenges (m: million, k: thousand).
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TABLE 3. (Continued.) Comparison of main AMT approaches addressing technical challenges (m: million, k: thousand).

Penn Arabic Treebanks (PATB) [108] are newswire arti-
cles from a variety of news sources. They are available on the
Linguistic Data Consortium (LDC) website. PATB provides
tokenization, complex POS tags, and syntactic structure, dia-
critizations, lemma choices and various semantic tags.

MultiUN [109], UN corpus [110] are parallel corpora
extracted from the official documents of the United Nations
(UN). They are freely available in all 6 official languages
of the UN (Arabic, Chinese, English, French, Russian, and
Spanish), consisting each of around 300 million words per
language.

Arabic Gigaword [111] is a corpus released from LDC
that contains MSA source texts and corresponding English
translations selected from broadcast news data. The corpus
consists of LDC2003T12, LDC2006T02, LDC2007T40, and
LDC2009T30with 1,124,609 sentence pairs of Arabic source
text and their English translations.

Open Subtitles (OPUS) [112] is a free, multilingual par-
allel corpus of 90 languages including Arabic-English sen-
tences collected from the translated movies and TV subtitles.
This corpus consists of huge data from multiple domains and
sources as well as many large datasets such as Tanzil [112]
which is a collection of Quran translations.

WIT3 [113] corpus provides multilingual transcriptions
and high-quality translations of diverse Technology, Enter-
tainment, andDesign (TED) talks. It hasmany interesting fea-
tures like diversity of topics, spoken language transcriptions,
and user-generated translations, although the review process
ensures a reasonable translation quality.

QED corpus is a dataset implemented by the Qatar Com-
puting Research Institute [114] to prepare data for machine
translation tasks. The corpus contains community-generated
video subtitles from well-known educational platforms, such
as TED and the Khan Academy. It consists of 2.6 million
Arabic words and 3.9 million English words.

Human judgment corpus [39] is a parallel corpus of two
thousand sentences from the news domain, too small for
training a system but potentially useful for MT evaluation.

Annotated Al Jazeera Dialectal speech [115] is a speech
corpus that contains dialect-level labels for 57 hours of dialec-
tal Arabic speech (Egyptian, Levantine, North African, and
Gulf) from Al Jazeera news channel from June 2014 to
January 2015, as well as confidence labeled levels. This
corpus also contains 94 hours of dialectal Arabic speech
automatically labeled by linking speaker information from
the human-labeled set.
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Arab-Acquis [116] is a large publicly available dataset
for evaluating machine translation between 22 European lan-
guages and Arabic. Arab-Acquis consists of over 12,000
sentences from the JRC-Acquis corpus translated twice by
professional translators, once from English and once from
French, and has over 600,000 words.

Tashkeela [97]: a corpus containing 75.6million vocalized
Arabic words. Recently, Fadel et al. [117] prepared a version
of this corpus for benchmarking purposes. It is a cleaned ver-
sion with pre-defined split for training, testing and validation
sets resulting in 24.6 million vocalized Arabic words.

Arabic-SQuAD [28] dataset is the Arabic Translation
of Stanford Question Answering Dataset (SQuAD) [118],
a reading comprehension dataset consisting of 100,000+
questions posed by crowd-workers on a set of 536 Wikipedia
articles, where the answer to each question is a segment of
text from the corresponding reading passage. This resulted in
48,344 questions on 10,364 paragraphs.

F. AMT EVALUATION
Recently, there are some efforts done to ensure the effective-
ness of AMT systems. Indeed, evaluation in AMT is critical
and challenging for MT developers to evaluate progress of
their work as well as for MT users to select among available
MT engines for their language pairs of interest. Table 5 sum-
marizes the evaluation methods proposed recently including
results, the used datasets, and tools.

Hussein and Awab [10] addressed the translation of verb-
noun collocation from English into Arabic using Google
Translate and Bing online translation engines. They evaluated
the outputs using human translations and a new proposed
metric called verb-noun-collocation-value (NVCOLV). The
results showed that Bing scored a verb-noun collocation value
of 0.72 with a trend estimation ranging between 0.65 and
0.67. Google scored a verb-noun collocation value of 0.75
(3% higher than Bing) with a trend estimation ranging
between 0.63 and 0.85.

The effectiveness of correction techniques of raw MT out-
puts enhance the output of MT. Specifically, the MT outputs
have different linguistic errors [11]–[13] that needs human
intervention to rectify it. For this reason, the MT translated
texts often need manual, semi-automatic, automatic correc-
tions, known as Post-Editing (PE). Post-editing strategies
involved correcting mistakes, inserting omitted words and
deleting inserted or repeated words. The error classification
task aims to identify and classify actual errors in a translated
text that can be aggregated to augment corpora [119].

More recently, a new hybrid MT tool is proposed by
Ehab et al. [46] as a combination of EMBT and Translation
Memory (TM) to translate English medical text to Arabic
one. The overall accuracywith a translationmemory achieved
the highest score of 77.17 and 63.85 for two datasets in the
internal medicine domain, which were the highest score using
BLEU score.

It can be concluded that the findings of the above works
including the MT evaluation studies [1], [25], [43], prove the

FIGURE 4. Overall percentage of discussed AMT research works.

ineffectiveness of Google Translate when rendering Arabic-
English translation. The problem is worse when translating
domain-specific topics such as legal texts. This is mainly
due to domain mismatch [21], which can be tackled using
multi-domain NMT [121].

V. FINDINDS AND DISCUSSION
Throughout this review, we draw many findings, ideas and
open issues that could help to reach a certain level of human
expectations concerning AMT accuracy and fluency. In total,
we reviewed 40 AMT research works and 8 AMT assessment
works. Figure 4 show the statistics of 40 AMTworks per each
challenge category and per MT system type. Note that the
statistics reflect only the number of AMT research studies
and works discussed in this paper. In this section, we start
by listing main observations and then proceed with open
challenges.

A. OBSERVATIONS
After a careful analysis, we can make the following main
observations:

• Most of the early researchworks inAMT studied heavily
linguistic issues of Arabic, however, few research works
addressed technical issues. Whereas, recently, most of
the research works are addressing technical more than
linguistic issues of Arabic. There are many reasons
for the direction of studies. One of the main reasons
is the great advance in computational language tech-
nology. Nonetheless, the recent research studies based
on NMT which constitute the majority, have a strong
learning capability that makes explicit linguistic fea-
tures redundant. However, for Arabic, we have few
results [16], [35], [54] indicating that linguistic informa-
tion is beneficial to NMT models.

• This analysis proves that addressing linguistic chal-
lenges of Arabic has a high impact on the accuracy of
the Arabic SMT and that NMT is superior to SMT in
all cases. In particular, the preprocessing of Arabic did
improve the translation quality [16], [35] and NMT is
able to perform very well even on a small corpus. The
research on Arabic NMT has grown in the last four years
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TABLE 4. Most important existing Treebanks, datasets and corpora for AMT (m: million, k: thousand).

especially after the release of GNMT model in 2016.
In addition, rule-based MT methods are getting less and

less attention as standalone method due to their poor
performance and high costs [30].
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TABLE 5. Comparison of the assessment results of Arabic language on specific MT systems.

• The Transformer model is being increasingly used
to improve the performance of NMT and speed up
the inference process. However, we found only few
Transformer-based works [72], [79] addressing dialectal
Arabic, for more details see Tables 2 and 3.

• Training NMT with transfer learning [79], fine-
tuning [72], multilingual NMT [72], zero-shot transla-
tion [33] and zero-shot transfer [66] approaches have
shown promising translation results between multiple
languages especially for low-resource languages [80]
or no resource language [79]. These works showed
that these models were able to capture shared rep-
resentational features across languages, thus offering
better transfer capabilities that lead to larger improve-
ment in translation quality. Unfortunately, there are
few efforts [79], [80] investigating these techniques for
Arabic language. Especially, for MNMT, the current
development achieves low accuracy compared with its
counterpart which trains an individual model for each
language pair. Thus, for Arabic it is worth to boost the
MNMT using different approaches and techniques such
as [80].

• Training first a teacher model and then distill its knowl-
edge into a student model is considerably greater per-
formance in NMT [124]. Specifically, training NMT as
the teacher models on alternating blocks of authentic and
synthetic data (‘‘block-regime back-translation’’ (block-
BT) rather than shuffling with mixing authentic and
synthetic training data [4] led to a gradually increasing
learning curve and thus improving the model perfor-
mance. However, such novel training procedure is not
investigated for AMT yet. Although, we observe rea-
sonable gains from transfer learning in many languages,
mostly significant. The only non-significant gain is from
Arabic-Russian which does not share the script with the
child at all [125] when trained with transfer learning as
parent-child model.

• It is observed that NMT is computationally expen-
sive [27], however, it requires least supervision com-
pared to SMT systemswheremore efforts are required to
build the different models. On the other hand, the SMT
requires large parallel datasets and lexicons [16], [43]
that represent a big barrier for low resource languages,
such as Arabic. However, the new NMT Transformer
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model architecture computes many steps slightly more
computationally efficient than previous NMT models.

• Most of the AMT approaches focus on the transla-
tion of news and official texts, whilst few attempts
focus on domain specific translation such as medical
domain [46]. Specifically, most of the used parallel
data available to the researcher was limited to texts
produced by international organizations, parliamentary
debates or legal texts [126]. Unfortunately, existing
single-domain AMT methods do not work well for mul-
tiple domains. Thus, multi-domain NMT approaches are
more in demand to tackle this limitation.

• Many linguistic challenges such as WSD are not well
addressed to-date due to the difficulty in determining the
correct meaning that should be chosen for the transla-
tion, while some are handled using hybrid solutions such
as NE [18]. Likewise, subject embedding makes Arabic
as pro-drop language a continual challenge for MT.

On the other hand, we conclude the following secondary
observations:

• With the substantial performance improvements brought
to MT by neural approaches, a growing interest in
translating between pairs of similar languages, lan-
guage varieties, and dialects has been observed. As for
Arabic dialects, we observe many works investigat-
ing MT between similar dialects and MSA [72], [98].
Indeed, most contributions are dedicated to translat-
ing between dialects, MSA and English. For other lan-
guages, no results are available. In this context, all
contributions concern mainly English language [98].
In terms of translation direction, most of the contribu-
tions translate from dialects toMSA or English, whereas
there is very little work that uses the dialect as target
language. Likewise, another challenge on developing a
NMT model for Arabic dialect to MSA is the absence
of the standardized orthographies for all Arabic dialects.
It includes morphological differences which are evident
in the use of clitics and affixes that do not exist in MSA.
However, training NMT models usually require a large
amount of annotated data, which is often unavailable
in the case of low-resource languages such as Arabic
dialects.

• Most contributions for Arabic dialects exploit the prox-
imity between Arabic dialects and MSA when translat-
ing between them. Indeed, MT between Arabic dialects
is getting much easier than for other languages fami-
lies. Concerning, the proximity and similarity between
dialects and MSA, it is possible to translate multi-
ple dialects into MSA using same hyper dimensional
space for common words. This way, it is possible to
build a multi-dialect translator by training the model
on only one dialect. This reduces the hustle of collect-
ing parallel corpora for every single dialect as studied
in Farhan et al. [81]. We believe this approach can be
generalized to other similar languages where synonyms

of different but close languages can have similar vector
embeddings. Indeed, all contributions are dedicated to
translating between dialects, MSA and English. The
plausible techniques that address dialectal Arabic MT
challenges are still under study [99].

• Most of the authors evaluated their MT systems using
BLEUmetric or apply other metric from other languages
such as from English, only very few authors, [19], [39]
used adapted metrics for Arabic language.

• Most of AMT assessors and users compare the impacts
of special Arabic processing on MT using small domain
specific datasets [9] on different MT systems. Sub-
sequently, it is hard to assume whether an MT sys-
tem is better for Arabic or not. From this conclusion,
it is apparent that dataset benchmarking is still missing
for multi-domain translation evaluation for Arabic lan-
guage.

• The lesson learned from the assessment works is that
Google Translate is being assessed as outstanding MT
system among others. However, some unsettled issues
such as linguistic errors are still prevalent and will
continue as the performance of parsers on Arabic is
far below their performance on English. According
to [6], [9], [11], they conclude that the most dominant
errors in the MT output were mistranslation errors, fol-
lowed by corruption of the overall meaning of the sen-
tence and then orthographic errors. In terms of adequacy
and fluency, the results for English-Arabic translation,
Google Translate produces sentences with relatively few
errors, and the translated text is fluent to some extent as
argued in [6], [10].

Additionally, when comparing our findings and anticipated
AMT results to other languages pairs such as Czech-English
and vice-versa, we observe followings:

• Although both languages; Arabic and Czech are
morphologically-rich [68], have free word order, and
share most of the technical challenges, we observe with
regard to the latest WMT20 findings [127], a constant
improvement in the baseline systems for Czech MT in
contrast to AMT.

• Czech MT is constantly improving using better training
data, novel training procedures, doubling the encoder
depth (to 12 layers), robust training with source-side
noising documents [100], etc. While all these techniques
are well-experimented and show improvements in the
state of the art in Czech- English MT directions, they
are not sufficiently investigated for AMT yet or are not
priority for AMT.

• The success of NMT depends heavily on the quan-
tity and quality of the training parallel sentences for
each language pair. For instance, parallel datasets for
Czech-English directions are continuous released in
almost eachWMT campaign, but not for Arabic-English
directions. In addition, long-term efforts to build dataset
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such as CzEng 2.029 that contain 61.1M authentic sen-
tence pairs, are missing for AMT. Accordingly, all
the systems submitted to last WMT20, support Czech
language.

• Romanized-based models [106], [128] reduce vocab-
ulary sizes and UNK rates and achieve better or
comparable translation results compared with their
counterparts in Arabic under various segmentation
scenarios. While the advantage of romanization at
the subword level is that Latin encoding provides
great flexibility in extracting proper BPE rules during
segmentation, further reducing rare words and improv-
ing translation quality. Besides, integrating Romanized
Arabic as an input factor can provide extra informa-
tion that disambiguates input words, leading to the best
translation quality among baseline and all other systems.
Additionally, for Romanized Arabic, there is no need
to translate proper nouns even more English or French
words as argued in [98].

• Although such Romanized Arabic can alleviate the lim-
itation of BPE, especially the inconsistent segmenta-
tion of inflected words as in the case of Arabic script,
however, the resulting longer sequences with potentially
suboptimal subword splits may also have a negative
influence on translation quality as argued in [128]. Also,
for the case of Arabic dialects, where the transliteration
step does not have any guidelines or laws, confusion
and uncertainty may be caused. Thus, it is difficult to
segment Arabic dialects from written text, particularly
in cases where both Arabic script and Romanized Arabic
are mixed simultaneously.

• Compared to other Western languages, the contribution
of AMT is still modest and sometime behind many
language pairs. Indeed, MT emerged first for English
language, before such inventions are adapted to Arabic
language. Subsequently, the adaptation of MT to Euro-
pean languages is to some extent easy due to the close-
ness of such languages to English in terms of language
family, structure and culture. Most translations were
done to and from English There were various research
conducted on AMT, but this does not result in developed
MT system to facilitate the process of MT for Arabic
across languages.

B. OPEN CHALLENGES
Although we have witnessed the fast-growing research
progresses in AMT, there are still many challenges
to be addressed. Based on the extensive recent AMT
reviews [29], [30] and recent works on AMT evalua-
tions [13], [40], [41] and NMT conducted research [21],
[51], [129] we summarize the major challenges in the fol-
lowing aspects concerning Arabic language:
• In terms of accuracy, MT is an NP-hard problem
designed to provide accurate translations. The technol-

29https://ufal.mff.cuni.cz/czeng

ogy has improved drastically in the past ten years, but
there is still a lot of work in development. Therefore,
even after post-processing, the meaning of the original
text still neither accurate nor fluent. Specifically, NMT
still does not perform well in translating very long sen-
tences and out-of-domain data [21].

• In terms of fluency, despite various attempts to enhance
word alignment in AMT systems, still it does not ful-
fil the task and shows divergence. Hence, an efficient
alignment algorithm is required after the translation to
enhance fluency in target language such as through an
induced alignment at the decoding step as demonstrated
for English [130].

• In terms of performance, Transformer model has applied
innovative structure in its design and therefore brought
significant improvement in translation quality and
speed [2]. We believe that more refinements in model
structure need to be proposed. Additionally, having
that RNN based-NMT takes its advantages in modeling
sequence order but results in computational inefficiency
compared to CNN based-NMT, more future work would
consider the trade-off between these two aspects espe-
cially under the settings for Arabic language.

• In terms of computation, it is necessary to find a way to
speed up training a neural network at both computation
and memory levels especially for rich morphological
words so that much larger vocabularies for both source
and target languages, long sentences and low-frequent
words can be used [21].

• Applying Transformer based pre-trained model on
Arabic language, such araBERT [65], as additional
embedding layer could provide a better performance as
demonstrated for English [131]. Additionally, directly
applying araBERT as pre-trained model could have sim-
ilar performance and thus can be more convenient for
encoder initialization. Indeed, designing better NMT
architectures beyond Transformer shall be very promis-
ing to explore for AMT despite of the difficulty.

• Developing post-editing rules can help in handlingmany
problems such as ordering errors, yet ambiguity remains
a challenging problem [41], [80]. For instance, idiomatic
expressions are hard to handle using current techniques
because they are unable to differentiate the expression
when it is intended for its literal or idiomatic meaning.

• OOV, rare and unknown words, ambiguous words
and spelling mistaken words are hard to handle with
current MT techniques. Although current solutions
already exist such as entry for Unknown words (UNK)
tag [132], entry in the back-off dictionary [132], sub-
word variant BPE [22] and its extreme case, character-
level [23], a standard solution is still missing. Hybrid
techniques similar in [24] are increasingly adopted as
a good strategy to tackle these issues such as achiev-
ing open vocabulary NMT before applying BPE. Like-
wise, such strategies could be investigated for Arabic
as well.
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• NMT systems often do not incorporate any additional
linguistic information since they only rely on the raw
data. However, recently, the incorporation of arbitrary
linguistic features as external linguistic models in NMT
named as factored FNMT [133] have shown very
promising results for the task of MT between several
language pairs. The inclusion of arbitrary linguistic fea-
tures for AMT may lead to substantial improvements.
Though, an appropriate update in the encoder-decoder
architecture must be developed to support the inclusion
of arbitrary linguistic features of any language.

• Developing a large amount of parallel corpora is
required for application of SMT and NMT models and
techniques. MT process require an enormous amount of
parallel text, even that is not available for specific lan-
guage pairs since many languages are not rich in lexical
resources such as Arabic language [79]. In this case,
MNMT is a good option to investigate low-resource
NMT issue for Arabic.

• Regarding out-of-domain issue where current NMT pro-
duce translations that are fluent, but unrelated to the con-
tent of the source sentence, multi-domain NMT [121]
and domain-adaptation works such as Factorized Trans-
former [134] are attempting to resolve this limitation.
However, multiple aspects need to be considered for
training a multi-domain NMT model in order to prevent
the model from two major issues notably overlooking
the specificity of each domain [21] and forgetting pre-
viously learned knowledge when exposed to the new
training examples as reported in [135].

• There are also other secondary open challenge in recent
NMT research such as bias present in the training
data e.g. gender bias, unsupervised MT, document-level
translation, data sparsity, noisy data sources like data
with misspellings, unknownwords, abbreviations, punc-
tuations, beam size, etc. which are mostly important to
achieve an adequate MT. In general, we observe that
while many works demonstrate or discuss the existence
of bias [136], and also propose bias detection techniques,
there is a shortage of works that propose de-biasing
approaches for AMT.

• MT without a direct parallel data is defined as
unsupervised MT. The amount of monolingual data
available for trainingMT is an important factor for unsu-
pervised MT, but even very challenging [137]. Back-
translation, translation with retrieved similar sentences
from target mono-lingual data, mining sentences from
Wikipedia and use them as weakly supervised transla-
tion pairs are attempts to overcome the lack of parallel
data [75].

• Similarly, most current NMT systems translates each
sentence independently of other sentences since it
seems too hard for sequence-to-sequence models to
learn long-range document translation directly as argued
by [75]. Document-level MT for Arabic still not investi-
gated to date.

• Data sparsity is an important challenge for token-level
based systems, especially for languages with rich mor-
phology [85]. Data sparsity is challenging to obtain good
word-level vector representations for rich languages
such as Arabic.

• Most parallel corpora are typically gathered using web
mining services e.g. Common Crawl.30 The data is col-
lected without enough guarantees about quality and less
control about mined web sites. Thus, the data is noisy
and from different domains. Since noisy training data
has been recognized as a challenge for NMT training.
An essential step in using such data is filtering or dis-
counting noisy sentence pairs [127].

• In NMT, the size of all searched possible translation for
each input word is termed as beam size. It is not directly
proportional to the accuracy of the system as after a point
it starts degrading. Optimal beam size setting does not
consistently improve translation quality and may result
in worse translations [21].

VI. CONCLUSION
In this paper, a review of different MT techniques along with
the research challenges conducted on recent AMT is pre-
sented. This serves the developers with resources required for
modelling different NMT types as well as corpora, domains,
toolkits, techniques, models, features and their evaluation
measures. A comparison of research works on different AMT
is also performed. To-date, most of the researchers implement
the SMT and NMT approaches in their work studies while
the hybrid systems are gaining more attention due to their
improved performance in situations where both fail to achieve
a satisfactory level of accuracy and fluency [7], [46]. In spite
of that, several AMT approaches need to be improved further
to produce accurate and fluent translations. Although we
have witnessed the fast-growing research progresses in AMT,
there are still many challenges to be addressed. Based on the
extensive recent AMT reviews [29], [30] and recent works
on AMT evaluations [13], [40], [41] and NMT conducted
research [21], [51], [129] we list some potential directions
in the following aspects concerning Arabic language:

• For Arabic language, there is a need to train several
Transformer NMT models and perform cross-domain
testing and evaluation to gain some insight into model
robustness against domain changes. The authors [138]
consider domain robustness an unsolved problem and
encourage further research.

• Additionally, better architectures, ensemble techniques,
etc. for developing multiple models requires merging
multiple alternative independent models and then com-
bining their outputs. The ensemble technique can be
applied using checkpoints averaging [4].

• Another area for future work is to extend the anal-
ysis to other word representations, deeper networks,

30https://commoncrawl.org/
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and more semantically oriented tasks such as semantic
role-labeling or semantic parsing, as suggested by [68].

• As per the analysis, NMT and hybrid approaches per-
form better as compared to other techniques, thus it
could be considered for future use.
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