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ABSTRACT Ear disorders are among the most common diseases treated in primary care, with a high
percentage of non-relevant referrals. The conventional diagnostic procedure is done by a visual examination
of the ear canal and tympanic membrane. Consequently, the accuracy of the diagnosis is affected by observer-
observer variation, depending on the technical skill and experiences of the physician as well as on the
subjective bias of the observer. This situation impacts the proper implementation of treatments, increases
health costs, and can lead to serious health complications. To eliminate subjectivity and enhance diagnostic
accuracy, we present a diagnostic tool for nine ear conditions in a computer-aided diagnosis scheme.
We propose a hybrid learning framework based on convolutional and recurrent neural networks for video
otoscopy analysis. The proposedmethod first extracts the deep features of each relevant frame from the video.
Then, a Long Short-term Memory network is introduced to learn spatial sequential data by analyzing deep
features for a certain time interval. We carried out the study in collaboration with the Clinical Hospital of the
University of Chile and included 875 subjects in a period of 12 months (continuous). The experiments were
conducted on a new video otoscopy dataset and showed high performance in terms of accuracy (98.15%),
precision (91.94%), sensitivity (91.67%), specificity (98.96%), and F1-score (91.51%). To the best of our
knowledge, the proposed system is capable of predictingmore diagnoses of ear conditions known to date with
high performance. Our system is designed to assist in a real otoscopy examination by analyzing a sequence
of images instead of a still image as previous state-of-the-art works. This advantage allows it to provide a
comprehensive diagnosis of both eardrum and ear canal diseases.

INDEX TERMS Computer-aided diagnosis, convolutional neural network, deep learning, ear diseases,
LSTM, otolaryngology, transfer learning.

I. INTRODUCTION
Ear diseases are among the most frequent pathologies treated
in primary care with a high percentage of non-relevant
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referrals, including tympanic membrane and external audi-
tory canal abnormalities [2], [3]. Generally, the diagnosis of
ear diseases is carried out by a medical interview and an
otoscopic examination. Otolaryngologists and general prac-
titioners perform otoscopic examinations daily as a part of
routine care [4]. However, the diagnosis using common tools
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such as otoscopy or even otoendoscopy is susceptible to
misdiagnosis due to its dependence on the technical skills and
experience of the physician as well as the observer subjective
bias [5]. According to the studies presented in [6] and [7],
the correct diagnosis rate of non-otolaryngologists such as
pediatricians is 50%, and although the rate increases when the
diagnosis is performed by an otolaryngologist (73%), these
values are still low. A misdiagnosis impairs the appropriate
implementation of treatments and health outcomes in severe
physical, psychological, financial, and legal complications.
The latter means that there is an opportunity to introduce new
tools to support the physician in making correct decisions and
improving diagnostic accuracy.

Computer-aided diagnosis system (CADx) with clinical
purposes has been under development for many years [8].
CADx systems allow the characterization of a region and
serve as a second opinion to physicians who take the final
decision [9]. Conventionally, CADx is based on computer
algorithms designed by domain experts for particular fea-
ture extraction from medical digitalized data [10]. However,
models based on deep neural networks (DNNs) have had a
significant impact on enhancing the performance of CADx
systems [11].

One of the most popular DNNs architectures is the con-
volutional neural networks (CNNs). They have been widely
used for pattern recognition and image classification [12].
Their design allows for processing data using spatial infor-
mation by taking 2D or 3D images as input. In classification
and detection tasks, CNNs have achieved high performance in
terms of inference times and detection rates outperform even
traditional computer visionmethods [13]. However, themajor
limitation to apply CNNs is the large amount of labeled data
needed to obtain accurate and generalizable models [12] (in
medicine, such data should be carefully reviewed and labeled
by experts in the field). To overcome the latter issue, the
transfer learning technique has been successfully applied to
use pre-trained models on huge datasets (e.g., ImageNet that
contains more than millions of natural images) [14]. Such a
technique consists of transferring the knowledge (weights)
learned during the training using millions of samples to a
different but related problem (e.g., image classification).

Recurrent neural networks (RNN) are another important
DNN architecture that have been successfully applied in
sequence analysis. They contain blocks of connected neu-
rons with input units, hidden units, and output units which
share the same weights across all steps [15]. Thus, there
is a reduced number of trainable parameters compared to
CNN models. The main advantage of RNN is the ability
to process data sequentially at each time, considering two
sources of input –present and recent past– to provide the
output of the new data [12]. However, the RNN standard
model suffers from vanishing and exploding gradient prob-
lems [16]. An improved version of RNN that overcomes
these limitations is the Long Short-Term Memory (LSTM)
network. The architecture of LSTM also includes a memory
cell which is capable of maintaining long-term dependencies.

The information on the memory cell is carefully regulated
by nonlinear functions typically called gates [17]. LSTM
networks have shown remarkable effectiveness in language
processing tasks, and voice recognition [16].

Applications that involve sequential data use an LSTM
network for their ability to learn long-term dependencies.
However, the LSTM networks are designed to deal with
one-dimensional data [17]. When they are used to pro-
cess video or sequential images, the spatial features of
the input data are lost. Therefore, in applications such as
video action recognition or video classification where both
spatial-temporal features are relevant, a combined archi-
tecture of CNN and LSTM has been used [15], [18].
One architecture that combines the capabilities of CNN and
the LSTM network is ConvLSTM [19]. It is a variation
of the LSTM network that applies convolution operation
instead of only multiplications both at the input-to-state
transition and state-to-state transitions. The latter solves
the initial input vectorization problem and allows 2D
or 3D processing. Another approach that allows learn-
ing capabilities to complement each other is the com-
bined CNN-LSTM architecture. Such architecture stacks
one block after another. The first part of the model
(i.e., CNN) extracts the relevant features of the input data.
Then, the results are flattened in a 1-D tensor to be used as
input for the second part of the model (i.e., LSTM) [18].
Comparison results of the two approaches show that both
are suitable for spatial-temporal data modeling. Nevertheless,
the time processing and memory resources of a ConvLSTM
increase compared to CNN-LSTM depending on the size of
the input image or the length of sequences [20]. Furthermore,
the CNN-LSTM approach has been used for classification
tasks as action recognition [15], [18] due to the computational
capacity of the feature map given by the first part of the
model. Whereas ConvLSTM fits better in prediction tasks
where the input is 2D or 3D sequential data [20].

II. RELATED WORK
In recent years, the interest in developing computer-aided
diagnosis systems for ear pathologies has been growing.
Early approaches addressed a binary classification to deter-
mine whether an image of the tympanic membrane is nor-
mal or abnormal [21] (and the references therein). Models
with multi-class approaches have also been developed to
predict otitis media diseases such as chronic otitis media,
acute otitis media, and otitis media with effusion [1], [31].
Such schemes used features extractors as local descriptors of
texture or color, and conventional machine learning models
(e.g., support vector machine). Although the performance of
the proposed models has been improving, the datasets used
are small in order to generalize results.

Other recently developed schemes have used CNN to
classify the image of the eardrum considering a binary
approach [24], [25] or multi-class problem [23], [26]. How-
ever, the pathologies studied aremostly limited to otitis media
and its derivations. A more complete study was presented
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FIGURE 1. Deep learning framework to infer the diagnosis of the middle ear and ear canal diseases. The spatial sequential data obtained
through CNN are passed to an LSTM model to produce the final decision (i.e., the diagnosis).

in [7] where other relevant pathologies such as tympanic per-
foration or attic retraction were also included. The accuracy
achieved in previous studies remained in the range of 84%
to 95% covering up to 6 middle ear pathologies. Not only
diagnosis-oriented work has been developed, but the work
presented in [44] also showed that CNNs are a useful tool to
identify the tympanic membrane side and tympanic perfora-
tion with an average accuracy of 97% and 91% respectively.

The models previously proposed for the diagnosis of ear
diseases based on still images of the eardrum, are a good
starting point but are impractical in the clinical environment.
During the ear examination, the physician observes the ear
canal and tympanic membrane from different points of view
to achieve a diagnosis. When using a digital otoscope, this
means acquiring a certain number of images in a time inter-
val (video) that must be analysed by the learning architecture
to reach a complete diagnosis (i.e. describe the condition
of both the ear canal and the tympanic membrane). In this
paper, we propose a computer-aided diagnosis scheme for the
classification of nine ear conditions on video otoscopy. This
scheme is based on a hybrid learning model that exploits the
ability of CNNs to extract deep features as well as LSTM
networks to learn hidden patterns in spatial sequential data
(i.e., from videos). We use a CNNmodel via transfer learning
for feature extraction following by a customized single layer
LSTM network and a final SoftMax layer to predict the class
(diagnosis). To select the CNNmodel, we compare four state-
of-the-art baselines deep learning architectures for image
classification. The proposed scheme was trained, validated,
and tested in a new large video otoscopy dataset, created in
collaboration with physicians from the Otolaryngology the
Clinical Hospital of the University of Chile (HCUCH). The
contributions of this paper are summarized as follows:

1. We took into account the ear examination workflow to
propose a computer-aided diagnostic system for nine
ear conditions ranging from typical ear canal conditions
such as earwax plug to more critical diseases of the

tympanic membrane such as chronic otitis media. The
system capable of predicting more diagnoses for ear
conditions known to date.

2. We introduce a hybrid framework to exploit the main
advantages of CNN and RNN (LSTM) networks in spa-
tial sequential data to provide a robust learning model
for video otoscopy classification.

3. We analyse the performance of the proposed learning
framework by varying the amount of information it
receives (frames), and establish an adequate working
point for the prediction of ear pathologies in a video
sequence. In this sense, we aim to eliminate redundant
information while maintaining adequate performance.

The paper is organized as follows: the video otoscopy
dataset, as well as the learning proposed framework, are
described and analysed in detail in Section III. The results
are presented in Section IV, and the discussion showing the
strengths and limitations of the proposed system is discussed
in Section V. Finally, the conclusions of our work are pre-
sented in Section VI.

III. METHODS
The proposed computer-aided diagnosis scheme consists of
two stages: video frame evaluation and video sequence pre-
diction, as shown in Fig. 1. In the first stage, non-relevant
frames are discarded and the level of blurring of each frame
is evaluated. A sequence of sharp frames is then formed and
passed through a CNNmodel to extract deep features. Finally,
a single-layer LSTM network trained on the spatial data from
the video sequence predicts the diagnosis.

A. VIDEO OTOSCOPY DATASET
Our medical collaborators were responsible for the design
and execution of the protocol to conduct the data collec-
tion. The protocol (number 65 - 996/18) was reviewed and
approved by the Scientific Research Ethics Committee of the
HCUCH.
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The cohort included 875 patients who consulted the
HCUCH for otolaryngological care between December
2018 until December 2019. Patients were selected if they
presented clinical features related to any of the following ear
conditions: normal, myringosclerosis, monomeric or dimeric
(mono-dimeric) membrane, chronic otitis media (COM), oti-
tis media with effusion (OME), external otitis (EO), exosto-
sis of the ear canal, tympanic membrane retraction (TMR),
earwax plug, acute otitis media (AOM), osteoma osteoid,
and foreign body in the ear. The category ‘‘other’’ was
also included to address fewer common diseases such as
myringitis.

Three data acquisition equipment was placed in different
consultation rooms of the HCUCH to record the otoscopic
examination. Each kit consisted of a digital otoscope (DE500
Firefly with a 4 mm and 5 mm speculum) connected to a
computer. The videos were recorded at 20 fps (frames per
second) with a 640× 480-pixel resolution.

The otolaryngologist recorded two videos per patient (one
per ear) as well as the corresponding diagnosis. In cases
where the patient showed more than one ear condition, the
specialist registered up to three different diagnoses in order
of priority.

Almost 50% of the patients presented normal ear condi-
tions during data collection, which resulted in an unbalanced
dataset. To avoid bias in the results, a similar number of
videos were selected for all classes. Also, four categories
were discarded because the number of videos recorded was
less than 10 (insufficient for training stages).

TABLE 1. Distribution of video otoscopy dataset.

Table 1 shows the number of videos recorded by pathology
as well as the number of videos used for this study. To avoid
the multi-label cases, we selected those videos that presented
a single diagnose. The resulting video otoscopy dataset con-
sists of 385 video otoscopic examinations from 341 patients.
An image example obtained from the digital otoscope per
each ear condition is shown in Fig. 2.

B. VIDEO FRAME EVALUATION
One of the typical behavior of the physician during the exami-
nation was starting the exploration recording before inserting
the otoscope into the ear canal. Unfortunately, such action
produced non-relevant frames for this study (i.e., frames that
do not show the ear canal or tympanic membrane). Therefore,

FIGURE 2. Eardrum image samples in the video otoscopy dataset. From
left to right, first row: normal, myringosclerosis, mono-dimeric; second
row: chronic otitis media, otitis media with effusion, external otitis; third
row: exostosis of ear canal, tympanic retraction and earwax.

those frames were discarded using a histogram-based algo-
rithm, which analyzed the domain of interest of the image.

Another important aspect to keep in mind during the exam
is that the physician handled the otoscope to obtain different
eardrum views, enriching the dataset with spatial information
and producing some undesirable blurred frames. Therefore,
we preprocessed the data to discard non-relevant frames and
evaluate the level of blurring of the frames.

1) IMAGE DOMAIN EVALUATION
To determine whether an image belongs to the domain
of interest or not, we followed the steps proposed in
Algorithm 1. The input is the structure Bk which contains
frames extracted from the video sequence. The variable thR
is a predefined threshold (line 1) that allows us to add or
discard the current frame. First, we initialize the empty BN
structure (line 2) in which the frames within the domain of

Algorithm 1 Algorithm for Image Pre-Processing: Discard-
ing Unnecessary Images
Input: Bk {k extracted frames from video otoscopy}
1: Let thR design parameter
2: initialize structure BN ← ∅
3: IR = FindImageReference(Bk )
4: HR = CalcHistogram(IR) {Q with a pdf q(x)}
5: for j = 1 to k do {k: no. of video frames}
6: Ij = Bk (j)
7: Hj = CalcHistogram(Ij)
8: DKL = CalcDKLscore(Hj,HR)
9: if (DKL ≤ thR) then

10: Append Ij to BN
11: end if
12: end for
Output: BN {N keyframes}
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interest will be added. Because the frames of no interest are
at the beginning or end of each video (as a consequence of
the diagnostic procedure), we assume that the central frame
of the sequenceBk shows the eardrum. Therefore, the variable
IR represents the central frame from the sequence frames
(line 3). Then, in line 4, we compute the histogram of IR,
which is used as a reference to determine the difference
between two frames by comparing their histograms. Finally,
the histogram of each frame is compared to the reference
(lines 6-8) using the Kullback-Leibler divergence score –also
known as relative entropy– [28].

The relative entropy DKL is used to compare two prob-
ability distributions. Let P and Q two discrete probability
distributions defined on the same probability space χ , the
DKL score is defined as follows:

DKL (P,Q) =
∑
x∈χ

P (x) log
(
P (x)
Q (x)

)
(1)

The DKL score results in a positive quantity and is equal
to 0 if and only if P = Q almost everywhere [28].
If the DKL score exceeds the thR threshold, the image is

considered not relevant and is discarded (lines 9-11). At the
end of this stage, a sequence of N frames is obtained showing
the tympanic membrane and the ear canal (keyframes).

2) IMAGE BLUR EVALUATION
During the acquisition stage, blurry frames occurred due to
the camera’s movement or to certain regions of the scene that
were outside the camera’s focus. Although there are frames
with non-uniform blurring, we are interested in evaluating
those frames with uniform blurring by analyzing the whole
image.

Algorithm 2 shows the steps to evaluate frame blur. The
input is the sequence of keyframes obtained in the previous

Algorithm 2Algorithm for Image Pre-Processing: Blurriness
Detection
Input: BN {N keyframes}
1: Let thB design parameter
2: initialize structure BL ← ∅
3: for i = 1 to N do {N : no. of keyframes}
4: Ii = BN (i) {ith frame}
5: I fi = ComputeFFT(Ii)
6: I ci = CenterFFT(I fi )
7: I zi = RemoveLowFrequencies(I ci )
8: I ri = ReconstructInverseFFT(I zi )
9: S =MagnitudSpectrum(I ri )

10: if (mean(S) ≥ thB) then
11: Append Ii, sharp to BL
12: else
13: Append Ii, blur to BL
14: end if
15: end for
Output: BL {N frames, blur evaluation}

stage. We define the thB threshold (line 1) as a design param-
eter that has been fine-tuned on a subset of the video oto-
scopy dataset. The variable Bk is an empty structure (line 2)
where incoming data (video frames and blur evaluation)
will be stored according to the following conditions. First,
we compute the DFT for each keyframe using the Fast Fourier
Transform (FFT) algorithm (lines 4 and 5). Then, we shift
the zero-frequency component (DC component) to match the
center of the image and remove the low frequencies (lines 6
and 7). In the next step (line 8), we put the DC component
back in the original position and compute the inverse FFT
to reconstruct the image. The magnitude spectrum of the
reconstructed image is computed (line 9), and its mean value
is compared with a certain threshold value (thB). If the mean
value exceeds the threshold, the image is considered sharp,
otherwise blurred. Finally, both the image and blur evaluation
are saved in the BL structure.

After blurriness evaluation, the complete video sequence
was discarded if it had an excessive number of blurred frames
(>60% of total frames).

C. HYBRID DEEP LEARNING FRAMEWORK
The architecture is composed of two separate steps. In the
first step, the spatial features of each keyframe are extracted
using a pre-trained CNN model. Such deep features of the N
frames constitute the sequential spatial data that are passed
through the LSTM network for final prediction. We discuss
each step in detail below.

1) FEATURES EXTRACTION VIA CNN MODEL
The CNN model takes advantage of the spatial and configu-
ration information of the input data by not resorting to initial
vectorization. Therefore, it is widely used in applications
where the input data is 2D or 3D images because it exploits
hidden spatial information among neighbouring pixels.

In classification tasks, CNN models can be interpreted as
two sub-process: deep feature extraction and classification.
The former includes a set of convolutional layers interspersed
with polling layers, and the next stage uses a combination of
fully connected and SoftMax layers. In this way, the discrim-
inative features of the input data obtained from the extraction
step are summarized into a one-dimensional vector which
feeds a fully connected layer and then a SoftMax layer (the
architecture can have more than one hidden layer in the last
part).

Our proposal includes the Inception-V3 [29] and
ResNet50 [30] models as baselines since they have been pre-
viously used for tympanic image classification [7], [24], [26].
In addition, we incorporate two more recent state-of-the-art
models DenseNet-121 [31] and EfficienNet-B4 [32]. Table 2
summarizes the main characteristics of the four CNN models
implemented. The inception model incorporates kernels of
different sizes within the same layer to effectively recognize
salient features in the image (i.e., inception modules) [29].
ResNet model includes shortcut connections, typically called
skip connections, that allow very deep architectures to be
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TABLE 2. Main characteristics of the four CNN models implemented.

trained without the problem of vanishing gradients [30].
DenseNet model uses dense connections between layers (via
dense blocks), where all layers are directly connected. The
latter allows feature maps to be concatenated rather than
aggregated [31]. Therefore the models require fewer param-
eters than other CNNs, although the training time is longer.
In the EfficientNet model, all dimensions (depth, width, and
resolution) of the network uniformly scales using a compound
coefficient instead of arbitrary scales as in the conventional
practice [32].

2) TRANSFER LEARNING
Although our dataset is large compared to previous state-
of-the-art [1], [7], [23], [26], [44], training a CNN model
from scratch requires more samples and a high computa-
tional cost. Furthermore, the use of features extractors from
pre-trained CNN models with proper fine-tuning can over-
perform training from scratch according to [11]. Therefore,
we use transfer learning to perform feature extraction of
the individual N frames obtained after the preprocessing
stage.

In a naive approach, the input frame is propagated for-
ward until the final pooling layer. As a result, the output
values from the pooling layer are extracted as a feature
vector. The dimension of the feature vector depends on the
fully connected nodes (see Table 2) in the final layer before
the softmax layer. We also explored fine-tuning process to
retrain the final layers –considering an ascending order– and
force the network to learn patterns in the domain of our
dataset.

In this sense, we performed an ablation study on the dif-
ferent steps for transfer learning, as shown in Fig. 3. First,
we trained only the final set of fully connected layers to
adjust themodel’s head to our dataset, whereas the rest remain
frozen (i.e., keep the ImageNet weights). After the fully
connected layers have started to learn patterns in our dataset,
we paused training, unfreeze one by one layer or group of
layers depending on each model (e.g., inception modules,
residual blocks, or dense blocks), and continued training. For
the latter, we decreased the learning rate (almost 10%) to
avoid drastically changing the weights learned by previous
convolutional layers.

Since we use the CNN model to extract features, we prop-
agate forward the input frame until the final pooling layer
of the fine-tuned model and extracte the feature vector.
We repeat the process for all the N frames from each video
sequence.

FIGURE 3. The fine-tuning process for the four CNN models. First, the
fully connected layers started to learn patterns in our dataset, remaining
the rest frozen with the ImageNet weights. Then, we paused training,
unfreeze the next layer or group of layers, and continued training with a
lower learning rate. Finally, we extracted the feature vector for each
frame by propagating forward the input frame until the final pooling layer
of the fine-tuned model.

3) LONG SHORT-TERM MEMORY (LSTM) NETWORK
The LSTM network is an improved version of the RNN,
capable of learning long-term dependencies from sequential
data [33]. It is composed of blocks with input, output, and
forget gates controlling the long term sequence pattern iden-
tification. The gates are adjusted by a sigmoid unit that learns
during training where it is to open and close.

Equations (2) to (5) explain the operations performed in
the LSTM unit, where Xt is the input at time t (i.e., features
from frames of the video otoscopy), Ct represents the content
of the memory, and Ht represents the output state. Then, ft is
the output of the forget gate at time t which through a sigmoid
function σ decides what information will be removed or kept
in the cell (2). Then, the input gate it (3) generates the current
memory cellCt by computing the new candidatememory unit
C̄t , and combining it with the old memory from the output of
the forget gate (4), (5).

ft = σ
(
Wf [xt , ht−1]+ bf

)
(2)

it = σ (Wi [xt , ht−1]+ bi) (3)

C̄t = tanh (Wc [xt , ht−1])+ bc (4)

Ct = it · C̄t + ft · Ct−1 (5)
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Finally, the output of the LSTM unit ht (7) is determined
by filtering the current state memory using the information in
the input gate (6). As the prediction of the diagnosis does not
need of the intermediate output from the LSTM, we make a
final decision by applying SoftMax layer on the final state of
the network (8).

ot = σ (Wo [xt , ht−1]+ bo) (6)

ht = ot ∗ tanh (Ct) (7)

final_state = SoftMax (Ht) (8)

We propose a single LSTM layer with the number of units
equal to a number of fully connected nodes in the CNN
(see Table 2). Then, we add a dense layer with 512 neurons.
To prevent overfitting, we also include a dropout of 0.5.
Finally, the model includes a SoftMax layer to assign a class
(i.e., diagnosis).

D. TRAINING AND TESTING
The duration of the otoscopy videos varies according to
the time required by the physician to perform ear examina-
tion. Our dataset contains videos ranging in duration from
12 to 90 s approximately. To tackle the variable duration,
we divide each video into fixed-length sequences. This action
causes an increase in the number of samples used for training
and testing that depends on choice of sequence length (L).
Considering the lower limit on the recording time, the length
after preprocessing stage is 200 frames (10 s at 20 fps).

The video otoscopy dataset is randomly divided into
training/validation samples and testing set, with no overlap.
Following the settings as in [34], [35], the ratio between
training, validation and testing sets is 70/20/10 (percentage
of total data respectively). The results reported in this paper
are derived after an average of 10 trials with the respective
dataset partitioning.

As shown in Fig. 4, the image acquired with the otoscope
has areas that are useless for analysis. Therefore, we crop
the image considering the region of interest (ROI) as the
circle delimited by the otoscope specula. For this purpose,
we use the Hough transform as detailed in [36]. Then, the
images are resized according to Table 2 to fit the input size
requirements of each deep feature extractor. All images are
also normalized via subtracting their mean and dividing by
their standard deviation.

1) CLASS BALANCE
To minimize the risk of bias against minority classes
(e.g., external otitis or tympanic membrane retraction),
we balance the classes by oversampling the examples from
minority classes.

A naive method is duplicated random examples from the
minority class but does not provide any additional infor-
mation to the model, and it can cause overfitting. Another
option is to generate artificial samples using synthesis-based
approaches such as SMOTE [37]. However, there is a gap
between the synthetic and real samples, leading the models to

FIGURE 4. Example of images: a) raw image acquired by the digital
otoscope, b) ROI-based cropped and resized image.

learn the wrong information from the synthetic samples [38].
The latter is particularly critical in medical applications.

In this context, we use a transformation-based approach
that applies a certain number of transformation operations
on existing samples to generate additional samples. Such an
approach is a method of data augmentation that has been
widely used in deep learning models to increase the robust-
ness and prevent the model from overfitting [9]

Table 3 shows the data distribution for the training, val-
idation, and testing sets, as well as their respective means.
To balance the data, we ensure that both the validation and
testing sets have the same amount of data as their mean
(33 and 16 samples, respectively) by adding (or removing)
samples from the training set as appropriate. In consequence,
we generated additional samples to balance the training set
by considering the samples in the majority class. The trans-
formation operations were random rotation at a certain angle
range (-20 to 20 degrees) and vertical and horizontal flip.

TABLE 3. Video clips of length L frames.

E. PERFORMANCE EVALUATION
Although the overall performance of CNN models is quan-
tified by accuracy, it could be affected by class distribu-
tion [40]. Therefore, we also include other evaluation metrics
such as precision, specificity, and F1-score that do not depend
on the class distribution. In medical applications, a relevant
metric is sensitivity (also known as recall) which becomes
even more important than accuracy because it quantifies the
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ability of the model to reject false negatives. The expressions
for computing each evaluation metric using macro-averaging
method [41] are presented below:

Precision =

∑c
i=1

TPi
TPi+FPi

c
(9)

Sensitivity/recall =

∑c
i=1

TPi
TPi+FN i

c
(10)

Specificity =

∑c
i=1

TN i
TN i+FPi

c
(11)

F1− score =
2 · precision · recall
precision+ recall

(12)

where c represents the number of classes (i = 1, . . . , 9), true
positives (TP) means all instances correctly classified into a
certain class, true negative (TN ) means instances correctly
classified as not belonging class, false positive (FP) means
all instances incorrectly classified as belonging to a class and
false-negative (FN ) means all instances that were incorrectly
classified as not belonging class. Although these terms are
defined within a binary classification problem, their concept
can be extended through the use of the one against all meth-
ods, as reported in [41].

IV. EXPERIMENTAL RESULTS
At first, we present the implementation details to run the
experiments as well as the results of transfer learning during
fine-tuning of the model. Then, we present the results of
the performance comparison of the four implemented hybrid
models. We also analyse how subsampling the data to elim-
inate redundancy of information can affect the performance
of the model. Finally, we report the results of the final system
per ear condition.

A. IMPLEMENTATION SET-UP
The proposed scheme is implemented using TensorFlow
framework. The principal settings of the server include an
Intel 2.9-GHz CPU and NVIDIA GeForce GTX1080 GPU.

1) FINE-TUNING CNN MODELS
The fine-tunning process of CNN models is conducted fol-
lowing the steps given by the ablation study proposed in
subsection III-C2. We unfreeze layers or group of layers as
long as the accuracy of the validation set increased. Oth-
erwise, we stop the training process and use the model
to extract features from the image sequence. As shown in
Fig. 5, we plot the learning curve of each model to detect
changes in the performance of the model by tracking the
accuracy of the validation set. Both models, Inception-V3
and EfficientNet-B4, show similar behavior as can be seen
in Fig. 5a, and Fig. 5d respectively. There are no changes
in the performance after epoch 50, where the third inception
module was unfreezing for the Inception-V3model and block
six was unfreezing for the EfficientNet-B4 model (step 3 in
Fig. 3). On the other hand, the learning curve of ResNet-50
shows that the accuracy decrease after the third residual block

FIGURE 5. Learning curve of validation accuracy during ablation study on
four steps of transfer learning.

(step 4 in Fig. 3) was unfreezing. Finally, the validation
accuracy of DenseNet-121 remains constant after unfreezing
the third dense block corresponding to step 3 in Fig. 3.

We set the hyperparameters in a preliminary trial using
a smaller dataset. They are adjusted from values given in
[29]–[32] for the Inception-V3, ResNet-50, DenseNet-121,
and EfficientNet-B4 respectively. We use Adam stochastic
optimization [39] with a learning rate of 10−5 during the first
training stage and 10−6 for the next training stages. The batch
size is 64 with 25 epochs per step.

2) CNN-LSTM MODEL
To train the complete model, we use Adam stochastic opti-
mization with a learning rate of 10−5. The batch size is
32 with 100 epochs. During training, we also use the early
stopping option to avoid overfitting and improve the model’s
generalization.

B. HYBRID DEEP MODEL EVALUATION
As detailed in Table 4, we evaluated and compared the four
hybrid models to determine the best configuration that fits
our data in terms of accuracy, precision, recall, specificity,
and F1-score. Although all models are suitable for predicting
the diagnosis of the nine ear conditions, the ResNet-50 +
LSTM hybrid model outperforms all models. Such a model
achieved the highest average accuracy of 97.8%, followed by
the EfficientNet-B4 + LSTM with 97.7%, Inception-V3 +
LSTMwith 97.2%, and finally, DenseNet-121+ LSTMwith
96.6%.

In the context of computer science, accuracy is a reliable
metric in studies with balanced databases. However, in medi-
cal applications, other metrics such as recall or specificity are
even more relevant. The recall metric measures the ability of
the algorithm to correctly identify the positive cases, whereas
the specificity measures the ability of the algorithm to iden-
tify the negative cases correctly. In this sense, both models
ResNet-50 + LSTM (90.3% recall, 98.8% specificity) and
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TABLE 4. Performance comparison of all implemented hybrid models. The evaluation was conducted on the testing set.

FIGURE 6. Confusion matrices for each hybrid model: Inception-V3 + LSTM, ResNet-50 + LSTM, EfficientNet-B4 + LSTM, and DenseNet-121 + LSTM. C1:
exostosis; C2: myringosclerosis; C3: mono-dimeric; C4: normal; C5: external otitis; C6: chronic otitis media; C7: otitis media with effusion; C8: tympanic
membrane retraction; and C9: earwax plug.

EfficientNet-B4 + LSTM (89.6% recall, 98.7% specificity)
also presented high performance.

The evaluation metrics presented in Table 4 were calcu-
lated from the confusion matrices of each model, which are
presented in Fig.6. As can be seen, the ResNet-50 + LSTM
and EfficientNet-B4 models show the best average perfor-
mance for all nine ear conditions. However, the Inception-
V3+ LSTMmodel best identifies the ear condition tympanic
retraction (16 out of 16 cases); whereas the DenseNet-121+
LSTM model best identifies the ear condition earwax plug
(15 of 16 cases).

Based on the results obtained, the model selected for fur-
ther analysis is ResNet-50 + LSTM.

C. ELIMINATING REDUNDANT DATA
We analyse the option of reducing frames to eliminate redun-
dant information and find the appropriate point of oper-
ation of the proposed scheme. To avoid problems related
to non-uniformly sampled data in LSTM networks, which
are explicitly sensitive to temporal variation, we uniformly
subsample the frames within the video sequence. To verify
the impact of subsampling on model performance, we per-
form several experiments by varying the number of frames
N = 10, 20, 30, . . . , 100. Figure 7 shows the F1-score of
the models for each variation, and we also include the score
when the model uses all frames (N = 200). As can be seen,
the highest value is obtained by using 20 of the 200 frames
available in the sequence. Although the data was acquired
at 20 fps, the network only needs two fps to predict the
diagnosis with suitable performance. The F1-score remains
approximately constant from 30 to 70 frames. It increases
from N = 80, and no significant changes are observed when
using N = 90, 100, and 200 frames. Although we increase

FIGURE 7. F1-score when the number of keyframes (N) is varied. F1-score
is maximum when N = 20 frames.

the amount of information (from 10 to 200 frames) that passes
through the network, it may not necessarily be helpful to the
model. Therefore, we can decrease the amount of information
needed without compromising the performance of the pro-
posed network.

We also compute the remaining evaluation metrics given
by (9)-(12) and they are presented in Table 5. As can be
seen, the best performance in terms of accuracy (98.15%),
precision (91.94%), recall (91.67%), specificity (98.96%),
and F1-score (91.51%) is still when N = 20 frames.
To verify the performance of the proposed computer-aided

system on all nine ear conditions, we have plotted the
Receiver Operating Characteristic (ROC) curves from their
respective confusion matrix as shown in Fig. 8. It reveals
that the proposed scheme can give a promising diagnosis on
all nine ear conditions. Furthermore, we compute the AUC
(area under the curve) as well as precision, recall, specificity,
and F1-score per ear condition shown in Table 6. As can be
seen, the system achieves high performance when classifying
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TABLE 5. System performance comparison when N varies using testing
set after 10 repetitions with the respective data partitioning.

FIGURE 8. a) confusion matrix and b) ROC curves of the diagnoses
generated by the proposed computer-aided system on the testing set for
all nine ear conditions.

earwax plug, chronic otitis media, mono-dimeric, and otitis
media with effusion. It also gives an acceptable diagnosis
on myringosclerosis, exostosis, normal ear, and tympanic
membrane retraction.

V. DISCUSSIONS
According to the National Academies of Sciences, Engineer-
ing, and Medicine in the USA [42], a diagnostic error will
occur in the care of nearly all patients in their lifetime, some-
times with devastating consequences. An accurate diagnosis

is important to receive appropriate treatments and avoid seri-
ous physical, psychological, and financial consequences.

In medicine, there are several areas with subjective diag-
nostic procedures that depend almost exclusively on the skills
and experience of the physician. Motivated by this, different
assistance systems are being developed to present objective
methods that can serve the physician as a second opinion
(e.g., CADx systems).

In particular, a study [43] showed that the diagnostic accu-
racy of a set of 12 ENT specialists is about 73% on otitis
media diagnosis. Such value decreases to 50% when the
diagnosis is made by a non-specialist physician. The study
also showed that the diagnostic confidence is only 80% on
average. These results demonstrate that the diagnosis of dis-
eases such as otitis media is not trivial even for a specialist.

The proposed architecture based on a hybrid learning
framework (CNN + LSTM) classified middle ear and ear
canal pathologies into nine categories with an average pre-
cision of 91.65%, average recall 89.78%, average specificity
98.67% and average F1-score 90.30%.We have included nine
of the most frequent ear diseases, carefully selected based on
the criteria of ENT specialists of the Clinical Hospital of the
University of Chile. However, other relevant pathologies such
as acute otitis media or osteoid ostema were discarded due to
the limited amount of data collected for training.

Previous studies [7], [24]–[26] have proposed models
that classify still images of the eardrum into up to six
categories, the accuracy achieved is in the range of 84%
to 93%. However, access to the databases of these stud-
ies is restricted or the number of samples per class is
limited. Therefore, we created a video otoscopy dataset
of 875 patients from which 365 video otoscopies were
effectively used.

It is not possible to make a one-to-one comparison between
the previous studies due to differences in the experiments
and the restriction on the use of data. We summarize in
Table 7, the main characteristics of the related state of the art.
The models proposed to date use a still image classification
scheme which is impractical for the reality of medical work-
flow in the area of otolaryngology. The physician examines
the eardrum area and the system generates a certain diagnosis,
however by continuing the inspection, it is possible to find
some suggestive finding of another disease that could be
discarded with the analysis on the first instance. Therefore,
the analysis of the entire image sequence (video) proposes a
more complete diagnosis.

Since there was no standardization for data acquisition,
the videos presented variations on white balance or lighting
that in turn leads to inconsistent color of eardrum or ear
canal. Camera exposure may not optimally focus on eardrum
in case of a tortuous external auditory canal blocking the
eardrum. Further, the eardrum is not always in the centre of
the image, and some flipping frames or with rotation were
produced.

Although we performed an analysis based on subsampling
to reduce redundant information, a better approach might use
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TABLE 6. System performance comparison per class using testing set after 10 repetitions with the respective data partitioning.

TABLE 7. A comparison of the related studies.

a video summarization technique based on features to keep
the relevant frames. As a result, non-uniformly sampled data
sequences can be obtained. In this sense, the LSTM network
will need to incorporate additional gates to include more
information, such as the time variable [45].

The proposed system could be used by general practition-
ers, otolaryngology specialist or healthcare professionals to
provide them a second objective opinion about diagnosis of
middle ear pathologies.

VI. CONCLUSION
We developed a computer-aided diagnosis system for nine ear
conditions: normal, myringosclerosis, monomeric or dimeric
membrane, chronic otitis media, otitis media with effusion,
external otitis, exostosis of ear canal, tympanic membrane
retraction and earwax plug. The system achieved an average
precision of 91.65%, average recall of 89.78%, average speci-
ficity of 98.67%, and average F1-score of 90.30%, outper-
forming the current state of the art in the above pathologies.
The system might be used for general practitioner to make
more accurate diagnosis using a low-cost system based on
a hybrid learning framework. As future work, we will start
measuring the physician workload when using our interface
in consultation rooms.
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