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ABSTRACT Currently, malicious software (malware) detection is becoming important due to the presence
of various malware as well as ransomware in digital cyberspace. Advances in Deep Learning (DL) have
attracted a lot of interests in applications of malware detection. The file binaries are fed into the DL neural
networks for training and testing. However, we find that overfitting may occur despite applying some
precautions, such as dropout layers. The limitations can also be attributed to the final classification layers.
Furthermore, in a multiclass classification task, the performance can be improved by employing a final
classifier layer that is more efficient at dealing with malware characteristics. In this paper, we apply transfer
learning using ShuffleNet and DenseNet-201, which are two models trained on large dataset to recognize
daily objects. Features embedded in all layers may be further exploited in a way that does not result in
overfitting. In particular, the entire network is frozen to prevent overfitting and an Optimal Error Correction
Output Coding (ECOC) ensemble configuration of Support Vector Machines (SVM) is applied as the final
classification layer. Several ECOC coding matrices are applied, i.e., One vs. All (OVA), One vs. One (OVO),
Dense Random (DR), and Sparse Random (SR). Each of these configurations represents varying complexity
and ensemble size and, hence, a tradeoff between computation reduction and complex non-linear separation
appears. Given that the continuous values of SVM parameters may take up high computation for acquiring
the optimal parameter configuration, we apply discrete values combination using a grid search approach for
parameter optimization. We test the proposed model on Malimg, MaleVis, virus-MNIST, and Dumpware10
datasets. The results show better/comparable accuracy compared with the existing work. The best/average
accuracy values for each dataset over 10 trials are: Malimg (99.14%/98.87%), MaleVis (95.01%/93.91%),
Virus-MNIST (86.36%/85.79%), Dumpware10 (96.62%/95.79%).

INDEX TERMS Malware, machine learning, ECOC, SVM.

I. INTRODUCTION
Malicious software (malware), in general, is software
designed to harm or destroy computers and computer sys-
tems. Malware can take the form of viruses, worms, Trojan
horses, spyware, adware, and ransomware. The advent of
the digital era has paved the way for many unscrupu-
lous organizations to create harmful software. According
to statista.com, the number of malware detected as of
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March 2020 was 677.66 million programs. Malware’s preva-
lence and ever-expanding malware variants offer security,
ethical, and economic risks in the form of extortion and data
loss. It is consequently critical to identify not only the exis-
tence of malware in computer systems, but also the varieties
of malware for complete security and analysis.

Conventional malware detection may typically be accom-
plished using three approaches [1]. The first and sec-
ond approaches, respectively, make advantage of static and
dynamic features [2]. Static features are obtained without
executing the program. On the contrary, dynamic features are
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obtained by executing malware at runtime [1]. Furthermore,
static features are appropriate for identifying malware with
minimum computing overhead whereas dynamic features can
detect transformed malware [3]. The third approach is the
hybrid approach which combines the static and dynamic
approaches.

Another approach, which has just recently emerged, is to
employ image processing methods on file binaries [4]. This
concept involves the conversion of codes into image pixels.
The subsequent steps involve usage of various imaging tech-
nologies. In this aspect, various methods have been investi-
gated, including textural method [5]. The recent development
in DL has also attracted the application in malware detec-
tion mainly due to its ability self-generate features for
classification.

To date, there exist various attempts to improve the mal-
ware recognition using various architecture schemes of DL.
Most of these attempts have been tested on a specific dataset
and may not guarantee an improved separation between the
multiclass malware. Many approaches have been proposed
for a more extensive and even specialized network. As a
result, there are a plethora of publicly available datasets that
have been released and then removed from public circulation,
arguing irrelevance owing to the age of the dataset and the
constant change of malware types. Most datasets identify
up to 10 different types of malware. In practice, there may
be a finite class that must be distinguished. The direction
of malware class identification development should target
towards enhancing multiclass classification by improving
the final classification layer. In this aspect, any classifier
may be enhanced by applying Error Correction Output Cod-
ing (ECOC) ensemble principle.

We also note that there is a growing interest in using
transfer learning in DL applications. There are many benefits
of using transfer learning, e.g., the convenience of training
method and the ability to take use of the extensive character-
istics obtained in its integrated layers. Because the majority
of these characteristics are primarily learned on large image
sets, we need to investigate whether they might be useful
in malware classification. As most of the fully connected
networks are trained on relatively identical objects, global
averaging layers are more logical to capture diversity. This is
especially true when attempting to hybridize features derived
from multiple networks.

A. RELATED WORK
In [4], the authors applied Convolutional Neural Net-
work (CNN) with a modification on the pooling layers to
deal with varying image sizes. We note that this particu-
larly a concern as malware script (normally in .asm file)
may have varying length. Regardless of the author’s claim
of originality, this issue can be solved using a variety of
image resizing methods. Authors in [6] applied autoencoders
to detect malware. When compared to existing malware
detection algorithms, the proposed approach achieved 93%
accuracy, obtained higher F1-score values, and required less

training data. Authors in [7] applied one million instances
of malware-goodware dataset spanning executables collected
over one year in duration (EMBER dataset). Various machine
learning models were used and compared. Note that other
lesser dataset includes Malimg [8], MaleVis [9], Dump-
ware10 [10], and Virus-MNIST [11]. Most of the dataset
have varying sizes except for Virus-MNIST which have a
size of 32 × 32× 1. In [12], authors applied CNN and
LSTM which yielded a recognition of approximately 95%-
96% using two selected CNN-LSTM configurations on Mal-
img dataset. In [13], authors applied VGG16 DL features on
Support Vector Machine (SVM) and yielded 92% accuracy.

Apart from DL method, it is observed that textural anal-
ysis also remains an active approach in detecting malware
through imaging approach. In [14], authors applied textural
features which consisted of wavelet transform and Gabor
transform to extract textural features. Classification using
k-Nearest Neighbor (KNN) algorithm for detection yielded
97% Accuracy rate. Another example of this approach can be
seen in [10] where Histogram of Oriented Gradients (HOG)
was applied on a particular set of malware memory content
datasets. The datasets did not take conventional approach by
converting Portable Executable (PE) file binaries into images
but applies their memory dumps as RGB images pixels. This
yielded 96.39% accuracy for 10 classes of malware families.

B. MOTIVATION
One of the highly notable problems is the presence of large
number of classes in malware detection. As the number of
classes increases, so does the misclassification among the
classes. ECOC ensemble has been proposed in many areas to
improve the classification performance. For example, in [15],
it was shown that 99.7% recognition can be achieved using
CNN-ECOC for the case of brain tumor detection. Similarly,
for skin cancer detection [16], AlexNet, a pre-trained CNN
model, was used to extract the features. For classification,
the ECOC-SVM classifier was used. Using ECOC-SVM, the
overall accuracy achieved was 86.21%. The last example is
in [17] where brain tumour was detected using CNN-ECOC.
The best configuration was achieved using AlexNet, which
was 99% accuracy. For malware detection, we borrow the
ideas to use ECOC-based classification as explored in the
above-mentioned papers.

Another motivation for our research is the exploration
of the transfer learning approach in detection of malware.
As we know, most of the existing deep learning models are
trained on recognizing approximately 1000 objects. It would
be interesting to observe how these embedded features in
existing models can contribute to the recognition of malware.
Extracting these features as raw numerical inputs are explored
as training could possibly incur over fitting.

C. CONTRIBUTIONS
To date, most of the research work emphasizes on apply-
ing some modified DL configuration for public domain
datasets. Others have resorted to extracting dump memories
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FIGURE 1. Proposed malware detection concept.

for identification, while some turn file binaries into pixels.
Overall, DL remains an attractive approach for malware
detection. To the best of our knowledge, the use ECOC has
not been applied to the malware detection.

In this paper, we propose to concatenate features extracted
from the global averaging layers of two DL networks, i.e.,
ShuffleNet and DenseNet-201. Note that the networks repre-
sent a mid-size and a large DLmodels, respectively. Concate-
nating these features into a single vector, we further train the
data on ECOC–SVM ensemble. We take advantage of com-
plex mapping of ECOC to separate the multiclasses. In order
to optimize the SVM parameters for the ensemble, a grid-
search is performed individually on the respective dataset.
The overall concept is depicted in Fig. 1. Furthermore, results
are tested on 20% reserved independent data with 10 trials.
We compared and benchmark the results against other bench-
mark research and against similar deep learning model. The
contributions of this paper can be summarized as follows:
• The usage of applying transfer function layers of Shuf-
fleNet and DenseNet-201 by freezing the entire network
is explored. This is because each DL network con-
tains important features that may be useful for malware
detection.

• Various ECOC configurations which contribute to the
recognition are investigated. The trade-off between com-
putation efficiency vs complexity is also discussed.

• In order to optimize the ensemble classifiers parameters,
a grid search approach using discrete value combination
is applied.

II. METHODOLOGY
A. DATASET
Fig. 2 shows four malware samples from Malimg dataset
visualized as binaries. From visual observation, they are
almost indistinguishable. We consider multiple networks for
the proposed four datasets, except for the virus MNIST as
the generated features will exceed the original pixel size
(32× 32 × 1).

FIGURE 2. Sample images from the Malimg dataset (a) Adialer.C
(b) Agent.FYI (c) Allaple.A (d) Allaple.L.

Table 1 summarizes the dataset and the details of the
dataset selected for evaluation. Malimg, MaleVis, and
Virus-MNIST are images extracted fromfile binaries whereas
Dumpware10 ismemory dumps converted into images. These
various image extraction groups would reflect the resilience
of our technique. Regardless of whether the features enclosed
in deep learning models are binaries or memory dumps, it is
considered that the features encapsulated in deep learning
models contain adequate characteristics that may be transfer-
able for malware detection.

We note that Virus–MNIST dataset is a compilation
of several datasets [18]. The sources are acquired from
virusshare.com, whereas the non-malicious samples are from
portableapps.com. The limitation and challenge of this
dataset lie in its small size (i.e., 32×32×1). However, wemay
argue that this may open new possibilities for investigation in
terms of maximizing computing resources. The term implies
that the dataset intends to be assessed like the MNIST hand-
writing dataset [19].

B. FEATURE EXTRACTION
The common way to extract numerical features in a DL
network is from the fully connected layer. These features are
then fed to a more complex classifier for training. There is,
however, a growing trend to apply global average pooling
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TABLE 1. Summary of malware datasets.

layer instead of the fully connected layer. The global pooling
average layer is the average of all the sub-pooling layers’
values. The global average layer has the benefit of not being
prone to overfitting. Furthermore, in the case of our approach
to performing feature extraction, global averaging makes
more sense because the output is normally classified as the
same object class.

The global average pooling layers from two pre-trained
DL models are considered. As mentioned previously, the
networks include ShuffleNet and DenseNet-201. ShuffleNet
consists of 173 layers and has been train on ImageNet
database. DenseNet-201, as the name suggest, contains
201 layers and, likewise, has been trained on ImageNet
database. The features extracted from the global average
pooling layer from each network are then concatenated to be
fed into the classification layer.

C. PROPOSED ECOC-SVM CLASSIFICATION LAYER
ECOC is a state-of-the-art classifier ensemble configura-
tion that is typically employed with high-dimensional and
extremely non-linear data. In the context of malware detec-
tion, this is highly relevant. The idea uses the classifier’s
output for a binary string to calculate any distance met-
ric, and the class with the shortest distance or proximity is
assigned. Distance metrics like the hamming distance and
the Euclidean distance are often used. Any binary classifier
can be used in the ECOC setup. However, SVM, which is
commonly considered as a binary classifier, is frequently used
as the configuration’s basic classifier. Furthermore, multi-
class setup need some sort of ensemble setting, i.e., ECOC
configuration.

To separate two target/outlier classes, the individual binary
SVM employs a kernel projection and plane. Consider (xi, yi)

where xi is the feature set, yi ∈ [−1,+1] is the respective
label values, and i = 1, 2, · · · , n for n instances. The border
that separates the data vectors xi into the label of −1 or +1
is denoted by f (x) = wT x + b, where w is the weight and
b is the bias. We could use a hyperplane vector to divide the
multi-dimensional data into their appropriate labels. Essen-
tially, The goal of plane optimization is to reduce wTw s.t.
yif (x) ≥ 1 to a minimum.

We also note that the optimizationwill not yieldmuch prac-
ticality without considering a ‘‘soft margin’’ in optimization
during training. The soft margin mechanism considers the
slack variables as well during optimization i.e sample sets that
are near to the boundary f (x) = 0 as follows

min
w,b

(||〈w,w〉|| + c
∑
i

ζi), (1)

s.t. yi(〈w, xi〉 − b) ≥ 1− ζi,∀i (2)

and

ζi ≥ 0, ∀i, (3)

where 〈·, ·〉 denotes the inner product, ζi are the slack
variables, and c is the constraint parameter determines the
weightage during optimization of boundary to reduce slack
variables.

Another aspect of SVM that highly determines the effec-
tiveness of hyperplane setting lies in γ value by incorporating
a kernel that projects the original data into a higher dimension
of n+ 1. This way, we can further optimize non-linear sepa-
ration across classes. Various transforms can be used to gain
higher dimensions. We used the Radial Basis Function (RBF)
given by

G(x, x̄) = exp (−γ ||x − x̄||)2 (4)
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FIGURE 3. Grid search results in estimating optimal c and γ values:
a) Malimg, b) Malevis, c) Virus-MNIST, d) Dumpware10.

to get the additional dimension (kernel) for projection.
Assuming that x and x̄ are two feature vectors (2-D), a higher
dimension can be created with careful selection of γ .

TABLE 2. Test results (10 trials).

In order to acquire optimal values, a grid search approach is
applied.We apply average of five trials for each configuration
using cross validation on the training sets. The values consist
of accuracy values. From the acquired results, the optimal
γ and c values are acquired from further evaluation using
various ECOC configurations.

Based on the optimal parameter configurations, subse-
quent coding matrix configurations are also evaluated for the
individual dataset. As discussed earlier, ECOC configuration
enables binary classifiers to take advantage a binary vector.
Let |mk,j| be the absolute value of the (k, j)-th element of the
coding matrix which is used to calculate the distance from
an assigned class. The assigned class, k̂ , therefore, can be
expressed as

k̂ = min
k

∑L
j=1 |mk,j|g(mk,j, sj)

|mk,j|
, (5)

where k = 1, · · · ,K is the index of the class,K is the number
of classes, L is the length of the code, which is b10 log2 Kc.
In (5), g(·, ·) is the binary loss function given by

g(u, v) =
max(0, 1− uv)

2
, (6)

where max(0, a) returns a when a ≥ 0 and 0 otherwise.
We explore several configurations namely One vs. All

(OVA), One vs. One (OVO), Dense Random (DR), and Sparse
Random (SR) coding matrix. The first two configurations
represent configurations with lower binary classifiers while
the subsequent two configurations represents configurations
with higher number of binary classifiers. Both DR and SR
codes utilize stochastic elements in the coding design of
the matrix. As the name suggest, the configurations of DR
and SR differ only by the sparseness of the coding matrix.
In SR, a probability is generated for each cell matrix, and it
randomly assigns classes as positive (+1) or negative (−1)
with a probability of 0.25 for each, while ignoring classes
with a probability of 0.5. In DR configuration, each cell in
the matrix is assigned either positive or negative based on
0.5 probability. As a result, DR applies random assignment
of +1 and −1 in its matrix entries.

Note that the lightest configuration is the OVA. In OVA,
each classier will be assigned−1,+1 in which each classifies
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TABLE 3. Test results (10 trials using best parameter setting configurations).

TABLE 4. Benchmarking with other research work.

one class against all. The exact number of classifiers in this
configuration is K . In contrast, in OVO configuration, each
classifier function needs to distinguish between two classes
and those that are irrelevant are assigned 0 (no evaluation).
In terms of ensemble complexity, OVA has the smallest
ensemble. In the case of K classes, OVA requires K binary
classifiers. OVO has exactly K (K − 1)/2 binary classifiers.
SR and DR have approximately 15 log2 K and 10 log2 K ,
respectively. Hence, in terms of complexity, we may rank the
lightest ensemble as OVA followed by OVO, DR, and SR.

D. EVALUATION METRICS
Four evaluation metrics (accuracy (Acc), precision (Pr),
recall (Re), and F1-score (F1)) are used to evaluate the

performance of our proposed classification method. The four
metrics are defined as follows

Acc =
TP+ TN

TP+ TN + FP+ FN
, (7)

Pr =
TP

TP+ FP
, (8)

Re =
TP

TP+ FN
, (9)

F1 =
2× Pr × Re
Pr + Re

, (10)

where TP, TN , FP, and FN are the number of true posi-
tive, true negative, false positive, and false negative samples,
respectively.
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FIGURE 4. Confusion matrices: a) Malimg b) MaleVis c) Virus-MNIST d) Dumpware10 (please refer to Table 1 for classes
information).

III. RESULTS
The optimal c and γ values for each dataset are shown in
Fig. 3. For evaluating the performance of our proposedmodel,
we use the optimal c and γ values as well as apply 80%-
20% separation for training and testing, respectively. Table 2
shows the comparison between the various coding matrix
configurations stated earlier. The colours in Fig. 3 show the
average accuracy criteria for each pair of c and γ . From Fig. 3
and Table 2, we summarize the optimal configurations for our
proposed model:

• Malimg: OVA, γ = 0.1, c = 0.1,
• Malevis: OVO, γ = 1, c = 1,
• Virus-MNIST: OVO, γ = 1, c = 1,
• Dumpware10: SR, γ = 0.1, c = 0.1.

Furthermore, using optimal configurations, Table 3 sum-
marizes the performance metrics of our proposed model.
Note that precision, recall, and F1-score are based on macro
calculation.

We also provide some comparisons with the existing work.
Table 4 shows the benchmark with other references. We note
that for the four datasets, the performance of our proposed
model is on par with other approaches. This is an indica-
tion that features from the images encapsulated in the deep
learning layers (in specific the global averaging layers) are
suitable for malware detection purposes. We also find that
the detection performance using the Virus-MNIST dataset
is rather low when compared to others. This is due to the
small size image that we fit into the ShuffleNet input layer.
A larger image size may result in a greater detection rate.
Regardless, the comparable performance should be taken into
account. It is worth noting that the first three datasets are
file binaries, but the Dumpware10 dataset is made up of
memory dumps rendered as images. This result indicates that
the images contained in the networks are equally appropriate
for the stated purposes.

The confusion matrices are presented in Fig. 4. The legend
denotes the number of samples. We note that the datasets are
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not balanced. The performance is mainly dictated by large
confusion between one or two classes of data. Therefore,
F1-score may be used as the verification metric. In general,
it can be seen that the classes are well classified.

IV. CONCLUSION AND FUTURE WORK
In this paper, we have proposed a classification layer model
using ECOC-SVM for detecting malware images. In addi-
tion, we have also used concatenated features from global
pooling average layer of two pre-trained networks, i.e., Shuf-
fleNet and DenseNet-201. The evaluation conducted in this
research shows that our proposed method produced encour-
aging results across the four malware datasets. The best
results are: 98.87% forMalimg, 93.91% forMaleVis, 85.79%
for Virus-MNIST and 95.79% for Dumpware10. The results
have indicated that optimal separation between the classes
are dependent on the dataset. Therefore, it is challenging to
generalize a common ECOC coding matrix for this specific
application.

It is important to balance complexity of the classification
algorithm with computation time. In the context of ECOC
codingmatrix configuration, OVA represents the lightest con-
figurationwhile SR configuration represents the highest com-
putation complexity. Although we envision a lighter capacity
configuration, results have shown that some datasets may
perform better with more complex configuration. There is
also no clear pattern in the parameters settings. However, the
output layer from global averaging pooling has shown that
most numerical outputs are in the range of [1, 2].We conclude
that optimal range may fall between [0.1, 1] for both c and γ
of SVM parameters.

Further questions are arise. Can we introduce simulta-
neous feature selection and parameter tuning in view of
the current progress? Again, this would incur high com-
putational optimization time. Are the features optimal for
transfer learning for malware detection? This can further be
answered by exploring other pre-trained DL networks. Cur-
rently, it appears that features encapsulated from networks
trained on large image datasets have shown promising out-
comes when compared to others.

Furthermore, we have compared a number of classifiers
required for this task. It is believed by observing the results
from comparing with the dataset, more optimality is expected
across most malware dataset when compared to their conven-
tional DL training approaches. As shown, feature extraction
by freezing the entire network has removed the overfitting
issue. We have also proposed a grid search approach to
optimize the parameters, namely the box constraint and the
RBF parameters as an optimal approach when compared to
other approaches that would incur high numbers of in-loop
evaluations. However, this will incur high computational time
due to the in loop fitness evaluation.
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