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ABSTRACT Childhood and adolescent obesity is a serious health problem that is on the rise at the global
level. Earlier, certain diseases such as Type 2 diabetes, high blood pressure, and heart disease affected only
adults, but now they are being detected in young children as well. Several studies based on machine learning
have been proposed to develop obesity prediction models or to determine key determinants of obesity for
designing intervention tools. Despite having a rich and diverse set of literature on obesity prediction models,
obesity rates are at an all-time high for both children and adolescents. There is a need of proper understanding
and critical analysis of existing machine learning models in order to design effective strategies for curbing
obesity at childhood and adolescent level. This paper surveys the growing body of recent literature on
machine and deep learning models for obesity prediction by providing a coherent view (critical analysis)
of the limitations of the existing systems. The taxonomy of the existing literature on obesity prediction into
methods used, predicted outcome, factors used, type of datasets, and the associated purpose, is discussed for
analysis of the state-of-the-art. This analysis revealed that a) prediction-focused models do not use variables
from as many domains as predictor-focused models do, b) very few studies proposed gender-specific and
race-specific obesity prediction models, c) lack of large-scale multimodal datasets and d) existing predictor-
focused models obtain an accuracy range of [53.7%, 96%] with an optimum set of predictors. Further,
computer vision-based methods for obesity prediction and interpretable techniques for understanding the
outcome of the models are discussed as well. In addition, we have also identified novel research directions.
The overall aim is to advance the state-of-the-art and improve the quality of discourse in this field.

INDEX TERMS Adolescent obesity, childhood obesity, deep learning, machine learning, obesity prediction,
key determinants.

I. INTRODUCTION
World Health Organization (WHO) defines overweight and
obesity as ‘‘abnormal or excessive fat accumulation that
presents a risk to health’’.1 One of the most challenging
healthcare problems that the world is facing today is that of
childhood and adolescent obesity. It is not limited to a single
country but has become a global public health crisis. For the
year 2017-2018 about 14.4 million children and adolescents
(aged 2-19 years) were affected by obesity in the United
States. Among 2-5 years old, its prevalence was 13.4%, for
6-11 years old, it was 20.3%, and 21.2% for 12-19 years old.

The associate editor coordinating the review of this manuscript and

approving it for publication was Aasia Khanum .
1https://www.who.int/health-topics/obesity

Data also shows that the distribution is not uniform, as certain
populations (Hispanic and non-Hispanic Black) are more vul-
nerable to obesity. Among Hispanic children, the prevalence
of obesity was 25.6%, 24.2% among non-Hispanic Black
children, for non-Hispanic White children it was 16.1%, and
8.7% among non-Hispanic Asian children.2 In not just the
United States, the prevalence of obesity among children and
adolescents is increasing all over the world. Globally about
41 million children under the age of 5 were overweight.
Children under the age of 5 living in Asia contributed half
to this number and about one quarter belonged to Africa.3

2https://www.cdc.gov/obesity/data/childhood.html
3https://www.who.int/news-room/q-a-detail/noncommunicable-diseases-

childhood-overweight-and-obesity

VOLUME 9, 2021
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 157337

https://orcid.org/0000-0002-3419-980X
https://orcid.org/0000-0002-1541-8202
https://orcid.org/0000-0002-2522-7637


H. Siddiqui et al.: Survey on Machine and Deep Learning Models for Childhood and Adolescent Obesity

Diseases such as Type 2 diabetes, heart disease, blood vessel
disease, and obesity-related depression, and social isolation,
usually associated with adults are now being detected in
children as well. Once obesity sets in, it is very difficult to
treat it as the causes of childhood and adolescent obesity are
complex and multifaceted which makes it a very challenging
task. Therefore, immediate steps must be taken to prevent
obesity. If obesity is not curbed at childhood itself then there
is a greater chance of its persistence into adulthood. Adult
obese people have a higher risk of developing diabetes, high
blood pressure, and heart disease.

Adults are classified as overweight or obese based on
Body Mass Index (BMI) which is defined as the weight
in kilograms divided by the square of the height in meters
(kg/m2). For children and adolescents, this metric of classi-
fication is not that simple because as they grow, their bodies
undergo several physiological changes. Factors such as age,
puberty, and growth rate influence the rate of fat deposition
and removal. As a result, defining a standard for overweight
and obesity that incorporates all age groups is very diffi-
cult [1]. To assess obesity, three classification systems are
used at the international level: International Obesity Task
Force (IOTF), the United States Centers for Disease Control
and Prevention (CDC) growth charts issued in 2000, and
the World Health Organization (WHO) criteria. International
Obesity Task Force (IOTF) [2], constructed in 2000 and
updated in 2002 with the help of datasets from 6 countries
(Singapore, Netherlands, Brazil, Hong Kong, the UK, the
USA), uses sex-specific BMI curves that match adult BMI
values of 25kg/m2 (Overweight) and 30kg/m2 (Obesity) at
18 years. The World Health Organization (WHO) criteria [3]
supplemented with data from the WHO Child Growth Stan-
dards for children aged 5 years and younger, was developed
in 2007 using the 1977 National Center for Health Statis-
tics (NCHS) growth reference from 5 to 19 years. It defines
overweight as a BMI> 1 standard deviation (SD) and obesity
as a BMI > 2 SD from the mean of the WHO reference
population. CDC growth charts [4] were a revision of the
NCHS 1977 growth reference that incorporated data from
five national surveys conducted between 1963 and 1994 in
the United States of America. This system defines overweight
as a BMI > 85th percentile of the reference population and
obesity as a BMI > 95th percentile.

Obesity in children was already on the rise however amid
the COVID-19 crisis, it has increased further due to stricter
lockdowns, homeschooling, and other steps taken to stop
the transmission of the virus. Children are attending virtual
schools, there is not much physical activity, and there is
more reliance on high-calorie food. The increase in preva-
lence was more in young children who depend on the family
for dietary choices.4 This increase is especially substantial
for Black, Hispanic, and low-income children which in turn
has widened the pre-existing disparity. Many countries have

4https://www.inquirer.com/health/coronavirus/pandemic-diabetes-
obesity-kids-increase-20210630.html

initiated stricter measures to deal with the epidemic of
childhood obesity. For instance, UK is planning to ban junk
food advertisements online on social media, and before 9 pm
on Television from 2023 to combat child obesity.5 Oaxaca,
in Mexico, which has the highest childhood obesity rate,
in early August 2020, passed a ban that prohibited retailers
from selling or promoting processed snacks such as candy,
chips, and soda to children under the age of 18.6 Germany has
also tightened its rules on marketing junk food to children.7

However, such strict policies have not been implemented in
the US, rather new research shows that Black and Hispanic
youth are unfairly targeted by advertisements.8 Both these
ethnicities have higher rates of childhood obesity compared
to others in the United States.

A number of studies have been proposed that use machine/
deep learning models on different formats of data (a) for
obesity prediction [5]–[8], and (b) for determining the key
determinants of obesity [5], [9]–[13] for developing inter-
vention techniques.

The aim of this paper is to survey the recent body of
growing literature on Machine Learning (ML) and Deep
Learning (DL) models for childhood and adolescent obesity
prediction. To this aim, a taxonomy of the existing liter-
ature on machine learning and deep learning models for
childhood and adolescent obesity prediction was developed.
This paper provides a detailed analysis of predictor-focused
(to study factors associated) and prediction-focused (accurate
prediction)models which helps in identifying the existing gap
between the two approaches. Future studies can build upon
the findings of this survey to develop better prediction mod-
els that include datasets from various domains. This paper
provides analysis on both association and prediction of child-
hood and adolescent obesity which can help in developing
effective obesity intervention programs.

Google Scholar, PubMed, Scopus, and IEEE Xplore were
used for finding papers using different combinations of key-
words such as child, childhood, adolescent, obesity, machine
learning, deep learning, etc. Papers were included in this
survey using the following rule: 1.) those proposing machine
learning models that extract patterns, and risk profiles using
BMI or BMI categories, 2.) ML models that predict over-
weight/obesity or BMI in the future, 3.) those based on
childhood and adolescent obesity with subjects in the age
range 0-18, and 4.) papers from 2010 onwards up until March
2021 were included. Table 1 provides the list of abbreviations
used in the manuscript.

This paper is organized as follows: We discuss the exist-
ing survey papers on childhood and adolescent obesity in

5https://www.theguardian.com/media/2021/jun/23/uk-to-ban-junk-food-
advertising-online-and-before-9pm-on-tv-from-2023

6https://www.nycfoodpolicy.org/food-policy-snapshot-oaxaca-junk-
food-ban-for-minors/

7https://www.foodnavigator.com/News/Policy/Germany-tightens-rules-
on-marketing-food-to-children-Advertising-must-not-induce-children-to-
eat-unhealthily

8https://www.medicalnewstoday.com/articles/fast-foods-equity-problem-
black-and-hispanic-youth-unfairly-targeted-by-ads
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TABLE 1. List of abbreviations used in this manuscript and their full
forms.

Section II along with our contributions. In Section III,
we present the taxonomy of the existing studies on obesity.
Methods, Datasets, Outcome Predicted, and Factors used
in Machine Learning Models are discussed in Section III

along with the purpose that they serve. Discussion and future
research directions are present in Section IV.

II. PREVIOUS SURVEYS ON OBESITY
There are only four survey papers on Machine Learning
models for childhood and adolescent obesity to date to the
best of our knowledge. Table 2 summarizes the existing sur-
veys (reviews) published until 2021.

The four reviews are very different in their approach.
Adnan et al. [14] summarized papers based on only three
models - Artificial Neural Network (ANN), Naive Bayes
(NB), and Decision Trees (DT). This review was mostly on
the effectiveness, efficacy, strengths, and weaknesses of these
three data mining techniques, and only two papers were cov-
eredwhich is justified because at the time of their review there
were not many papers published ( [15]–[17]) that utilized
Machine Learning methods for childhood obesity prediction.
ANN was primarily used for finding out the risk factors that
were associated with childhood obesity, Naive Bayes for clas-
sification, and Decision Tree for weight management coun-
seling system. Their survey paper included studies that used
Machine Learning for three different aspects of childhood
obesity i.e., risk factor association, classification, and weight
management/intervention. The authors summarized that for
an ANN classifier, the attribute environment is considered as
an important factor, Naive Bayes focused more on a child’s
personal attributes and Decision Trees are easier to build than
the other two methods on the Wirral dataset.

Recently, in 2020 survey papers on obesity prediction were
published by Triantafyllidis et al. [18] and Colmenarejo [19],
respectively. Triantafyllidis et al. [18] did a systematic lit-
erature review of Computerized Decision Support (CDS)
and Machine Learning (ML) applications for the prevention
and treatment of childhood obesity. The authors reviewed
8 studies on CDS interventions and 9 studies utilizing ML
algorithms and concluded that for self-management or remote
medical management of childhood obesity, CDS tools can
be useful. Further, for prediction purposes, ML algorithms
such as decision trees and artificial neural networks could be
utilized. This review included a very limited number (n=9) of
studies on ML and with it being a systematic review did not
elaborate much on factors, methods, etc. One interesting find
was that ML algorithms were not used in Computer Decision
Support intervention systems in a clinical setting.

Colmenarejo [19] did a comprehensive and critical review
ofMachine Learning models to predict childhood and adoles-
cent obesity and the related outcomes. This paper was more
of a comparison between Statistical and Machine Learning
prediction models and it suggested the use of ML models
in most situations. Although their paper was quite thorough,
it lacked information on feature selection methods and the
incorporation of interpretability in ML models. The paper
made a case for why Machine Learning models should be
preferred over Statistical ones, reasons being their excel-
lent predictive power; ability to model complex, nonlinear

VOLUME 9, 2021 157339
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TABLE 2. Summary and analysis of the previous machine learning reviews on childhood and adolescent obesity.

TABLE 3. Differences between previously published surveys and our survey.

relationships between variables; and capacity to deal with
high-dimensional data.

The last and the most recent paper published in 2021 [20]
was a narrative review of 15 peer-reviewed studies that used
machine learning to predict childhood obesity using a com-
bination of socio-demographic and behavioral risk factors.
This paper talked about the methods as well as the determi-
nants used for prediction in the three age groups: early, mid-
dle, and late childhood. The authors observed that between
birth and 24 months of age, the child’s weight history and
parental overweight/obesity were key risk factors. For middle
and late childhood/adolescence, social factors and physical
inactivity were important factors. The authors suggested that
race/ethnic-specific models may be needed to accurately pre-
dict obesity from middle childhood onward.

A. OUR CONTRIBUTIONS
Table 3 summarizes the differences between our survey and
previously published surveys. The contributions of our survey
(using 27 research articles) over existing survey articles on

childhood and adolescent obesity prediction [14], [18]–[20]
are as follows:

1) Providing a taxonomy of the models based on meth-
ods, datasets used, outcome predicted, factors used,
and purpose of developing the models. This has not
been previously done in any of the existing review
papers [14], [18]–[20].

2) Including models that rank predictor variables, cre-
ate profiles of groups at higher risk of development of
obesity, and models focused on improving the accuracy
of identifying children with obesity.

3) Providing a detailed review of studies that rank pre-
dictors (predictor-focused studies) and studies that aim
to correctly identify children and adolescents at higher
risk of developing obesity (prediction-focused studies).

4) Highlighting the gap between predictor-focused and
prediction-focused studies. Prediction-focused studies
do not utilize the findings of predictor-focused models
to their full potential.

5) Including studies based on computer vision methods
for children and adolescent obesity prediction, and

157340 VOLUME 9, 2021
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FIGURE 1. Categorization of the literature on machine learning models for childhood and adolescent obesity based
on the type of the model used.

TABLE 4. Summary of the existing studies on machine learning methods used in childhood and adolescent obesity models.

interpretable/explainable models that help in under-
standing the reasoning behind the decisions made by
the models.

III. TAXONOMY OF MACHINE LEARNING MODELS
FOR OBESITY PREDICTION
Taxonomy of existing literature in surveys from other
fields [21]–[23] has provided a comprehensive view of the
state-of-the-art and the critical analysis based on it has opened
up new research avenues. In this section, we will discuss
the taxonomy of the existing literature on obesity prediction.
The existing literature on obesity prediction using ML is
categorized into methods used, type of datasets, predicted
outcome, factors used, and purpose of developing the model.
All these categories are discussed as follows:

A. METHODS
Figure 1 shows the categorization of methods used for
developing childhood and adolescent obesity models. These
methods can broadly be divided into traditional Machine
Learning models and Deep Learning models. Traditional
models can be further divided into Non-parametric
and Parametric. Artificial Neural Networks, Recurrent Neural

Networks, and Convolutional Neural Networks are branches
of Deep LearningModels. Next, we will discuss each of these
approaches. Table 4 summarizes the existing literature based
on the method used to develop the model.

1) Traditional Machine Learning models: The cur-
rent studies that use machine learning models can be
broadly classified into two subcategories: Parametric
and Non-parametric, based on the type of ML model
used. Parametric models (such as Naive Bayes, Sup-
port Vector Machines, and Neural Networks) are based
on learning parameters from the training data and
non-parametric models (such as Decision Trees and
K-nearest Neighbours) use the instances as it is for
decision making [42].
• Parametric models: The existing obesity papers
that used parametric machine learning models
such as Naive Bayes and LASSO (Least Abso-
lute Shrinkage and Selection Operator) are [5]–[8],
[24]–[35].

• Non-Parametric models Almost all of the pre-
dictor focused studies [5], [9]–[13], [36]–[40]
for childhood/adolescent obesity use this cate-
gory of models as predictor importance is easier
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to gauge. Non-parametric models such as Deci-
sion Trees (DT), k-Nearest Neighbors (KNN), and
Random Forest (RF) were a popular choice for
predictor-based methods [24], [26], [27], [29],
[34], [35], [41].

2) Deep Learning models: Deep Learning models
are engineered systems inspired by the biological
brain [42]. For childhood and adolescent obesity, three
types of deep learning models have been used until
now: Artificial Neural Network (ANN), Recurrent
Neural Network (RNN), and Convolutional Neural
Network (CNN).

• Artificial Neural Networks (ANN): Artificial
Neural Network is one of the simplest forms of
neural networks. It can be represented as a group of
multiple perceptrons/neurons at each layer. They
are also known as Universal Function Approxima-
tors as they are capable of learning any non-linear
function. This non-linearity is introduced by using
activation functions. Studies in [26], [27], [31],
and [35] have used Multi-Layered Perceptron for
obesity prediction.

• Recurrent Neural Networks (RNN): Recurrent
neural networks are a family of neural networks
for processing sequential data. These types of net-
works can scale to much longer sequences than
would be practical for networks without sequence-
based specialization [42]. Study in [28] used RNN
for obesity prediction.

• Convolutional Neural Networks (CNN):
Convolutional Neural Networks (CNNs) are a very
popular choice in the deep learning community
right now. Filters or kernels form the basic building
block of CNNs and they are learnt automatically
without explicit intervention. These kernels extract
features from the input data with the help of con-
volution operation. Like RNNs, CNNs also follow
the concept of parameter sharing i.e. a single filter
is applied across different parts of an input to
generate a feature map. This method was used by
Guan et al. [33].

B. TYPE OF DATASETS
Figure 2 shows taxonomy based on datasets used for devel-
oping childhood and adolescent obesity models. The ear-
lier models on childhood obesity mostly used cohort studies
which are a type of longitudinal study. Later in 2010 along
with cohort studies, EHRs, as well as image datasets, have
been used for obesity prediction mainly for two reasons:
Firstly, with the introduction of EHRs, streamlined data is
available to be used, and secondly, efficient deep learning
models could be utilized to tap into these massive EHR and
image datasets.

1) Surveys: Studies in [6]–[8], [10], [26], [27], [32],
[37], [39] used data that is collected using survey

from a selected sample of individuals. Data was
collected through various means such as in-person
interviews, telephone interviews, mailed and online
questionnaires.

2) Cohort Study: Most of the earlier studies on predict-
ing childhood and adolescent obesity using machine
learning models use existing cohort studies as datasets.
Cohort studies are an example of longitudinal studies in
which research participants are followed over a period
of time. Usually, some of the participants are exposed to
a specific risk factor and then the impact of this variable
or risk factor is studied by monitoring the outcome
over a period of time. In this way, cohort studies help
researchers in understanding the factors impacting the
likelihood of the development of a disease. This type of
cohort study is called a prospective cohort.
As these studies often span years, there’s a high chance
that participants may drop out thereby increasing attri-
tion bias. In cohort studies where the participants know
that they are being observed and studied, they may
act differently than they normally do. This type of
behavior is known as the ‘Hawthorne effect’ [43] and
can affect different habits such as dietary, hygiene prac-
tices, etc. Another cohort very frequently used is the
retrospective cohort in which the participants already
have a known disease or outcome. In this type of cohort,
the researcher starts the study when the follow-up has
already been completed. Archived or self-report data
is investigated to find out if the risk of disease was
different between exposed and non-exposed groups.
There are a few cons associated with this method as
well. Retrospective cohort studies might have a bias
because of sampling methods (more chance of missing
data). Another disadvantage of using retrospective data
is that the data might be of poor quality as it was not
designed for that particular study.
Most of the papers covered in this survey use cohorts
that were not designed for studying overweight/obesity
but they did contain variables such as anthropometric,
behavioral, demographics, etc. that are known to be
associated with obesity. The majority of the studies that
focus on finding patterns and associations have used
cohorts [9], [36] [5], [13], [38], [40].

3) Electronic Health Records: Electronic Health
Records contain data on a patient’s medical his-
tory, prescriptions, allergies, treatment data, radiol-
ogy images, etc. consolidated into one single digital
database. EHR data is updated in real-time and there-
fore it can be accessed for descriptive or predictive
analysis at all times. EHR contains both structured and
unstructured data. HIMSS (Healthcare Information and
Management Systems Society)9 defines structured data
as that can be ‘‘organized into specific fields as a part
of a schema, with each field having a defined purpose.’’

9https://www.himss.org/
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FIGURE 2. Categorization of the datasets used in existing literature on obesity based on the type: Surveys, Cohorts,
Electronic Health Records, and Medical images.

This can include patient name, contact information,
demographic information, lab values, etc. On the other
hand, unstructured data is defined as data that ‘‘can-
not be easily organized using pre-defined structures.’’
Natural Language Processing is used to process
unstructured text data.
Nau et al. [11] used EHR for identifying a combination
of community features that are most important predic-
tors of obesogenic and obesoprotective environments
while others used EHR for training models for iden-
tifying overweight or obese children [24], [25], [28],
[29], [34], [35], [41].

4) Image Datasets: There has been a steady increase in
the use of images for disease prediction with the intro-
duction of deep learning-based Convolutional Neural
Networks. As healthcare image data is very sensitive
and it is very difficult to acquire them for research
studies. Therefore, there are only a handful of stud-
ies that use image data for obesity prediction for
adults. Few adult obesity prediction or rather diag-
nosis studies have used face images but for children,
there are no such studies because of the unavailabil-
ity of the publicly available dataset. For children,
obesity/overweight studies mostly use MRI (Magnetic
Resonance Imaging) image datasets [30], [33]. Figure 3
shows sample images from different types of datasets
used in obesity studies.

C. OUTCOME PREDICTED
For most of the ML models, the outcome predicted is: over-
weight, obesity, or both combined. Table 5 summarizes the

existing literature based on the predicted outcome. There is
no one universal criterion for classifying children into these
three classes but the three most commonly used criteria are:
World Health Organization (WHO), Centers for Disease Con-
trol and Prevention (CDC), and International Obesity Task
Force (IOTF). These three classification criteria differ in cer-
tain aspects [47]–[49]. Gonzalez-Casanova et al. [49] found
a lack of consistency among the three systems in assessing
overweight and obesity in children and adolescents. Depend-
ing on the system used appreciably different estimates of
overweight and obesity with age and sex were observed in the
nationally representative Colombian National Nutrition Sur-
vey of 2005. Studies have also modeled BMI percentile [9],
BMI progression [9], [30], and even rawBMI [40]. In the case
of raw BMI modeling, it is done when there’s not much dif-
ference between the ages of the children as BMI calculation
for children and adolescents is age and gender-specific. These
can be broadly divided into two categories: Categorical and
Numerical. Figure 4 depicts this categorization.

D. FACTORS USED IN MACHINE LEARNING MODELS
Factors from different domains have been used to study their
associations with obesity as well as in predicting obesity. On a
broad level, these factors can be divided into four categories
but these shouldn’t be treated as the ultimate division as
certain factors overlap and can be included in more than one
category. Figure 5 shows the taxonomy based on the factors
used for predicting childhood and adolescent obesity.

1) Individual: Individual characteristics of the child such
as age, weight, height, sex, birth weight, and height
are covered under this category. Psychological and

VOLUME 9, 2021 157343



H. Siddiqui et al.: Survey on Machine and Deep Learning Models for Childhood and Adolescent Obesity

FIGURE 3. Different types of image datasets used in Obesity studies in general. (a) Example
medical images from Adolescent Brain Cognitive Development (ABCD) dataset [44]
(b) example satellite images used in [45], and example face images from VisualBMI
dataset [46].

TABLE 5. Grouping of studies according to the outcome predicted i.e., Categorical or Numerical.

FIGURE 4. Outcomes predicted using childhood and adolescent obesity
model was either Categorical or Numerical.

behavioral factors such as early life trauma, lack of
social networks, academic performance may also be
included in this category. All of the studies in this

survey included variables from this category [5]–[13],
[24]–[41].

2) Familial: This refers to the factors related to the home
and family of the child such as BMI of parents, socioe-
conomic status of the family, working parents, ethnicity
of parents, etc. Included in this type of factor is also
the pre-pregnancy health condition as well as the preg-
nancy lifestyle of the mother. Genetics is one of the
important factors considered as well. Lot of research
has been done to study the causal effect of genetics
in relation to obesity [50], [51]. Most of the studies
included data from familial category [5]–[9], [12], [13],
[24]–[26], [29], [32], [34], [36]–[40].

157344 VOLUME 9, 2021
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FIGURE 5. Factors used for childhood and adolescent obesity prediction
models could be categorized into Individual, Familial, Lifestyle, and,
Environment/ Neighborhood.

3) Lifestyle: This category includes sleep duration, phys-
ical activity, screen time, smoking habits, etc. Lifestyle
factors up to a certain age are influenced by the activ-
ities of the parents. Young children depend on their
parents for nutritional intake, and parents, in turn, pro-
vide food depending on the financial condition and also
the amount of time that they can invest in preparing
healthy and nutritious food for the child. The following
studies had variables from lifestyle domain: [5]–[10],
[13], [26], [27], [32], [37]–[40].

4) Environment: The environment can be of different
types: home, school, childcare, school neighborhood,
and home neighborhood. Food preferences and eating
habits of children are often established when the child
is young. Home, school, childcare, and neighborhood
contribute a lot to the development of the eating habits
of children. For example, in childcare centers, meals
can either be provided by the center or by the parents
themselves. Environments pertaining to childhood obe-
sity can be of different types - home, childcare (type:
informal versus formal care, duration - number of years
spent in childcare, intensity - number of hours per week
and timing - age of onset of childcare), school, neigh-
borhood environment, etc. The environments that aid in
the development of obesity are called obesogenic and
those that prevent it are obesoprotective environments.
Only a few studies included environment variables
[5], [11], [12], [38], [39].

In addition to the aforementioned factors, certain factors may
also exacerbate ormitigate the influence of other factors in the
development of childhood obesity, therefore these correlated
factors are often used in combination to study the influence.

E. PURPOSE
ML child and adolescent obesity models can be broadly
divided into two categories based on the purpose they serve
(a) identifying potential risk factors contributing to obesity,

and (b) those focused on the prediction to improve various
metrics such as accuracy, sensitivity, and specificity. There
are a good number of machine learning studies that stress
on both, the predictors or risk factors associated with child
and adolescent obesity [5], [9]–[13], [36]–[40] and predicting
childhood and adolescent obesity [6]–[8], [24]–[35], [41].
These two approaches have been discussed in detail as it is
extremely important to understand the generalization ability
of existing obesity prediction models (Prediction-focused)
along with the important factors and associations attributed
to obesity need to be determined (Predictor-focused). We will
discuss both these approaches in this section. Figure 6 shows
the division based on the purpose of developing the models.

FIGURE 6. Categorization of ML models for obesity based on the purpose
they serve i.e., (a) identifying potential risk factors (key determinants)
contributing to obesity, and (b) predicting obesity.

1) FOCUS ON PREDICTORS
Most of the studies that cover the association of variables with
overweight/obesity are statistical in nature. In this section,
we will discuss 11 papers that focus on finding patterns in
data and the associations with a child’s weight status. These
types of studies can be further subdivided into two types that
focus on - (a) predictors (attributes) ranking, and (b) finding
patterns or building risk profiles.

In the next few paragraphs, we will briefly discuss studies
under both categories and then analyse them based on certain
factors such as diversity in datasets, factors, and the methods
used to develop the models.

a: PREDICTOR RANKING
Predictors (attributes) ranking for predicting childhood and
adolescent obesity is done to find out the most important
factors contributing to the predicted outcome. The output
variable BMI or BMI categories have been used solely to
find the predictor importance. The studies on predictor rank-
ing most commonly used Decision Tree [5], [9]–[13] and
Gradient Boosting Methods (GBM) [40]. Predictor ranking
models can be used for intervention programs, diagnostic and
prediction tools.

Rehkopf et al. [9] focused on finding the best predictors
associated with female BMI change from age 9 to 19 utilizing
already 41 established risk factors from an initial list of
142 potential risk factors from the NHGS (NHLBI Growth
and Health Study) dataset (with a sample size of 2150).
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Random Forest was used for ranking of predictor variables
based on the mean decrease in the obesity prediction accu-
racy. 20 out of 41 predictor variables consistently and sig-
nificantly associated with BMI percentile (p < 0.05) in the
decreasing order of importance were: body dissatisfaction,
drive for thinness, physical appearance, income, parent edu-
cation, perfectionism, bulimia scale, anxiety, emotional eat-
ing index, interoceptive awareness, ineffectiveness, number
of siblings, race, eating breakfast, time to eat, parent depres-
sion, parent BMI, frequency of snacks, soda on the table and
self-worth.

Life survey data from the 2011National Youth Risk Behav-
ior Survey (YRBS) was used by Pochini et al. [10] in 2014 to
study the risk factors associated with overweight and obesity
among adolescents. The sample size was 15,425 and the
mode of data collection was questionnaires. This dataset did
not have any information on anthropometric measurements
or medical examinations. Only the variables related to the
lifestyle of high school students were used as factors in the
study. Logistic Regression (LR) and Decision Trees (DT)
were used to classify the target variable. The following
9 binary factor variables were used: whether the student
1.) had 1+ drinks past 30 days 2.) drank fruit juice past 7 days
3.) drank soda 1+ times/day past 7 days 4.) ate breakfast on
all of the past 7 days 5.) gets 8+ hours of sleep 6.) used
any tobacco past 30 days 7.) ate 5+ fruits/vegetables/day 7
days 8.) was physically active 7 of past 7 days 9.) watches
TV or plays video/computer games over 3 hours each day.
Frequently doing physical activities and having breakfast
every day were found to be protective factors against being
overweight and obese by both decision tree and logistic
regression. On the other hand, smoking and drinking sugar-
sweetened beverages were found to be associated with an
increased risk of obesity. The two categories overweight and
obesity were mutually exclusive in this study.

Electronic health records from the Geisinger Health Sys-
tem of children aged 10–18 years collected during 2010 (the
sample size is equal to 22, 497) were used to study obe-
sogenic and obesoprotective environments with the help of
Conditional RandomForest (CRF) byNau et al. [11] in 2015.
The aim was to find pre-established risk factors that render a
community obesogenic or obesoprotective. Obesogenic and
obesoprotective communities were classified based on the
distribution of average BMI in each community. 44 fea-
tures linked to obesity from multiple domains (social fac-
tors, food availability, and physical activity-related features
including land use characteristics and physical activity estab-
lishments) were collected from secondary data sources. Of all
the 44 features, only 13 (mix of social, food, land use,
and physical activity features) contributed consistently to the
classification.

Hinojosa et al. [12] aimed at specifically studying social
school environments and neighborhoods in 2018. The authors
were of the opinion that health tracking via public schools
can be done to identify at-risk populations, the reason being
the substantial amount of time spent in school. Schools can

also work as a platform via which a larger population can
be reached out for preventive measures. The dataset for this
study was gathered from participants of the Physical Fitness
Test (PFT) 2003 through 2007 (5th, 7th, and 9th graders).
In addition to individual, race, and gender factors, which
are already known to be associated with obesity, certain
school and neighborhood factors were found to be positively
and negatively associated. Violent crime, English learners,
socioeconomic disadvantage, fewer physical education (PE)
and fully credentialed teachers, and diversity index were
found to be positively associated whereas academic per-
formance index, PE participation, mean educational attain-
ment and per capita income were negatively associated with
obesity.

Decision tree models were used by Lee et al. [13] (2019)
to predict two BMI categories: Overweight and Normal-
weight between 24 and 80 months. The dataset for this
study was from a South Korean longitudinal cohort (Korean
National Health Insurance database) which contains qualifi-
cation data, national health checkup data (for infants, chil-
dren, and adults), and health insurance claims data. A total
of 21 predictors from 4 different categories (Socioeconomic
status, maternal, paternal, and child-related factors) were
used in this study. The best predictors were maternal history
of obesity before pregnancy and paternal obesity, and the
second-best was socioeconomic status.

Gray et al. [5] used Adolescent Brain Cognitive Devel-
opment (ABCD) dataset to study factors associated with
obesity belonging to four different groups: demographics,
psychological health, lifestyle behaviors, and cognition.
Ridge, LASSO, and ElasticNet regression were used to pre-
dict the percentage of 95th BMI percentile. This study also
analysed race/ethnicity-specific models. The best perform-
ing model was LASSO which selected 25 features and the
most important features were no stimulant medication use,
Hispanic ethnicity, nonwhite race, male sex, lower socioeco-
nomic status (SES), and unmarried caregiver. Besides stim-
ulant and demographic factors, other factors were: attention
problems and matrix reasoning (inversely associated), social
problems, screen time, and reward responsiveness. For sex-
based analysis, LASSO did best for girls, and for boys,
ElasticNet performed the best. The authors also performed
exploratory analyses on Hispanic, Black non-Hispanic, and
White non-Hispanic participants. White non-Hispanics had
the lowest percentage of sex and age-specific BMI per-
centile followed by Hispanic, and Black, non-Hispanic had
the highest.

Marcos-Pasero et al. [40] used machine learning models
to rank predictor variables from different domains for BMI
estimation in 6-9 years old in 2010. The sample size consisted
of 221 children from Spain and the number of multi-domain
predictor variables was 190. The predictor variables were
grouped by domain: characteristics of school children (3);
genetics (1); physical and leisure activities (24); diet, food,
and nutrients (80); risk factors of pregnancy and birth (39);
social, health and demographic factors (43). Both Random
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Forest (RF) and Gradient Boosting Methods (GBM) were
used for BMI prediction and the ranking of predictor vari-
ables was done through an iterative process that involved
permutation and multiple imputations. The top four predictor
variables in decreasing order of importance were: Familiar
Nutri-status perception (Perception of the person completing
the questionnaire about child’s nutritional status), Relation
TEI-TEE (%) (Percentage of difference between Total Energy
Intake (TEI) and Total Energy Expenditure (TEE)), BMI of
the mother, and BMI of the father.

b: PATTERNS OR RISK PROFILES
In these studies, groups which are at greater development of
obesity are determined.Mostly tree-basedmethods have been
used for these studies as well [36]–[39].

Kitsantas and Gaffney in 2010 [36] focused on building the
risk profile of overweight/obese children using decision trees
based classifiers. Data from the ECLS-B (Early Childhood
Longitudinal Study, Birth Cohort) cohort was used in this
study and only non-Hispanic black, non-Hispanic white, and
Hispanic mothers were included in the analysis (with a sam-
ple size of 6540). The classification results revealed four pre-
liminary risk profiles: Group 1- Children overweight/obese
at 2 years old were at high risk. Group 2- Children born to
mothers with a normal pre-pregnancy BMI were at higher
risk if they belonged to lower socioeconomic status and
had ≥ 4000g birthweight. Group 3- Normal weight children
(at 2 years) whose mothers were overweight/obese and of
Hispanic origin were more likely to be overweight/obese at
age of four years than those children who did not have that
profile. Group 4- Children of overweight/obese (before preg-
nancy) white or blackmothers, had been breastfed 2.5months
or less, and had less than two prior pregnancies were at an
increased risk of developing overweight/obesity. Out of the
12 features, seven features i.e., overweight/obesity at age two,
mothers overweight/obese before pregnancy, low Socioeco-
nomic status (SES), birthweight ≥ 4000g, maternal Hispanic
ethnicity, mother with less than two previous pregnancies,
and with less than 2.5 months of breastfeeding were associ-
ated with overweight/obesity at 4 years. Maternal age, marital
status, smoking status, gestational age at birth, and child’s sex
did not contribute significantly to the prediction of obesity.

Lazarou et al. [37] used the CYKIDS (Cyprus Kids Study)
dataset from Cyprus for analyzing dietary patterns. The
sample size consisted of 634 subjects in the age group
9-13 years for those with height, weight, and waist circumfer-
ence measurements available. The data was collected through
questionnaires distributed to children and certain variables
such as parents’ educational level, income, and occupation
were collected through questionnaires distributed to parents.
The Food Groups Frequency Questionnaire (FGFQ) which
is a 4-point scale evaluating the frequency of consumption
of food groups was used for analysis. 15 variables were
used: fried food, grilled food, fish and seafood, meat, etc.
Decision tree (C4.5) was the main method of analysis and
logistic regression (PCA - Principal Component Analysis was

used to extract the main factors of diet composition from
the 15 variables) was used for comparison. Results for both
the methods differed vastly. Decision tree revealed that fried
food, delicatessen meat, sweets, junk food, and soft drinks
were associated with an increased risk of obesity (detrimental
factor). Further, frequent consumption of fish is more likely
to be associated with normal weight (protective factor). PCA
revealed that increased consumption of milk and cereals was
related to lower obesity levels, but only in girls.

Van Hulst et al. [38] used CART (Classification and
Regression Tree) to study individual, familial, and neigh-
borhood environment factors using QUALITY (Quebec
Adipose and Lifestyle Investigation in Youth) dataset
(512 non-Hispanic white 8-10 years old) in 2015. This study
used a cohort that was collected to study the natural history
of Obesity and Cardiovascular risk in Quebec youth. It is
one of the few studies that used datasets specifically gathered
for studying obesity. The variables used for this study were:
sugar-sweetened beverage intake, meeting Physical Activ-
ity guidelines (Individual), number of BMI-defined obese
parents, number of parents with abdominal obesity, parental
education, household income (familial), and disadvantage,
prestige, and presence of ≥ 1 park, fast food restaurant, and
convenience store (neighborhood). The interaction between
various pre-established factors was studied.

Wiechmann et al. [39] published a paper in 2017 that
aimed at understanding the strongly correlated factors with
childhood obesity among 2-5 years old children of Hispanic
ethnicity. This study collected its own dataset (238 children
with Hispanic parents) instead of using some pre-existing
study to decipher social and epidemiological family condi-
tions associated with barriers that challenge healthy eating.
The following variables from 10 different domains were
used with the C4.5 decision tree algorithm: demographics,
caregiver feeding style, feeding practices, home environment,
dietary information, beverage consumption, social support,
family life, integrated behavior model, and spousal support.

Table 6 summarizes the different studies that focus on
finding the most important factors for predicting overweight
and obesity. Majority of the studies used datasets from
United States [9], [36] [5], [10]–[12], [39], and the rest of
the studies used datasets from Cyprus [37], Canada [38],
South Korea [13], and Spain [40]. China, India, the USA,
Indonesia, and Brazil are the top five countries that have been
projected to have the highest number of children and ado-
lescents with obesity by 2030. Amongst these five countries,
datasets from only USA have been explored extensively using
Machine Learning algorithms. Existing studies suggest that
obesity predictionmodels are not equitable across age groups,
ethnicity/race, and region.

Collectively, the papers exhibit diversity in factors but indi-
vidually they have factors from a limited number of domains.
Rehkopf et al. [9] used familial, dietary, behavioral, psycho-
logical, and social risk factors; Kitsantas and Gaffney [36]
used maternal and child factors; Lazarou et al. [37] focu-
sed on dietary factors; Pochini et al. [10] on lifestyle factors;
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Nau et al. [11] on community factors (obesogenic and obe-
soprotective); Van Hulst et al. [38] used individual, famil-
ial, and neighborhood factors; Wiechmann et al. [39] used
social and epidemiological factors but only Hispanics were
studied; Hinojosa et al. [12] focused on school environments;
Lee et al. [13] inter-generational factors (another name for
using child, parental, socioeconomic status factors, etc.);
Gray et al. [5] used demographic, psychological, behav-
ioral, and cognitive variables; Marcos-Pasero et al. [40] used
genetic, nutritional, exercise, social and health, lifestyle,
birth, and pregnancy variables. Psychological, genetic, and
childcare environment are three important factors that are
under-explored.

The only study in [11] focused on the community as a
whole as contributing to the development (obesogenic) or
prevention (obesoprotective) of obesity. This type of study
can be very useful in curbing obesity in areas where people
of a single ethnicity/race reside. So instead of targeting indi-
viduals, the whole community can benefit from preventive
measures which would bring down the cost associated with
prevention strategies to a certain extent. Almost all of the
studies except the one in [5] used some form of Decision
Tree based model. The way decision trees are represented,
different groups and risk profiles of children and adolescents
susceptible to overweight and obesity can be identified. Tree-
based methods are non-parametric methods and predictor
importance is an inherent aspect of this model with the top-
most node being themost important predictor. Ridge, LASSO
and, ElasticNet were also used in one of the studies as they
provide feature selection capability. In terms of race and
ethnicity, these studies do not add anything new to the existing
research. It is an already established fact that Hispanic and
Black children and adolescents have a higher obesity preva-
lence rate. The existing studies merely confirmed this already
established fact.

2) FOCUS ON PREDICTION
The studies discussed in this section stress more on pre-
diction, so in addition to the factors, techniques for feature
selection as well as the models used would also be included
in the discussion. A total of 16 papers were included in this
section, and we will briefly discuss each of these papers.

a: ONLY PREDICTION
The main focus of this kind of study is to accurately identify
overweight or obese children.

In 2012, Adnan et al. published 3 research papers [6]–[8]
on predicting child’s weight status (normal-weight, over-
weight and obese) in quick succession using a Malaysian
cohort of 140 subjects 9–11 years old children. In [8], the aim
was to identify parameters for childhood obesity prediction
using data mining methods that would increase the prediction
accuracy. From the survey data collected by the authors, chil-
dren factors (catch-up growth, adiposity rebound, premature
birth, gender), lifestyle factors (duration of breastfeeding,
duration of sleep, eating junk food, eating fried food, eating

fruit, eating snacks in front of TV, duration of watching
TV, eating warm meals for supper, physical activity, eating
soup and sandwich bought outside home, eating snacks and
chocolate bought outside home), and family/environment fac-
tors (mother BMI, father BMI, parental overweight/obesity,
and number of children) were found to be important factors.
Using the aforementioned selected features, Naive Bayes
showed that using the selected features, an improvement of
21% in accuracy was obtained compared to parameters used
in Zhang et al.’s study [17]. In 2012, Adnan et al. [6] used
Genetic Algorithm (GA) optimization technique to mitigate
the problem of zero value parameter when using Naive Bayes
on a sample size of 180. Using GA, optimization prediction
accuracy increased by 92%. In [7] two variable importance
techniques for feature selection, CART and Euclidean dis-
tances were used. CART selected 8 features: watching-TV,
father-BMI, fried-food, mother-BMI, sibling, fruit, average-
sleep, and physical-activity and obtained better accuracy
(normal: 37.5%, overweight: 95.83%, obesity: 75%) for
obesity compared to classification using all the variables
and euclidean distance (normal: 37.5%, overweight: 83.3%,
obesity: 83.3%).

Dugan et al. [24] predicted obesity after 2 years using the
data collected before the age of 2. The collected dataset
is multi-ethnic and the majority of the subjects belong to
minority and low-income groups. The sample for the study
consisted of 7519 children and the criterion for selection
was that at least one clinic visit before the second birthday
and at least one BMI percentile after the second birthday.
Six models were used: Random Tree, Random Forest, ID3,
J48 (Java implementation of C4.5 algorithm), Naive Bayes,
and Bayes Net (BN), and the full predictor set consisting of
167 variables. Three kinds of analysis were performed - entire
dataset no resampling, entire dataset with resampling, and
full fit and feature selection using an iterative process. The
best accuracy of 85% was obtained by ID3 and the feature
size went down from 167 to 87. Being overweight before
24 months was an important predictor in predicting obesity.
Being very tall before 6 months stood out as a protective
factor. In the analysis, the authors observed that belonging to
the minority class increases the chance of being overweight
after 2 years if the child was not overweight before 24months.

Lingren et al. [25] used structured and unstructured data
from EHR to identify children aged 1-5.99 years with
severe early onset of childhood obesity. Rule-based and
Machine Learning algorithms were developed using two
EHR databases from Boston children’s Hospital (BCH)
and Cincinnati Children’s Hospital and Medical Center
(CCHMC). The predictor variables used were demographics,
anthropometrics, ICD-9 diagnosis codes, and medications
from structured data and features extracted using NLP from
unstructured data. Rule-based algorithms performed better
than Machine Learning (SVM-Support Vector Machine and
NB-Naive Bayes) ones but one advantage of ML was the
balancing of PPV (Positive Predictive Value) and sensitivity
for selecting variable sets. This study is different from other
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studies for two reasons. First, it uses genetic data formodeling
and second it utilizes the unstructured data as well with the
help of Natural Language Processing (NLP).

Abdullah et al. [26] used different machine learning meth-
ods (Bayes Net, Naive Bayes, Decision Tree, ANN, and
SVM) to predict obesity amongst 12 year olds in a Malaysian
cohort. Predictor variables from three domains: socio-
demographic, physical activity, and diet were collected with
the help of questionnaires. Different feature selection tech-
niques (best first, genetic search, greedy step-wise, and linear
forward) were explored to get an optimal set of attributes
which was then evaluated on the aforementioned classifiers.
Feature selectionmethod of consistency combinedwith linear
selection obtained the best accuracy of 82.72% for the Deci-
sion Tree (J48) classifier. A total of 29 features were used,
some of which are: district, education level mother, age of
mother, marital status of mother, education level father, age of
the father, marital status of the father, and family income, etc.

Zheng and Ruggerio [27] used both risk and protective
factors to build an adolescent obesity prediction model on
YRBBS (sample size of 5127) 2015 survey data for the state
of Tennessee. The following four machine learning mod-
els were compared and evaluated: logistic regression, deci-
sion tree, weighted k-nearest neighbor, and artificial neural
network. The predictors were divided into three categories:
energy intake (eating fruits/vegetables/breakfast, drinking
soda/soft drinks in the past week), physical activity (at least
60 minutes of physical activity, and physical education
classes in the past week), and sedentary behavior (hours of
sleep during school days, time spent watching TV, using com-
puter for non-school-related tasks or playing video games).
The accuracy of the four models in the decreasing order were:
88.82% (weighted kNN), 84.22% (ANN), 80.23% (IDT-
Improved Decision Tree), and 56.02% (Logistic Regres-
sion). The results suggested that engaging in physical activity
and having breakfast everyday significantly reduced the risk
of obesity whereas excessive computer use and consuming
sugar-sweetened beverages increased the risk of developing
obesity.

Hammond et al. [29] used EHR data from a safety health
system in New York that contained data from 52, 945 chil-
dren and 36244 mothers. Neighborhood data was included
with the help of the 2015 American Community Survey
5-year estimates. Feature engineering was done to generate
19, 290 predictor variables belonging to the following cat-
egories: diagnosis, lab, medication, gender, ethnicity, race,
vital, number of visits, zip code, census, maternal and new-
born diagnosis, maternal ethnicity, primary and secondary
insurance, maternal (race, nationality, language, marriage
status, birthplace, delivery age, lab history, and produce
history). Both regression and classification techniques were
used for obesity prediction. For regression (LASSO, RF,
GBM), median BMI was normalized and children were
classified as obese or non-obese based on a threshold. For
classification (logistic regression with L1 loss, RF, and
GBM), class probabilities were used for predicting a child as

obese/non-obese. For evaluating classification performance
Area Under the ROC (Receiver Operating Characteristic)
curve (AUC) which shows the performance of a classification
model at different thresholds, was used. Separate models
were developed for girls and boys. The best models have an
AUC score of 81.7% for girls and 76.1% for boys.

Park et al. [30] used resting-state functional magnetic res-
onance imaging (rs-fMRI) to develop models that predict
BMI progression of adolescents. The dataset consisted of
76 individuals from the Enhanced Nathan Kline Institute
Rockland Sample (NKI-RS) database. The average age was
11.94 years and consisted of white and African preadoles-
cents. 379 Degree-Centrality (DC) values of different parts of
the brain were extracted using brain fMRI (sub-cortical vol-
ume and cortical surface both were used) from the first visit.
LASSO used for prediction and feature selection retained
only 6 DCs. The model obtained an Intra-class correlation of
0.70 for BMI progression and 0.98 for BMI, and AUC score
of 0.82.

Singh and Tawfik [31] used a UK cohort for studying ado-
lescent obesity. This datasetMillenniumCohort Study (MCS)
followed every child born in the years 2000 and 2001. For
predicting BMI at 14 years of age, the methods used were
Linear SVM, linear regression, and ANN. The best accuracy
was obtained by the ANN model (93.4%).

Kim et al. [32] studied the factors affecting adolescent
obesity using a South Korean dataset in 2019. The authors
used raw data from the 2017 Korean Youth Health Behavior
Survey conducted by the Korean Centers for Disease Control
& Prevention (KCDC). Three BMI categories were predicted:
underweight, normal, and overweight with the help of 19 pre-
dictor variables (sample size is 11206). General Bayesian
Network (GBN) was used for prediction and the results were
compared with other ML methods. The best accuracy and
AUC score were 53.7% and 0.76, respectively.

Only 200 data points and 11 predictors from the CHICA
(Child Health Improvement through Computer Automation)
dataset were used by Chatterjee et al. [35] to predict obesity
in 3-5 years old children. SVM, KNN, and ANNwere trained
and evaluated on this data and the maximum accuracy of 96%
was obtained by ANN.

b: PREDICTION AND INTERPRETABILITY/EXPLAINABILITY
Papers that covered these concepts were: [28], [33], [34],
[40], [41]. The more the model is interpretable, the easier it is
to identify cause and effect relationships between the inputs
and outputs. On the other hand, explainability is associated
with the internal logic and mechanisms of the model [52].
Decision Tree, Linear Regression, and Logistic Regression
models can be seen as more interpretable than other models
such as Random Forest and Convolutional Neural Networks.
For deep learning models, the concept of saliency in images
which refers to unique features, such as pixels or resolution
of the image in the context of visual processing, is used for
explaining predictions of these models.
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Gupta et al. [28] used a more modern approach for build-
ing a prediction model using EHR data in conjunction with
a Recurrent Neural Network (RNN) architecture with Long
Short-term memory (LSTM) cells for capturing time-series
data of various visits of the patient. For static data, such as
sex, race, ethnicity, and zip code, a separate feed-forward
neural network was used. The dataset used was massive, con-
sisting of about 44 million rows with 68029 unique patients
acquired from the Nemours Children Healthcare System,
which contains pediatric health data from Delaware, Florida,
Pennsylvania, and New Jersey. Some of the most important
features identified at the population level were: BMI and
previous obese/non-obese label, childhood obesity, morbid
obesity, and obesity. In addition to these, achondroplasia and
anomaly of the chromosome and chromosome21 were also
very important predictors. Accuracy for different window
sizes was in the range 0.75-0.92 and AUC was in the range
0.80-0.97. Embedding weights on input layer and softmax on
LSTM layers were used to calculate importance of features
and attention weights for each input timestamp thereby pro-
viding interpretability at both feature and timestamp level.

Pang et al. [41] used XGBoost to predict obesity in
2-7 years old children using data from birth up to 2 years
in 2019. To explain the output of their model, the authors
used a framework called SHAP (Shapley Additive exPlana-
tions). The data used for this study was taken from the Pedi-
atric Big data Repository (PBD). This repository contains
EHRs of patients who visited the hospital in person between
2009 and 2016. The cohort size used for this study consisted
of 27, 203 unique individuals who were divided into two
training sets each containing 40% of the data and a test set
with 20% data. The number of predictor variables used was
102. The best model (XGBoost) obtained an AUC of 0.81.
Precision, F1, accuracy, and specificity were 30.9%, 44.6%,
66.14%, and 63.27%, respectively for a recall of 0.8. Features
impacting the prediction model the most were identified via
SHAP - weight for height, height, weight, race, ethnicity,
care-site, head-circumference, body temperature, respiratory
rate. Further analysis revealed that Black or Hispanic/Latino
had a higher chance of developing obesity.

Guan et al. [33] used 3779 T1-weighted brain MRI (Mag-
netic Resonance Imaging) images of adolescents aged 9–10
from the Adolescent Brain Cognitive Development (ABCD)
study to predict BMI in 2020. For predicting BMI, the authors
proposed a deep multi-cue regression network (DMRN)
which had threemodules (1)MRI feature encoding, (2) multi-
cue feature fusion (MRI feature vector and waist circumfer-
ence), and (3) BMI regression. This model was compared
with two conventional machine learning methods - support
vector regressor (SVR) using ROI (Region of Interest) fea-
tures, SVR using Waist Circumference (WC) as feature,
and two deep learning models- AlexNet, and VoxCNN. The
proposed model obtained the lowest MAE (Mean Absolute
Error) of 2.87 and MSE (Mean Square Error) of 14.01 com-
pared to the other models. Authors also aggregated saliency
maps learned by the model on the whole cohort (grouped by

high BMI > 40 and low BMI < 10) to visualize obesity-
related patterns in MRIs. Heatmaps generated from the net-
work helped in identifying important imaging biomarkers that
may be associated with obesity.

Rossman et al. [34] used data extracted from EHR to pre-
dict obesity in 5-6 years old children based on the data from
the first 2 years of life. These EHRs (from 2002 to 2018)
were obtained from Israel’s largest healthcare provider, Clalit
Health Services. First BMI trajectories of 38, 2132 adoles-
cents were analyzed to obtain the time period during which
the largest annual increase in BMI percentile takes place.
The greatest increase in BMI was noted between 2-4 years
of age. Then a prediction model was developed to identify
children who were at high risk of obesity right before the
BMI acceleration time period i.e., data from 0-2 years was
used to predict obesity at 5-6 years (n= 136196). The model
obtained an AUC of 0.80 and was temporally and geographi-
cally validated. Shapley values were used to identify the most
important features which were anthropometric measurements
of the child and family, ancestry, and pregnancy glucose.

Table 7 provides a summary of all the studies, including
those using interpretability/explainability, that focus on pre-
diction or rather improving metrics that help in determining
the best fit model. Compared to previously discussed studies
focused on ranking predictors in section III-E1.a, these stud-
ies offer a lot more variety in the methods/ML models used,
but not much in the datasets used. Predictor-focused models
used a lot more diverse dataset in terms of domain with the
exclusion of images which is not the case with prediction-
based models. This gap needs to be filled to develop robust
models that could help in predicting obesity and curbing this
epidemic.

The studies under this category used both parametric
as well as non-parametric models for making predictions.
In addition to Decision trees [24], [26], [27], Random For-
est [24], and Gradient Boosting Methods [34], [41], these
studies used LASSO [29], [30], KNN [27], [35], ANN
[26], [27], [31], [35], NB [6]–[8], [24]–[26], BN [24], [32],
RNN [28], and CNN [33]. Some of the predictor-focused
studies suggested that the gender-specific models (across
boys and girls) would improve prediction performance
because the manifestation of obesity is different across the
gender [5], [37]. The study in [29] is the only one that devel-
oped gender-specific models separately for boys and girls.
Most of the earlier prediction-based studies used datasets
that were obtained from cohorts but the later models have
predominantly made use of Electronic Health Records.

The models in this category have also used medical images
for modeling BMI prediction models. Models on adult obe-
sity have used facial analysis for obesity classification and
BMI regression [53]–[56] but there are no such models for
childhood obesity. This might be due to several reasons, the
topmost being privacy. Another reason for this could be that
for children, the growth rate is quite rapid i.e., there might be
several changes within a short period and children also often
fall sick which causes vast fluctuations in weight. Due to
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the COVID-19 pandemic, there were fewer problem-focused
visits, with notably fewer infection-related visits for pediatric
healthcare [57] which shows that during normal school ses-
sions, children often fall sick. As can be seen in the table,
some of the studies for childhood and adolescent obesity pre-
diction covered in this survey [28], [33], [34], [40], [41] also
tried to include concepts of interpretability and explainability.
Decision Tree, Linear Regression, and Logistic Regression
models are proven to be more interpretable than other models
such as Random Forest and Convolutional Neural Networks.
For deep learning models, the concept of saliency in images
which refers to unique features, such as pixels or resolution
of the image in the context of visual processing, is used for
explaining predictions of these models. Guan et al. [33] used
this technique to visualise the regions in the brain image
linked to high and low BMI. In addition to these, traditional
methods of sensitivity analysis are also used to test the impact
of each variable on the models output by varying the inputs.

The most common performance metric used by the exist-
ing studies was accuracy with a range of [53.7%, 96%]
[6]–[8], [24], [26]–[28], [31], [32], [35]. AUC was used by
four studies [29], [30], [34], [41] and ranged from 0.76 to
0.82. Two studies [31], [33] used MAE [1.42, 2.87] and
one [25] used precision [0.773, 0.813] for measuring the
performance of the models. We could not do comparative
analysis of the existing studies because of two reasons: a)
dataset diversity due to different countries, age, predicted
outcome, etc. and, b) inconsistency in selecting performance
metrics across studies.

IV. DISCUSSION AND FUTURE RESEARCH DIRECTIONS
In this article, we reviewed machine learning and deep
learning based obesity prediction models for children and
adolescents.

Analyzing the existing literature, predictor-focusedmodels
used a broader range of variables from different domains.
Besides demographic, and anthropometric variables which
are included in almost every study, psychological, behavioral,
and lifestyle factors were found to be important predictors.
These factors are modifiable and there is a room for more
work using these factors especially concerning the influence
of social media platforms. Prediction-focused models do not
use variables from as many domains as predictor-focused
models do. The reason for this could be the nature of the study.
Most of the studies that rank predictors use cross-sectional
data whereas prediction models use longitudinal data which
was not meant for studying obesity and hence often suf-
fers from missing data. Only a limited number of studies
use longitudinal obesity-specific large datasets from multiple
domains including images (medical images, satellite images
of neighborhood). Only a handful of studies propose gender-
specific obesity prediction models. Although few predictor-
focused models suggested that the gender-specific models for
boys and girls would greatly benefit because the manifes-
tation of obesity across gender might be different. In terms
of ethnicity, predictor-focused models have established that

Hispanic and Black children and adolescents have a higher
obesity prevalence rate. Race/ethnicity is also ranked as a top
predictor in almost every prediction-focused study. Further,
during the COVID-19 pandemic, disparity increased even
further i.e., the prevalence of obesity in these two commu-
nities further increased. More work needs to be done to
investigate protective and detrimental factors concerning race
and ethnicity.

Themajority of these existing studies have utilized datasets
from the USA but to curb the obesity level at a global scale,
more studies incorporating datasets from different countries
should be conducted. Countries that have low levels of child-
hood and adolescent obesity should also be investigated to
study the reasons attributing to low prevalence which can
further help in controlling obesity rates elsewhere.

GIS (Geographic Information System) tools could be fur-
ther utilized in studying obesogenic and obesoprotective
neighborhoods. A study done by Maharana et al. [45] used
Convolutional Neural for extraction of features of the built
environment (both natural andmodified elements of the phys-
ical environment) from satellite images. This informationwas
then used to assess associations between the built environ-
ment and obesity prevalence. This assessment showed that
physical characteristics of a neighborhood such as the pres-
ence of parks, highways, green streets, crosswalks, diverse
housing types, can be associated with variations in obe-
sity prevalence across different neighborhoods. This kind of
approach can help in designing neighborhood-level interven-
tion programs such as access to healthy food stores, play-
grounds, etc. to curb obesity.
Most of the existing studies calculate BMI from self-

reported height and weight. An integrative review done by
Engstrom et al. [58] amongst 26 studies examined for accu-
racy of height and weight measurements in 39,244 women,
21 found that women overestimate height. Thirty-four
studies reviewed the accuracy of self-reported weight in
57,172 women, and all 34 studies reported that women under-
estimated weight. Reported variables such as food and dietary
ones might also suffer from recall bias. In public health
research, bias is an important issue. For questionnaires and
surveys for measuring lifestyle, psychological, and behav-
ioral variables social desirability/conformity bias may come
into play. This type of bias exists when people respond in a
way that they think will make them look good. Prospective
cohorts in which measurements are taken by trained people
and habits are meticulously monitored can help in mitigating
certain biases to some extent.

Reviews on interventional studies could help in better
understanding the factors, such as between modifiable and
non-modifiable factors. Prediction models offer a good range
[53.7%, 96%] of accuracy but these should be interpreted
carefully keeping in mind the population and the type of
datasets used. The pros and cons of releasing prediction tools
to the general public need to be analyzed for better monitoring
of obesity. Most of these models have not been validated in
clinical settings and those that were validated have not been
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tested on a different population (age, race/ethnicity, country)
than the one used for model development. For this reason,
these tools are not being used in actual practice and hence
there is no data on how effective these tools would be when
put to use in childhood and adolescent obesity prevention
programs. Studies addressing this issue would help in fur-
ther analyzing Machine Learning models for childhood and
adolescent obesity as they might need to be tailored across
demographic variations such as age group, race/ethnicity, and
gender of the child.
Future Research Directions: The future research directions

emanating from the aforementioned critical analysis of the
existing literature are as follows:

1) Psychological variables and social media impact:
Including psychological variables in studying obesity,
due to children’s access to various smart devices and
social media platforms, which contributes to assessing
one’s body image [59] would be important. Body image
and dissatisfaction can be seen in children as young as
5-7 years of age [60] and their impact on children’s
obesity levels for all age groups needs to be evaluated
as a part of future work.

2) Role of childcare centers: More studies are required
in evaluating the impact of childcare centers on obesity,
as they contribute to the development of dietary habits
of children. As this factor is modifiable, investigat-
ing it can provide a good target area for intervention
programs.

3) GIS tools and Machine Learning: More studies on
using GIS tools combined with ML to capture features
of the built environment are required. These kinds of
studies would be useful in studying associations and
curbing obesity in areas where people of a single eth-
nicity/race reside.

4) Underexplored environment variables: Studying the
impact of underexplored environment variables, such
as home, school, and neighborhood environment,
on obesity development is required as a part of future
work.

5) Gender-and race-specific models: More studies are
required on developing and evaluating the impact of
gender-specific models for boys and girls on obesity
prediction. Shah et al. [61] deduced from the first Atlas
of Childhood Obesity in 2019 released by WHO that
for children aged between 5-9 years, 123 of 188 (65%)
countries had a greater prevalence of obesity for boys
than girls. This difference in the prevalence of obesity
across gender needs to be investigated. Apart from
gender, race-specific models should be developed to
obtain equitable obesity prediction accuracy across
race/ethnicity. Further, fairness of the facial images
based obesity prediction models should be evaluated
across race, gender and age. Bias mitigation strategies
should be designed to reduce unequal accuracy rates as
a part of future work.

6) Newer cohorts: There is a need for assembling and
using new large-scale datasets/cohorts using multi-
modalities at the international level. As most of the
cohorts/datasets used in the existing studies are quite
outdated. The evolution of obesity with respect to
changing times needs to be looked into as with the
rise of social media, apart from behavioral and psy-
chological variables, dietary and lifestyle changes are
witnessed. The impact of social media on obesity is an
under-explored area and needs thorough investigation.

7) Advanced computer vision techniques and Multi-
modal analysis: Handful of studies have used com-
puter vision techniques for predicting obesity from
MRIs at children and adolescent level [30], [33].
There is a need for advanced computer vision tech-
niques for predicting obesity using image data such
as facial images and MRI. Further, fusion models are
required that can combine different sources and for-
mats of data (such as text, image, and sensor) for
enhanced prediction accuracy and analysis. Further,
compressed deep learning models should be investi-
gated to facilitate on-device deployment and inference
on resource constraint smartphones for obesity predic-
tion and monitoring.

As can be seen from the analysis, studies on childhood
and adolescent obesity are very diverse in terms of datasets,
methods, factor domains, etc., used for model development.
Previous surveys on childhood and adolescent obesity offer
insightful conclusions but they do not provide a thorough
breakdown of studies into the type of datasets used, predicted
outcome, different domains of predictor variables, methods
used, and the purpose of developing the models.

Although extensive studies have been carried out to ana-
lyze as well as predict childhood and adolescent obesity but
still, the rates of childhood and adolescent obesity are going
up as is evident from the numbers in Section I. Categorization
of existing literature is needed for proper understanding,
critical analysis, and the future research directions.

Our survey provides a taxonomy of the existing literature
for understanding the state-of-the-art. It also highlights the
gap (Prediction-focused studies do not utilize the findings of
predictor-focused models to their full potential) that needs to
be filled in for developing better obesity prediction models.
In addition, future research directions such as the impact of
social media, using GIS tools for studying obesogenic and
obesoprotective environments, developing gender and race-
specific models, and using advanced computer vision tech-
niques to study childhood and adolescent obesity are provided
for further advancement of the state-of-the-art in this field.

In summary, our survey provides a comprehensive view of
the existing literature, identify the existing gaps in the liter-
ature, and propose future research directions which would
help in further advancing the state-of-the-art in child and
adolescent healthcare. The findings and analysis from this
review could be used by researchers from different fields such
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as public health, social sciences, etc. to study and develop
better prediction and obesity intervention programs.
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