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ABSTRACT Fault identification in Photovoltaic (PV) array is a contemporary research topic motivated by
the higher penetration levels of PV systems in recent electrical grids. Therefore, this work aims to define
an optimal Machine learning (ML) structure of automatic detection and diagnosis algorithm for common
PV array faults, namely, permanent (Arc Fault, Line-to-Line, Maximum Power Point Tracking unit failure,
and Open-Circuit faults), and temporary (Shading) under a wide range of climate datasets, fault impedances,
and shading scenarios. To achieve the best-fit ML structure, three distinct ML classifiers are compared,
namely, Decision Tree (DT) based on different splitting criteria, K-Nearest Neighbors (KNN) based on the
different metrics of distance and weighting functions, and Support Vector Machine (SVM) based on different
Kernel functions and multi-classification approaches. Also, Bayesian Optimization is adopted to assign the
optimal hyperparameters to the fault classifiers. To investigate the performance of classifiers reported, both
simulation and experimental case studies are carried out and presented.

INDEX TERMS Photovoltaic array faults, machine learning, decision tree, nearest neighbors, support vector

machine, Bayesian optimization.

I. INTRODUCTION

THE SOLAR PHOTOVOLTAIC (PV) industry has expe-
rienced significant growth over the past years due to the
technology’s clear economic and environmental benefits. The
world’s net electricity generation from grid-connected PV
systems is expected to rise from 34 billion kilowatt-hours
in 2010 to 452 billion kilowatt-hours in 2040 [1]. Although
PV systems don’t incorporate moving parts and usually
require low maintenance, they are still subjected to diverse
faults across the various system components (e.g., PV gener-
ator (i.e., module, string, or array), power-processing stage(s),
batteries, and/or the utility grid) [2]-[4]. While the scalability
of PV technology is an advantage, it also poses additional
challenges. Once PV modules are electrically connected, any
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fault among the modules can affect the entire system’s per-
formance. Proper fault detection and/or identification may is
thus necessary to avoid significant energy generation loss and
large capital expenditures. Large solar PV plants composed
of series-parallel PV modules configurations (i.e., PV array)
also exhibit higher voltage and current ratings, leading to a
higher risk of large fault currents or DC arcs. Thus, unde-
tected PV array faults may not only cause power losses, but
also may lead to safety issues, PV array/system degradation,
and/or fire hazards.

The PV array is commonly subjected to a variety of
faults including, Partial Shading (PS) conditions, Maximum
Power Point Tracking (MPPT) unit failure, PV module hot
spots/micro-cracks and electrical faults (Open-Circuit (OC),
Line-to-Line (LL), Line-to-Ground (LG), and Arc Fault
(AF)) [5]. These faults contribute to energy losses and/or
system degradation, which, in turn, increase maintenance
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costs or fire hazards. For instance, a survey conducted in
the U.K. [6] showed that PV system faults caused an esti-
mated energy loss of 18.9%. This supports the need for an
effective monitoring system to alert system operators of such
faults. Another example is that of a large PV power plant
in California, U.S.A, where an electrical fire occurred on
April 30, 1987, due to a LL fault, which completely destroyed
the power converter [7]. The downtime energy loss was esti-
mated to be 180 k$. The replacement of the power converter
including mandatory improvements to the protection system
costed approximately 300 k$. In a physical solar PV array,
identification of the aforesaid faults incorporates conven-
tional protection systems such as Ground Fault Protection
Devices (GFPDs), Overcurrent Protection Devices (OCPDs),
and Arc-Fault Circuit Interrupters (AFCIs), as stated in
the U.S.A. National Electrical Code® (NEC®), in article
690 [8]. While such protective devices are necessary, they
provide limited diagnostic capability, hence, further analy-
sis is needed to discriminate amongst the different types of
faults [3], [5], [9]. For instance, the OCPD may fail to detect
fault currents due to several reasons including [3], [5]: non-
linear output characteristics of PV array, the effect of MPPT
controller on the fault current magnitude, solar irradiance
conditions, the challenge to detect a LL fault in the case
of PS or when utilizing blocking diodes, and the difficulty
to clear a fault current in case of a high fault impedance
and small mismatched fault locations. Thus, fault localiza-
tion/discrimination using traditional troubleshooting requires
monumental time, which necessitates the employment of an
efficient monitoring system that is capable of determining
fault type and monitoring PV system architecture, which is
accelerating system recovery after fault clearance.

In general speaking, the monitoring system architecture
can be divided into three stages: 1) data acquisition, which
is an essential stage for obtaining an accurate and reli-
able database, 2) the pre-processing stage of the measured
quantities, and 3) the Fault Detection and Diagnosis (FDD)
technique, which aims to detect (i.e., discriminate between
healthy and fault conditions) and diagnose (i.e., distinguish
one fault type from another) faults. The PV array/system
size, operation, and maintenance cost determine the most
appropriate FDD technique to be recruited. Based on the
available literature [10]-[29], the techniques applied in PV
array faults identification could be categorized as Signal Pro-
cessing Techniques (SPTs), Artificial Intelligence (Al)-based
techniques, and Hybrid Techniques (HTs).

The SPTs utilize real-time sensed data such as solar irra-
diance and temperature with the sensed data from the PV
system. The SPTs may employ a predefined threshold(s) to
compare measured quantities with expected quantities from
simulation, or to analyze measured quantities in order to
generate the fault signal(s) [10]-[16]. The SPTs commonly
suffer from: 1) defining a predefined threshold(s), 2) the lack
of model updates has a bad influence on a predefined thresh-
old(s), as system parameters change with seasonal variations,
3) inaccurate simulation models can affect the role of the
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detection and/or diagnosis module(s), 4) false tripping signal
under low irradiance or shading scenarios, and/or 5) complex
implementation and cost-effectiveness.

Similar to SPTs, the Al-based techniques employ real-time
sensed data, and then adopt one of AI approaches such as
Fuzzy Logic Control (FLC), Neural Network (NN), Decision
Tree (DT), K-Nearest Neighbors (KNN), or Support Vector
Machine (SVM) to identify the type of fault(s) [17]-[22].

HTs use a combination of SPTs and/or Al-based tech-
niques or employ some modifications to existing techniques
to enhance the role of the monitoring system [23]-[29].

The Al-based techniques, specifically, Machine Learn-
ing (ML) classifiers and HTs have shown high detection
and diagnostic accuracy for PV array faults under different
scenarios compared to SPTs. Although the HTs can achieve
high classification accuracy, they suffer from implementation
complexity and a lack of intuitive visualization. Thus, Al-
based techniques are adopted in this research. Specifically,
in the PV array fault detection and diagnosis, the DT, KNN,
and SVM classifiers have proven their effectiveness in most
of the available literature. However, most of the works done
have recruited these classifiers to detect and diagnose only
a subset of the faulty cases, while overlooking some other
severe faults under different scenarios such as hybrid faults
(permanent and temporary faults), low location mismatch,
and high impedance faults. On the other hand, the influence
of different setups on the classifier behavior has been over-
looked, such as splitting criteria in DT, distance metrics as
in KNN, and Kernel functions as in SVM. Moreover, the
available studies have not shown how different hyperparame-
ters for the mentioned classifiers are tuned, which has a high
influence on the classifier(s) performance. In this paper, these
gaps have been now taken into consideration in order to select
the optimal ML models for the proposed FDD algorithm
framework.

The main contributions of this paper can be summarized in
the following bullets:

o A detailed review on various faults, namely, permanent

and temporary faults in the PV array is presented.

« Introduce an effective framework for the PV array faults

identification based on supervised ML models.

o The proposed framework takes into consideration the

minimum number of input variables.

o Advanced setups for DT, KNN, SVM classifiers are

investigated.

o The key importance for DT, KNN, SVM classifiers

hyperparameters tuning is elucidated.

o The study has been validated by experimental results.

This paper is organized as follows. Section II presents
the employed PV system. Section III discusses the behav-
ior of the PV array during permanent and temporary faults,
as well as explains the shortcomings of the common protec-
tive devices. Section IV presents the methodology employed
for the proposed FDD algorithm. Section V presents a com-
prehensive quantitative evaluation of the candidate classi-
fiers to locate PV array faults, as, the simulation results are
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FIGURE 1. The power and control circuits employed for the grid-connected PV system.

experimentally supported using a small-scale PV system. The
conclusions are present in Section VI.

Il. EMPLOYED GRID-CONNECTED PV SYSTEM

The grid-connected PV system employed in this study is
illustrated in Fig. 1. It was designed using the steps presented
in [2]. It generally comprises the power and control circuits.
A brief description of each circuit is given in the following
subsections.

A. POWER CIRCUIT

A 4 kKW PV array is employed in this comparative study,
which comprises four parallel PV strings (n, = 4) having
four series PV modules (m; = 4) each. An OCPD is installed
with each string to isolate the faulty one.

The maximum power generated from the utilized PV
array is 4 kW under healthy and Standard Test Conditions
(STC—irradiance of 1000 W/m? and temperature of 25°C).
The main electrical specifications of the polycrystalline PV
module used in the PV array at STC are given in Table 1.

TABLE 1. The employed PV module electrical specifications at STC.

Parameters Symbol Value Unit
Maximum Power P:.L; “ 250 N
Open-Circuit Voltage Voscic 37.6 v
Short-Circuit Current I SS Cq;nc 8.81 A
Maximum Power Voltage V:LZ “ 30.4 v
Maximum Power Current I :LZ; ¢ 8.23 A

B. CONTROL CIRCUIT
The former control circuit (FLC-based MPPT) is used to
regulate the boost converter to extract the maximum power
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available from the PV array and increase its terminal voltage.
Whereas, 49 of the fuzzy rules were formulated to cover
all possible scenarios for increasing or decreasing the PV
array voltage and/or power. The second one (controller of the
Three-Phase, Two-Level Voltage Source Inverter), which has
two control loops: 1) the voltage for the DC-Link is regulated
by a Proportional-Integral (PI) controller and 2) the grid cur-
rent is controlled by the current-controlled sinusoidal pulse
width modulation in a direct quadrature (dg) synchronous
frame.

Ill. TYPES OF PV ARRAY FAULTS
This section gives a brief summary of the common PV array
faults and the main challenges to properly detect these faults
using traditional protection systems. Some illustrative exam-
ples are also given to highlight these challenges.

The PV array faults could broadly be categorized into
permanent and temporary faults, as detailed in Fig. 2 and
explained in the following subsections.

A. PERMANENT FAULTS

The permanent faults include the following fault types [2],
(51, [12], [30]:

1) ARC FAULT
Under normal conditions, the value of impedance is very
small between PV modules interconnections. The discontinu-
ity of any Current-Carrying Conductors (CCCs) may create
a current path through the air (F1), which may initiate an
electrical fire, as illustrated in Fig. 2. AFs are classified into
series or parallel arc faults [9], [27], [30]-[32]. The loss of
interconnection between PV modules or at the junction box
may establish a series AF. On the other hand, when two
adjacent conductors with different potential are placed close
to each other, a parallel AF may occur [9], [27], [30].

The NEC®-2014 standards recommend employing an
AFCI in PV systems with system voltage equals to or higher
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FIGURE 2. A typical grid-connected PV system consists of a PV array (4 x 4) with various types of PV array faults (permanent and temporary) followed by a

two-stage converter to the utility grid.

than 80 V [8]. Nevertheless, the AFCI may fail to detect this
fault type due to the following reasons [32]: 1) PV array
components/connections may attenuate the propagated arc
signal from the arc location to the detector, 2) false tripping of
the AFCI due to capture signals from other sources, and 3) its
installation. Literature has demonstrated different techniques
to detect different types of AFs [5], [9], [31], [32].

In this study, a series AF is studied under different climate
datasets and shading scenarios using the procedures given
in [27], [31] by emulating the AF with a high impedance
(R4r) in the simulation study.

2) MPPT UNIT FAILURE
This fault type happens due to failure in the MPPT unit, which
leads to random operating points [2], [24].

This case can be simulated by multiplying the measured
signals applied to the MPPT controller by random gains.

3) LINE-TO-GROUND FAULT

This fault occurs when one or more CCCs directly, or through
a fault impedance, establish an unintentional path to the
ground, which is one of the most common faults in grounded
PV systems. The ground faults are out of scope in this study,
since they can be deemed as a special case of a LL fault
involving a grounded point. This type of fault can easily be
detected by the GFPD [12]. The sources of ground faults are
explained in [30] and [32].

4) LINE-TO-LINE FAULT
A LL fault occurs due to a short-circuit between two different
potential levels at any location in the PV array [3], [30], [32].
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This type of fault may occur within the same string (F4 or F5)
or across different strings (F6), as shown in Fig. 2.

A LL fault may cause a reverse current flow (Ipqcx) to the
faulty PV string, which is commonly avoided by installing an
OCPD (i.e., fuse) in series with each PV string [8].

The amplitude of the I, depends on climate datasets,
potential difference between the fault points (i.e., the number
of PV modules between the fault points), and fault impedance
(Rfauir) [3], [32]. The maximum expected value of the Ipgex
through the faulty string can be obtained from (1) [5]:

Tpack = (np — DISEC ey
The current rating of OCPD (Iy) in (2) shall be at least
156% of the string short-circuit current (1 STCy at STC [8].

scs

Iy > 1.56151¢ )

scs

In grounded PV systems, the negative point is grounded,
as shown in Fig. 3. Thus, a single OCPD in every parallel
PV string is enough to protect the array against overcurrent
conditions, since an OCPD will always be in the fault path.
On the other hand, in ungrounded PV systems, the positive
and negative conductors are not grounded. Therefore, two
OCPDs should be installed in the upper and bottom conduc-
tors [8], as illustrated in Fig. 2. Hence, in case of fault, at least
one OCPD will be in the fault path.

The OCPD can easily clear a LL fault when the magnitude
of Ipacx is higher than Iy. Small Ry, values and high levels of
solar irradiance and potential difference lead to higher reverse
current magnitude. Nevertheless, several cases challenge the
detection of this fault using OCPD, which are illustrated
below:

VOLUME 9, 2021
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FIGURE 3. The conventional protection systems in the PV array scheme.

Case 1: Low solar irradiance levels, a small number of
PV modules between fault points, and/or high Ry, values
yield a small Ip,ck, which is insufficient to melt the fuse.
Fig. 4 shows the relation between two LL fault examples with
different Ry, values: F4 (short-circuit across one module,
25% location mismatch) and F5 (short-circuit across two
series modules, 50% location mismatch). It is clear from
Fig. 4 that the PV array current for the F4 fault (i.e., low
location mismatch) remains unaffected under high values of
fault impedance, which is opposite of the F5 fault case.

70 T T T T
65 —#—PV array at F4 with Ryeu; =0 Q
~@—PV array at F4 with Ry, = 10 Q
60 PV array at F4 with Ryeu =20 Q []
Operating conditions at STC
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FIGURE 4. I-V characteristics of PV array under LL fault with different
fault impedance values at STC.

Case 2: Blocking diode may optionally be installed in
series with each OCPD, as shown in Fig. 3. Although, the
blocking diode is able to block small and large reverse cur-
rents properly, it also raises some other challenges, such
as [3], [12]: 1) OCPD will be unable to detect the reverse
current, Ipqck, since this current is blocked, 2) they add extra
power losses, and 3) since Ipq is blocked, the PV array
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FIGURE 5. I-V characteristics of PV array under LL and OC faults using
blocking diodes at STC.

power may increase to the same power level corresponding
to an OC fault, as shown in Fig. 5, which, in turn, challenges
the discrimination between LL and OC fault types.

Case 3: Generally, every MPPT method has its own
dynamic response [33]. Moreover, the MPPT controller may
quickly converge to a new Maximum Power Point (MPP),
which, in turn, reduces the current I, before the OCPD is
able to clear it, since the OCPD clears fault currents according
to its (current-versus-time) characteristics [3]. If the MPPT
controller converges faster to the new MPP, the magnitude
of |Ipack| Will be below the tripping threshold given by (2),
hence, it becomes undetectable. This gap is known as the
“blind spot” [3], [26], [32]. If the I,k lasts longer than the
fuse melting time, it can be cleared by the OCPD. To depict
this case, two LL fault cases (F4 and F5) are investigated
under STC and assuming Ry,;r = 0 €.

For the F4 or F5 cases shown in Figs. 6 and 7, respectively,
the MPPT controller will detect the sudden drop (point B)
of output power (current) and start to maximize the array
power by decreasing the voltage. As a result, the operating
point, for both F4 and F5, cases is moving from point B to D
gradually. As shown in Fig. 6, for the F4 case, the peaks of
|Ipack | under both operating points are insufficient to melt the
fuse. To sum up, it will be challenging to properly identify
a LL fault with a small voltage difference. On the other
hand, as illustrated in Fig. 7, although the MPPT controller
will reduce the Ip,ck, the OCPD can properly detect and
clear the F5 case depending on the response speed for the
employed MPPT method, since the peak of |lp,ek| corre-
sponding to point B is larger than Iy (= 2.9I5I€) of the PV
string fuse. Based on the previous discussion, the blocking
diodes will clearly affect the proper operation of the moni-
toring system. Hence, they are removed from the considered
system. Furthermore, the most challenging location for the
OCPDs for this case (F4) will be studied under different
scenarios.
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FIGURE 7. I-V characteristics of PV array under LL fault across two PV
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5) OPEN-CIRCUIT FAULT

There are multiple reasons that lead to this type of fault
[9], [27], such as cracks in cells/module (F7), disconnection
in string (F8), or blowing a string fuse (F9), as shown in Fig. 2.

B. TEMPORARY FAULTS

This category of faults happens mainly due to objective or
subjective shading on the PV generator, which reduces the
system energy yield [2], [12], [34]. The latter is classified
into dynamic and static shading [34]. Some malfunctioning
cases due to shading and the associated protection device are
depicted as follows.

1) OBJECTIVE SHADING
This type of shading is temporary by nature (unavoidable) and
depends on the weather (e.g. heavy clouds) or environmental
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pollution (e.g. haze or smog) [2], which consequently reduces
the effective solar irradiance, F10 as shown in Fig. 2.

2) SUBJECTIVE SHADING

Subjective shading could be categorized into static and
dynamic shading [34]. The obstructions that cling to the PV
modules could be defined as “static shading”. While the
change of the shaded area of the PV generator with respect
to the daily sun trajectory could be defined as ‘“‘dynamic
shading”. The methods utilized to avoid subjective shading
are discussed in [34] and [35]. In addition to power losses,
the shading may also, cause a hot-spot(s) with temperatures
higher than 150°C, which damage the PV generator [36].
These hot-spots can be avoided by employing a parallel
bypass diode, as shown in Fig. 3, or by sub-grouping of PV
cells. Also, the PV array power can be enhanced in the case of
F7 fault using bypass diodes. However, under shading or F7
fault case, bypass diodes distort the PV array characteristics,
as shown in Fig. 8, which yields a local MPP (or, multiple
local MPPs) for significant periods, hence, the PV array volt-
age collapses below the minimum allowable inverter voltage,
which affects the inverter lifetime.

IV. PROPOSED METHODOLOGY FOR FDD ALGORITHM
As clarified in the introduction section, the proposed FDD
algorithm is based on ML models.

The ML is a subset of artificial intelligence and is used
to build models based on sample data in order to make
predictions without human intervention or relying on a prede-
termined equation [37], [38]. The most commonly used ML
algorithms are categorized into supervised and unsupervised
ML [37]. Since the inputs and outputs of the ML algorithm
are known in this study, supervised ML algorithms will be
employed. The goal of the proposed FDD algorithm is to
classify the faults into categories. Therefore, supervised ML
algorithms based on this classification task are utilized. The
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TABLE 2. The considered faults scenarios and their parameter values adopted for datasets collection.

Status of the PV array Solar Irradiance = Temperature Shading Impedance Number of Samples  Case Number
Healthy Condition 50:25:1200 W/m? 0:5:55°C - 564 0
Fault Condition 50:25:1200 W/m? 0:5:55°C 0%:20%:80% Rar & Ryquit 13536 1
Arc Fault (F1) 50:25:1200 W/m? 0:5:55°C 0%:20%:80% 20:20:100 ©2 & 200 Q2 2820 2
MPPT Unit Failure (F2) 50:25:1200 W/m? 0:5:55°C 0%:20%:80% - 2820 3
LL Fault (F4) 50:25:1200 W/m? 0:5:55°C 0%:20%:80% 0:10:30 © 2820 4
OC Fault (F7, F8,and F9)  50:25:1200 W/m? 0:5:55°C 0%:20%:80% - 2820 5
Shading (F10 and F11) 50:25:1200 W/m? 0:5:55°C 20%:20%:80% - 2256 6
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Gs), I(e:)sﬁil;), ali'(rie]”(s ) Normal Condition-
P—1 | Calculate: Ppis,) Fault Detection Module Fault Diagnosis Module #2 _

| DT

Different Splitting Criteria
-G(s,)—b{ Calculate: ypi(s;) i—ﬂ-b |

KNN DW-KNN)
Different Distance Metrics

DT
Different Splitting Criteria

#3 —
MPPT Unit Failure

#4
T

#5

v v

#6 R

_,| PS Shut Down PV Armray

KNN (DW-KNN)
Different Distance Metrics

SVM (OVO - OVA)
Different Kernel Functions

SVM
Different Kernel Functions
705 : T * T
Verl(s:)
Ipi(s:)

FIGURE 9. The flow diagram of the proposed FDD algorithm framework for the PV array faults.

proposed FDD algorithm framework has two main modules,
as illustrated in Fig. 9. The former, fault detection, is used to
discriminate between healthy and fault conditions. Whereas,
the role of the latter, fault diagnosis, is used to distinguish
between the permanent faults, namely, series AF (F1), MPPT
unit failure (F2), LL fault across one PV module (F4), and OC
fault (F7, F8, and F9), and temporary faults, namely, objec-
tive (F10) and subjective (F11) shading. The latter module
is triggered by the detection module output. Moreover, the
diagnosis module is triggering the Emergency Switch (ES) to
disconnect the PV array under the permanent faults scenarios.
In each module, three ML classifiers with different setups
will be recruited, as illustrated in Fig. 9, namely, DT based
on three splitting criteria (Gini Index, Towing Rule, and
Deviance), KNN based on four distance metrics (Euclidean,
City Block, Mahalanobis, and Cosine), and SVM based on
four Kernel functions (Linear, Quadratic, Cubic, and GRB).
The hyperparameters tuning method highly affects the
behaviors of ML models. So, Bayesian Optimization is
adopted to assign the optimal hyperparameters for each
setup of the employed classifiers. Also, this tuning method
will assign optimal distance weighting functions (uniform,
inverse, or squared inverse) in KNN and optimal multi-
classification approach (OVO or OVA) in SVM at diagnosis
module only. The three ML classifiers and their setups lead
to different ML models for each module (11 models for
detection and also for diagnosis), as shown in Fig. 10, which
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offers the possibility to choose the optimal model for each
module based on the comparative case study introduced in
subsequent sections.

A. STAGES OF FDD FRAMEWORK

The FDD algorithm illustrated in Fig. 9 is applied to the PV

system given in section II, while applying the possible PV

array faults shown in Fig. 2, and summarized in Table 2.
The process of adapting the fault classifiers with the pro-

posed framework is shown in the flowchart given in Fig. 10.

1) STAGE 1 - DATA ACQUISITION

The first block is collecting the relevant datasets. The datasets
are extracted by using the employed PV system model repre-
sented in MATLAB®/Simulink, section II.

The simulations are carried out using Matlab 2020a and
running on Lenovoty, Core i5-5200U CPU @ 2.20 GHz
processor with 8 GB RAM.

A total of 14100 samples and their corresponding labels are
collected under different scenarios, as given in Table 2. The
proposed FDD algorithm has four input quantities at every
instance s;, namely, solar irradiance G(s;), temperature 7'(s;),
PV array voltage Vpy(s;), and PV array current Ipy (s;). The
G(s;) and T (s;) are obtained from the reference PV module,
which is located at the unshaded portion of the PV array site.
While the Vpy(s;) and Ipy(s;) are already measured by the
FLC-based MPPT, as illustrated in Fig. 1.
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FIGURE 10. The workflow to obtain optimal supervised ML models for detection and diagnosis modules.

The PV array voltage and current at s; are used to calculate
the output power Ppy(s;) and gamma ypy(s;). The latter is
defined as the ratio between the PV array output power and
the solar irradiance, as given by (3) [12], [39].

Ppy (s;) _ Vev (si) * Ipy (s;)

yev(si) = (3)
G(si) G(si)
6.5 T T T
© PV array at free-fault
6 e PV array with AF - F1 M
55 ® MPPT unit failure - F2 |
o © PV array with a LL fault - F4
5 © PV array with OC fault - F7, F8, and F9 |4
® PV array with PS - F10 and F11
—~ 45 f
e
~ 4
<
g
g 35
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O
> 3
=
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PV Array Voltage (V)

FIGURE 11. Overlapping the MPPs of a PV array at different faults cases.

2) STAGE 2 - PRE-PROCESSING

The next stage is to pre-process the collected datasets, as illus-
trated in Fig. 10. This is carried out by: 1) changing the
raw data to a meaningful format, 2) handling missing values
in records, 3) removal of records outside the surgery time
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threshold, 4) conversion categorical into numerical (i.e., case
number), as illustrated in Table 2, and 5) then either normal-
ization or standardization approaches are applied in order to
change the input quantities “attributes” with dynamic range
(i.e., inter-attribute differences in scale) into specific range
(i.e., attribute scaling, attributes are on a similar scale) in
order to achieve better results. As an example to date pre-
processing, the possible MPPs for the employed PV array
under both healthy and fault conditions are plotted in two
dimensions (Vpy-versus-ypy ), as shown in Fig. 11. Although
the PV array under healthy/fault case(s) has different output
behavior, there is a notable overlap between the operating
points (MPPs) for these cases. Hence, the output voltage and
current under a fault case may be similar/nearest to another
healthy/fault case, which challenges the successful discrim-
ination between these cases. This problem can be mitigated
by either normalization or standardization approaches [40].

The normalization is carried out by rescaling each attribute
in the datasets into a range from zero to one [23], [40].

In [23], normalization of Vpy and Ipy have been performed
according to a reference PV module. However, this approach
has limitations include: any shading or mismatch on the
reference PV modules or over the PV array may cause incor-
rect normalization of Vpy and Ipy data leading to inexact
discrimination between cases.

Normalization can be also done by applying (4), which is
denoted as Min — Max normalization [40].

(xilp) — Min(p)
Max(p) — Min(p)

. . Max __
Normalizationy;,, =

“)

where x;),, is the i data point at attribute ¢. While, Min and
Max represent the minimum and maximum values of attribute
@, respectively.
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As indicated in (4), a single outlier or even a very small
value in the attribute ¢ may force the remaining values of the
attribute ¢ toward zero.

In standardization approach, each attribute is rescaled such
that the mean value is zero while the standard deviation equals
one [40]. The standardized values of an attribute ¢ is called a
Z — score and is obtained from (5).

Z — scorel|, = £ He (®)]
O¢p

where Z — score|, is standardized values of attribute ¢, ¢ is
an attribute that is being standardized, i, and o, are the
mean and standard deviation of an attribute ¢, respectively.
From (5), the standardization approach is robust compared
to the Min—Max normalization since no limits are imposed
on the range of standardized data. This enables the stan-
dardization approach to deal with outliers in the datasets.
In this research, the standardization approach will be applied
to KNN and SVM classifiers. Whilst, the DT classifier does
not require rescaling the attributes because it just compares
each attribute with a certain threshold value. Hence, it does
not matter whether these attributes are in one range or not.

Temperature Voltage Current Gamma
Predictors

FIGURE 12. The utilized input quantities before applying standardization.

The parallel coordinates plot for the utilized four input
quantities to the ML classifier before applying standardiza-
tion is shown in Fig. 12, which depicts a clear overlapping
between the healthy case (0) and/or different fault scenar-
ios (1), namely, AF (2), MPPT unit failure (3), LL (4), OC (5),
and PS (6). By applying standardization, as shown in Fig. 13,
this overlapped is highly relieved. Besides, a specific range
for each attribute is achieved to decrease the non-linearity
intensity due to the dynamic range, as shown in Fig. 13.

3) STAGE 3 - FDD TECHNIQUE

As discussed previously, the FDD algorithm is based on
ML models. Selecting a suitable ML algorithm is vital to
ensure proper classification. This is usually done by com-
paring the performance of different ML models, as shown
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FIGURE 13. The utilized input quantities after applying standardization.
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FIGURE 14. Workflow for hold-out and k-fold cross-validation method.

by the flowchart given in Fig. 10. In order to evaluate any
model, there are two common methods, namely, the hold-out
validation and k-fold cross-validation, as shown in Fig. 14.

The hold-out validation is carried out by dividing the col-
lected datasets (D), given by (6), into two sets, as shown
in Fig. 14, namely, training datasets (typically, ~ 80%) and
the testing datasets (typically, ~ 20%). The training datasets
(D™ainy are used to train and build the model. Then, the model
is evaluated using testing datasets (D7) [41], [42].

On the other hand, in k-fold cross-validation, the training
datasets (also, can be the original datasets (i.e., D)), are ran-
domly partitioned into k equally sized datasets (i.e., subsets or
folds) as shown in Fig. 14. The algorithm is trained according
to (7) for k iterations and tested according to (8) in each
iteration. This process is repeated until all folds are used as
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FIGURE 15. The ML classifiers recruited for the FDD algorithm framework, namely, DT, KNN, and SVM.

test data for once. The error for each test fold is calculated to
obtain the average classifier error, as indicated in (9).

D= {(x,y),1<i< n-xleR ,vi € {61, ..,6:1)  (6)
o (k _ I)DTmm
Training Samples = — (7)
Train
Testing Samples = ®)
Afy = ZEk ©)

where D = (D" 4 DTty is the dataset of n samples in
a d-dimensional space belonging to one of y; labels, 6 is an
integer number, and k is a positive integer number. Ex is the
error of each k iteration and AgL is the average CL error.
In this study, the following steps are followed to generate the
final ML model for either detection or diagnosis modules at
different setups associated with each classifier.

Step 1: The k-fold cross-validation is used for model selec-
tion (M) from multiple arising models based on the optimal
performance during the hyperparameters tuning phase.

Step 2: After the tuning (training, Step 1) phase, the gen-
eralization performance for the final model (M) is evaluated
again using the hold-out validation method. A percentage
of 65% of the datasets (DT®", for detection = 9165 and
diagnosis = 8799 samples) is used for the tuning phase
based on Bayesian Optimization. While, the remaining 35%
of the datasets (D™, for detection = 4935 and diagno-
sis = 4737 samples) will be used for the testing phase, upon
which the optimal model is selected, at each module.

Step 3: Optionally, all datasets (D, for detection = 14100
and diagnosis = 13536 samples) and the hyperparameters,
which are used to generate the final model (Step 1), can be
used for training again. This step has been considered herein.

Step 4: As illustrated in Fig. 10, if the model perfor-
mance is unsatisfactory, there are a number of issues that
must be examined such as the attributes which are not
properly identified (Stage 1), data not being cleaned appro-
priately (Stage 2), the unsuitable ML algorithm utilized,
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or model parameters are not properly tuned (Stage 3). The
k-fold cross-validation method is preferably used for model
selection (Step 1) because it provides a better estimate of
how well the model will perform with random train and
test datasets. Besides, it helps avoid the overfitting problem
[40], [41], [43]. The recommended values of k are given [41],
which is set to 5 in this study.

B. EMPLOYED MACHINE LEARNING CLASSIFIERS

This section introduces a brief summary of the main idea
behind the ML algorithms, namely, DT, KNN, and SVM
employed in this comparative study, as illustrated in Fig. 10.

1) DECISION TREE (DT) CLASSIFIER

The DT classifier structure consists of nodes, branches, and
leaves, as shown in Fig. 15, which can easily be visualized
and interpreted. To classify an observation, the attribute test
condition at the root node initially decides the appropriate
branch to be followed. Based on the obtained decision, the
algorithm continues to another interior node with a new test
condition, or to a leaf node associated with the class label to
be assigned to the observation [38], [42].

Several induction algorithms can be recruited for DT clas-
sifier such as ID3 (Iterative Dichotomiser 3), C4.5 (Suc-
cessor of ID3), and CART (Classification And Regression
Tree) [44]. Each induction algorithm has its own splitting
criterion such as Shannon entropy (used with ID3) and nor-
malized Shannon entropy (employed with C4.5) [45]. While,
Gini Index, Towing Rule, or Deviance are commonly used
with the CART algorithm [46]. Based on the employed induc-
tion algorithm and the splitting criterion, the data structure
and its behavior will be different. The CART induction algo-
rithm will be employed in this study since it can easily handle
outliers, missing values, and noisy data. The workflow for
the CART algorithm has been illustrated in [44] and [46].
The mentioned splitting criteria employed with the CART are
investigated in each fault module.

The CART is growing by binary splits, such that the root or
any interior node has exactly two outgoing branches. Hence,
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a deep or shallow tree could be produced. The DT depth
can be controlled by imposing a certain stopping criterion,
such as the maximum number of splits or minimum size of
observations associated with each leaf or parent node. The
maximum number of splits has been chosen to be the stopping
criterion and it is optimized using the tuning method.

2) K-NEAREST NEIGHBOR (KNN) CLASSIFIER

The basic idea behind the KNN is to find a group of K points
in the training datasets that are nearest to an unknown test
point (P;), based on a particular distance function [47], [48].
The test point is assigned to a class label according to the
majority of the K neighbors points nearest to the given test
point. As shown in Fig. 15, the number of neighbors nearest
to the test point (i.e., K) is a key tuning parameter that affects
the performance of the KNN model.

The generalization performance can be sensitive to noisy
data if K is a too small integer number, especially one. On the
other hand, if K is a large integer number, the points in the K
nearest neighbors can involve instances from various classes,
which enhances the performance of generalization at the cost
of prediction speed.

The K can be assigned according to the tuning methods
or by taking the square root of the total number of obser-
vations in the training datasets (K = /n, n € DTrainy [47].
In this study, this issue is left to the adopted tuning method.
The distance metric can also affect the KNN model per-
formance. There are diverse families of distance measures
such as Minkowski, Inner Product, Squared Chord, and
Vicissitude [47], [49]. A comparative study between distance
metrics enlisted in Table 3 has been performed either in the
detection or diagnosis module.

TABLE 3. The considered distance metrics with the KNN classifier.

Distance Metric Equation
Euclidean \/Zizl Tilo — Pt\go‘
City Block Zi:l Tilp — Pt|cp‘
Mahalanobis \/(xi\d - Pt|d)(0?\122§i(z;we)_l(xi\d = Pya)”
Cosine Zi:l(ziw)wﬂw

1- d 2 d 2
VEL @i )? /T2 ()

Assigning the class label 6p, for the test point P; can be
deduced by (10), which is called Majority Voting approach.

This approach has difficulty dealing with imbalanced
datasets and cost-sensitive learning [48].

fp, = argmax Z 5(v, yi) (10)
(xi,yi)€D;

The Distance-Weighted Voting approach represents another
approach that adopts weighting the neighbors’ votes accord-
ing to their distances [50]. Hence, (10) can be modified
to (11) by adding the weighting factor (w;), where w; indicates
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the weight of the i/ nearest neighbor, and § is an indicator
function that returns one in case its argument is true and
zero otherwise. Other approaches to compute the weighting
factors are given in [49] and [50].

Op, = argmax Z wid(v, yi) (1D
(xi,yi)eD;

This research adopts two methods to compute the weight:
1) the weight is computed as the reciprocal of the distance
(12) and 2) the weight is represented by the reciprocal of the
squared distance (13) [50], [51]. The predicted class 6p, can
also be obtained by minimizing the expected classification
cost (14) [52], this method applied herein.

. —1
W(xijp, Prjp) = (Distance(xijp, Pry)) (12)
Ww(xijps Prjy) = (Distance(xijp, Pyy)) > (13)
0,
Op, = argmin > pilPICERly)  (14)
9p,:91,....,9(;yi=91

where D, contains K training samples that are nearest to the
Py, p(yi|Py) is the posterior probability of class y; for observa-
tion P;, and C(y;|0p,) indicates the true misclassification cost
to classify an observation as 8p, when its true is y;.

The influence of Distance Weighted KNN (DW-KNN)
has been studied by adopting (12) and (13) for the distance
metrics which are enlisted in Table 3, besides non-weighted
KNN (uniform, all y; € D, are weighted equally). The tuning
method’s role herein is to assign the optimal weighting func-
tion (uniform, inverse, or squared inverse) for the reported
distance metrics and the optimal number of neighbors.

3) SUPPORT VECTOR MACHINE (SVM) CLASSIFIER

The SVM is essentially a binary classifier, thus, the number
of classes (IV,), is exactly two [2]. However, the SVM can be
adapted to handle the multi-classification problems using one
of the two most common approaches, namely, One-Versus-
One (OVO) or One-Versus-All (OVA) approach [53], [54].

The principle of operation of SVM depends on the type
of sample data. In the case of samples that are linearly
separable, as illustrated in Fig. 15, there are many possible
separating hyperplanes (or, separators), which can separate
two classes. However, concerning the optimal choice, the
most interesting choice corresponds to one with the largest
possible margin [2]. The margin is completely defined by
finding the Support Vectors where the data points are located
on the boundary of the slab (or, line) [26], [53].

In order to maximize the margin, it needs to minimize the
lw|l = vwTw with the condition that no samples are existing
between the two boundaries (Case 1, hard margin condition).

The SVM is also able to handle the samples that are
not fully linearly separable (Case 2, soft margin condition).
This is carried out by introducing a positive slack variable
& > 0 for V;. The constrained optimization problem for
the separable case (Case 1) will be converted into a new
form by introducing the slack variable using (15) [37], [54].
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The penalty parameter (C), in (15), is a tradeoff between
the margin and the training errors. This, in turn, controls the
under/over-fitting problem.

1 n
o 2 .
Minimize : EHW” +C E i i
Subject to : yiw x; +b) > 1 — & ¥,

15)

where x; and y; are the data point and the class label,
respectively. The w, b, and ||w/|| are the vector normal to the
hyperplane, bias, and the Euclidean norm of w, respectively.

For the data clouds shown in Fig. 15 that are non-linearly
separable input space (Case 3, non-linear classification prob-
lem), instead of utilizing Linear Kernel, given by (16), the
other Kernel functions such as Polynomial or Gaussian Radial
Basis (GRB) which given in (17) and (18), respectively, can
be employed to map the original training instances (x;) to a
higher-dimensional space, where data clouds are more likely
to be linearly separable [37], [40], [54].

Linear Kernel = xiT Xj (16)
Polynomial Kernel = (1 + x} .x;)” (17)
—Ilxi — x;12

GRB Kernel = exp( ) (18)

202

where p denotes the degree for the Polynomial Kernel and the
o indicates the width of the GRB Kernel.

In each module, the linear and non-linear Kernel functions
are investigated. The non-linear Kernel employed are Poly-
nomial (Quadratic and Cubic) and the GRB Kernel. In the
diagnosis module, N.>2. Hence, the SVM is built based on
one of the multi-classification SVM approaches.

The tuning method has been adopted to assign the optimal
approach (OVO or OVA) at each recruited Kernel function.
Also, the tuning method is adopted in each module to assign
the optimal values, namely, penalty parameter for all Kernel
and the width of the GRB Kernel.

C. HYPERPARAMETERS TUNING

The training performance of ML algorithms is directly influ-
enced by their initial hyperparameters tuning phase, which
is a mandatory step in order to achieve an optimally trained
model in a sensible amount of time [55]. There are sev-
eral tuning methods that could be used including Manual
Search [55], Grid Search [56], Random Search [57], and
Bayesian Optimization [58].

Among these methods, Bayesian Optimization (BO) has
been adopted in this study to assign the optimal hyperparame-
ters to the studied classifiers. This method is recognized to be
better than other methods in finding the optimal parameters
in a sensible amount of time, and is efficient in optimizing
black-box functions which are difficult to evaluate [58].

The hyperparameters that will be optimized for the three
studied ML classifiers are given in Table 4. In the BO method,
a probabilistic model of a true objective function f (1) will be
built and used to select the most promising hyperparameters
to evaluate the function f(A). In this study, the optimization
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TABLE 4. Hyperparameters configurations.

Hyperparameters Settings

Classifier Setup Optimize Bounds
DT

Gini Index LB=1
Towing Rule Maximum Number of Splits

Deviance UB=n-1
KNN

Euclidean LB=1
City Block Distance Weighting Functions

Mahalanobis Number of Neighbors

Cosine UB= 7%
SVM

Linear Kernel LB=10"3
Quadratic Kernel ~ Multi-Class Approach - all Kernel

Cubic Kernel Penalty Parameter - all Kernel

GRB Kernel Kernel Width - GRB Kernel UB =103

goal is to find the global optimum (1*) for a black-box func-
tion f, (19), in a minimum number of steps. The searching
range for hyperparameters is specified by the Lower (LB) and
Upper (UB) Bounds, as given by Table 4. The dedicated range
in Table 4 is logarithmically rescaled. The number of samples
ne DTmin'

A* = argmax f()) (19)

reA

where A represents the hyperparameters space, which can
include discrete, continuous, and/or categorical (e.g., dis-
tance weighting functions as in KNN or multi-classification
approach as in SVM) variables. For any arbitrary A € A, the
f(A) can, then, be obtained.

Algorithm 1 Pseudocode for the Bayesian Optimization

Input: Acquisition Function, Stopping Criterion, ¢, f, f ,and A
Output: Optimal Hyperparameter(s)

fort =1,2,3,4,......... ,50 do
Find: A; = argmax f(A|H1—1)
re A

Evaluate: F; = f(A;)
Update: Hi,r = {H1:—1, (As, Fo)}
end for

The BO is an iterative process until a predefined stopping
criterion is reached [55]. The stopping criterion is chosen as
the number of iterations (¢) and is set to 50. The pseudocode
for the Bayesian Optimization algorithm is given in Algo-
rithm 1. The Gaussian Process is used to build the response
surface function (f ). Once the f is estimated, the acquisition
function is computed to find the point where f is maximized.
Among the available acquisition functions [55], [58], the
Expected Improvement function is used in this study. The
f(X) could be the model prediction accuracy or the minimum
Cross-Validation (CV) error of the ML model. The latter will
be used herein to be the true objective function.

The results for the 22 optimized ML models based on the
BO method (i.e., M| to Mpjy) are given in Fig. 16, where
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FIGURE 16. Minimum Cross-Validation (CV) Error of the DT, KNN, and SVM models based on different splitting criteria, distance metrics, and Kernel

functions, respectively during the Bayesian Optimization tuning process.

the vertical axis represents the minimum CV error and the
horizontal axis represents the number of iterations of the BO.
The M to Mg, M7 to M4, and Mis to My represents
the optimal DT, KNN, and SVM models, respectively.

TABLE 5. Confusion Matrix for the multi-classification problem.

Predicted
Class 01 02 Ons
True 61 TPy, (1,1) Eg,0,(1,2) .. Eg,9,,(1, M)
True 62 Eg,0,(2,1) TPy, (2,2) ... Eg,0,,(2, M)
True : : P :
True O  Egyo,(N,1)  Egyo,(N,2) ... TPy, (N, M)

D. CLASSIFICATION METRICS

Among the available evaluation methods [59], the Confusion
Matrix (CM) is used. Whereas, by using CM, many classifi-
cation metrics can be obtained [43], [59].

The CM is a tool for analyzing the performance of binary
and multi-classification problems. It results in a single matrix
(N x N;) which thereby helps the designer to understand
the type of the error and observe the relation between the
classifier outputs (predicated) and true (actual) ones. The
CM employed for measuring the multi-classification per-
formance is illustrated in Table 5. The True Positive (TP)
represents correct predictions at a specific class label and
Errors (E) indicates the misclassified cases. After obtaining
the CM for multi-classification problems, Recall and Preci-
sion can be deduced for a particular class label (@) and the
overall classifier Accuracy from (20) to (22), respectively.
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These equations can be applied for a binary-classification
problem, for this case, where the dimension of the CM
is (2x2).

1) RECALL

Indicates the effectiveness of the classifier to classify Oy
correctly to the total number of samples represents in Oy as
indicated in (20).

CM(N,N
Recallgy, = — T 1) (20)
YN cM(N, M)
2) PRECISION

Represents the proportion of samples in 6y, that are correctly
classified by the classifier to the total number of predictive
samples in 6y as given in (21).

CMM, M)
YNS) CM(V. M)

Precisiongg,) = 2D

3) CLASSIFICATION ACCURACY
Represents the overall effectiveness of the classifier. It can be
deduced from (22).

N CM(N, N)

(22)
N (Ne emN, M)

Accuracy =

where N and M refer to the index of a row and a column,
respectively for CM. The CM (N, M) stands for the number
of samples at class N that are assigned to class M by the
adopted classification method. The diagonal (N = M) of the
CM captures the correct classification decisions.
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TABLE 6. The prediction time given by the designed models.

Detection Prediction  Diagnosis Prediction
Models Time (ms) Models Time (ms)
DT Models DT Models

Gini Index (M) 3.537  Gini Index (My) 4.429
Towing Rule (M2) 3.093  Towing Rule (Ms5) 6.794
Deviance (M3) 3.689  Deviance (Mg) 7.231
KNN Models KNN Models

Euclidean (M) 59.678  Euclidean (M11) 376.681
City Block (M3g) 17.09  City Block (M12) 116.838
Mabhalanobis (Mg) 2976.898  Mahalanobis (M13) 2820.551
Cosine (M19) 3381.214  Cosine (M14) 429.739
SVM Models SVM Models

Linear (M5) 4376  Linear (M1g) 40.502
Quadratic (M 1g) 4.46  Quadratic (Mag) 103.053
Cubic (M17) 6.401  Cubic (Maz1) 230.522
GRB (M3g) 8.043 GRB (Ma2) 183.389

V. QUANTITATIVE EVALUATION OF FAULT CLASSIFIERS
In this section, the performance of detection and diagnosis
modules of the ML models-based are evaluated by using
simulation and experimental case studies.

A. SIMULATION VERIFICATION
Simulation tests are developed with the MATLAB®/
Simulink, as discussed previously, section I'V.

The optimal models (M1 to Ma2) that give minimum
cross-validation error during the BO tuning process as shown
in Fig. 16, they will be tested using the independent test-
ing datasets (D7) to investigate their generalization per-
formance and then define the optimal ML model at each
module. Besides, the prediction time of these models is also
considered, as enlisted in Table 6.

The obtained models are compared in terms of different
aspects as given in Tables 7 to 9. After obtaining the optimal
hyperparameters for the mentioned models, the considered
classifiers are retrained again using these parameters with all
collected datasets (D) for real-world use. The FDD frame-
work has two modules as discussed previously. Based on the
given input variables, the detection module output can either
indicate healthy (Free-Fault) or fault conditions. While, the
diagnosis module output can be AF, MPPT unit failure, LL,
OC, or PS cases.

The most informative metrics to investigate the model per-
formance in classifying the labels are the recall and precision
indices. The recall and precision for each label of the obtained
models are shown in Figs. 17 and 18, respectively.

1) PREDICTION TIME INDEX

The prediction time/speed is an important informative met-
ric in monitoring systems generally, which is indicated
in Table 6 for the designed models. It indicates the
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timing consumed by the model (M) to predict the given
instances (D7es1).

As given in Table 6, the DT models whether designed
for detection or diagnosis give the highest prediction speed
compared to other models in KNN or SVM.

Regarding KNN models, these models showed the lowest
prediction speed. As discussed previously, increasing the
number of neighbors leads to decreasing prediction speed
by KNN models as observed in My based on the Cosine
distance metric. Whereas, the number of neighbors of this
model is high, it is set by 2698 according to the adopted
tuning method. On the other hand, Mg and M3 based on
the Mahalanobis distance metric show the worst prediction
speed regardless of their number of neighbors. To sum up, the
number of neighbors besides the employed distance metric
highly affects the prediction speed.
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TABLE 7. The obtained DT models based on different splitting criteria.

The DT Models Based on the CART algorithm

Fault Detection Module Based on DT Models

Fault Diagnosis Module Based on DT Models

Gini Index  Towing Rule Deviance Gini Index  Towing Rule Deviance

Model Index My Mo Ms My Ms Me
Consumed Time (s) 44.469 47.204 43.899 53.677 61.182 54.827
Qpimizec Splits 30 30 25 590 578 624
Total Number of Nodes 61 61 51 1181 1157 1249
Number of Leaves 31 31 26 591 579 625
Tree Depth (root — fariest leaf node) 9 9 11 28 31 32
CV Accuracy (%) 99.37 99.55 99.68 82.95 83.08 83.70
CV Misclassified Cost 57 41 29 1500 1488 1434
Test Accuracy (%) 99.73 99.73 99.79 85.30 85.68 85.68
Test Misclassified Cost 13 13 10 696 678 678
CV-Accuracy on all Datasets (%) 99.51 99.67 99.68 85.89 86.41 86.80
CV-Misclassified Cost on all Datasets 68 46 44 1909 1839 1786

TABLE 8. The obtained KNN models based on different distance metrics.

The KNN (DW-KNN) Models

Fault Detection Module Based on The KNN Models

Fault Diagnosis Module Based on The KNN Models

Euclidean  City Block  Mahalanobis Cosine Euclidean  City Block  Mahalanobis Cosine
Model Index Mz Mg My Mo M Maz Mas May
Consumed Time (s) 96.402 84.058 667.16 701.39 118.33 118.46 659.51 191.3
Opt_imi_zed Distar_lce Squared Squared Squared Squared Squared Squared Uniform Inverse
Weighting Function Inverse Inverse Inverse Inverse Inverse Inverse
Optimized
Number of Neighbors 10 4 11 2698 352 65 18 80
CV Accuracy (%) 98.30 98.96 98.77 97.74 74.44 78.21 75.16 72.75
CV Misclassified Cost 155 95 112 207 2249 1917 2185 2397
Test Accuracy (%) 98.60 99.29 99.04 97.85 73.61 78.15 73.86 71.81
Test Misclassified Cost 69 35 47 106 1250 1035 1238 1335
CV-Accuracy on all Datasets (%) 98.9 99.5 99.3 98.0 7491 80.12 73.12 73.47
CV-Misclassified Cost on all Datasets 159 74 104 276 3396 2690 3625 3590

2) FAULT DETECTION MODULE

The detection models attain high detection accuracy. This can
be notable from the recall and precision indices, as shown in
Figs. 17 and 18, respectively.

In the Detection based DT, among three splitting criteria,
as given in Table 7. The M3 based on Deviance achieves a
high detection accuracy of 99.79% using the test data.

In the Detection based KNN, four models attained based
on different distance metrics, as illustrated in Table 8. Based
on Table 8, the City Block metric Mg achieves high detec-
tion accuracy of 99.29% using the test data.

In the Detection based SVM, three models based different
Kernel functions out of four functions as illustrated in Table 9,
achieve the same high detection accuracy of 100% using the
test data, namely, the Quadratic M4, Cubic M7, and GRB
Mg Kernel. According to Figs. 17 and 18, the M6, M7,
and Mg have high detection accuracies in comparison to all
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detection models either in the DT, KNN, or SVM. Therefore,
the final model in the detection module can be one of them.
Nevertheless, M7 is preferably employed as the module
since its prediction speed is higher than M3, as illustrated in
Table 6, and it has a high cross-validation accuracy compared
to M, as given in Table 9.

3) FAULT DIAGNOSIS MODULE
The setups of the classifiers applied in detection will be
investigated also in the diagnosis module.

In the Diagnosis based DT, the Gini Index M4 gives less
diagnostic accuracy than Towing Rule Mjs and Deviance
M. The M5 and Mg have similar diagnostic accuracy of
85.68% on the test data, however, Mj is preferable than
M. Although the former model has a low cross-validation
accuracy compared to Mg, the number of its nodes is less,
as given in Table 7, which simplifies its practical application.
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TABLE 9. The obtained SVM models based on different Kernel functions.

Fault Detection Module Based on The SVM Models

Fault Diagnosis Module Based on The SVM Models

The SVM Models

Linear Quadratic Cubic GRB Linear Quadratic Cubic GRB
Model Index Mis Mg Mz Mg Mg Moo Moy Moa
Consumed Time (s) 6395.4 71741 2993.5 418.78 16564 24700 13640000 13472
gg’rf:{t‘iyzg‘;rameter 510.2906 25.757 15396 655.7566 8.5597 62949 0055898 978.587
Optimized Not Not Not 1.9844 Not Not Not 11865
Kernel Width Applicable  Applicable ~ Applicable Applicable  Applicable  Applicable
&T;?gfis Approach Ap;\lliztable Apg\lli?:table Ap;\lli(():;ble Ap;\lli?:;ble ovo ovo OVA ovo
Number of Binary SVM C'Ls 1 1 1 1 10 10 5 10
CV Accuracy (%) 99.97 99.97 99.98 99.98 76.24 82.64 82.49 89.37
CV Misclassified Cost 2 2 1 1 2090 1527 1540 935
Test Accuracy (%) 99.97 100 100 100 75.38 81.73 82.41 89.84
Test Misclassified Cost 1 - - - 1166 865 833 481
CV-Accuracy on all Datasets (%) 99.95 99.97 99.99 99.99 76.04 81.81 82.80 90.59
CV-Misclassified Cost on all Datasets 6 3 1 1 3243 2461 2327 1273

In the Diagnosis based KNN, as illustrated in Table 8, the
City Block metric M2 achieves high diagnostic accuracy
of 78.15% using the test data compared to all KNN models
for diagnostic. The data structure, number of neighbors, and
distance metric impose the most appropriate weighting func-
tion to be applied. Hence, the squared inverse has been set as
the most appropriate weighting function to all detection KNN
models according to the BO. However, the weighting function
applied with distance metrics in diagnosis models KNN based
has differed. As, the Mahalanobis M 3 and the Cosine M4
metric, which are based on uniform and inverse functions,
respectively. This indicates the importance of tuning and
advanced setup as well. As shown in Figs. 17 and 18, the KNN
models, either designed for detection or diagnosis modules,
are not suitable to the FDD framework. Whereas, their recall
and precision indices show a high misclassification cost com-
pared to DT and SVM models.

In the Diagnosis based SVM, the GRB Kernel M2
achieves the highest diagnostic accuracy of 89.84% using the
test data compared to all diagnostic models whether in DT,
KNN, or SVM, as shown in Figs. 17 and 18. Hence, it is
promoted to be the final model in the diagnosis module. The
most effective multi-classification approach during the tuning
phase is OVO for all Kernel functions except for Mj; with
Cubic Kernel which is based on the OVA approach.

4) FAULT CLASSES

Increasing the number of classes in the classifier(s) may lead
to an increasing the possibility of a misclassification cost.
Hence, in this study, two separate modules have been intro-
duced to enhance the integrity of the fault modules, which can
be notable from the obtained results. It may be noted that with
two-class classification, the attained accuracies for the detec-
tion models are more than 90%. However, the performance
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reduces as the number of classes increases as illustrated by
the diagnostic models, where the number of labels is more
than 2.
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FIGURE 19. The CM for the worst diagnostic model, KNN (A114).

The misclassification rates of the diagnostic models can
be interpreted by inspecting the recall and precision indices
given in Figs. 17 and 18, respectively. It is observed that, the
AF and OC fault cases show the lowest recall and precision
percentages among all fault cases. This is simply because
there are many similar scenarios between these two fault
cases, which can also be observed by the CM associated with
the worst M4 and the optimal Moo diagnostic model,
as shown in Figs. 19 and 20, respectively. Similarly, there
is also a large similarity between LL fault and PS case.
In contrast to all fault cases, the MPPT unit failure case shows
the highest true classification rate. This can be interpreted by
Fig. 11, since, there is no overlapping between this fault case
and other faulty cases in voltage and/or gamma values.
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FIGURE 20. The CM for the optimal diagnostic model, SVM (M 52).

FIGURE 21. Experimental setup: 1) PV array, 2) reference PV module,
3) and 4) weather station transmitter and receiver appliances,

respectively (for reference only), 5) data station, 6) fault impedance,
7) PV combiner and sensing circuit, 8) microcontroller board, 9) drive
circuit, 10) power circuit, 11) boost converter, 12) DC-electronic load.

B. EXPERIMENTAL VERIFICATION
Experimental tests are developed to investigate the perfor-
mance of the DT, KNN, and SVM practically.

Fig. 21 illustrates the prototype PV system implemented
in this study. It consists of a PV array (m; =3 x n, = 3),
aDC-DC boost converter with an MPPT programmed
with Perturb and Observe algorithm, and a DC-electronic
load. The main experimental setup parameters are given in
Table 10. A 100 V DC-DC boost converter is designed
according to the operating characteristics of the PV array. The
experimental system is not grounded. So, two OCPDs at each
string have been installed, as discussed previously. However,
itis noted that none of the tested faults have succeeded to melt
any fuse.

The required attributes, namely, PV array voltage and cur-
rent, solar irradiance, temperature are extracted and analyzed
via the data station. These variables are extracted using a
microcontroller board based on the ATmega328P (Arduino

VOLUME 9, 2021

TABLE 10. Experimental setup.

Device Parameter
Polycrystalline Silicon 20 W,

PV Module Vo —m3v Vo C =18V

ISrC—122A I =111A

Fuse Threshold > 1.5615 - =2 A

scs

DC-Electronic Load Model: KUNKIN - KP184

TABLE 11. Experimental results for the detection and diagnosis models
using the considered classifiers.

Detection Test  Diagnosis Test
Models Accuracy (%) Models Accuracy (%)
DT Models DT Models

Gini Index 98.31  Gini Index 83.37
Towing Rule 98.31 Towing Rule 85.89
Deviance 99.15  Deviance 86.14
KNN Models KNN Models

Euclidean 95.58  Euclidean 76.57
City Block 96.00  City Block 80.10
Mahalanobis 96.00  Mahalanobis 76.57
Cosine 9243  Cosine 75.31
SVM Models SVM Models

Linear 99.36  Linear 85.64
Quadratic 99.57  Quadratic 87.65
Cubic 99.78  Cubic 87.90
GRB 99.57 GRB 88.16

TABLE 12. The recall and precision indices for SYM-based on Cubic
Kernel for detection and GRB Kernel for diagnosis module.

Class
Index (%)
Normal Fault AF MPPT LL ocC PS
Recall 78/79  397/397 64/80 70/79  68/80 72/79 76/79

Precision 78/78  397/398 64/83 70/70  68/78 72/85 76/81

UNO) and the MATLAB®/Simulink platform. As shown
in Fig. 21, the reference module used to obtain the inci-
dent solar irradiance and temperature has been placed in the
same location and position as other modules in the array.
Also, it has identical electrical specifications as the working
modules.

Total 1362 faults were collected under both clear and
cloudy days. Each class (Free-Fault, AF, LL, OC, PS, MPPT
unit failure) has 227 instances. The considered faults are
recorded at a 5 kHz sampling frequency. The hybrid faults
also have been considered in practice for all permanent faults.
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TABLE 13. Analyzing the similarities and differences between the final FDD algorithm framework and methods in [18], [21], [23], [26], and [27].

Case

Hybrid Faults

Low-Irradiation

Study Framework Method Objective Consideration Consideration Input Data
Proposed Detection SVM-Cubic Free-Fault, AF, LL, OC,  All permanent faults v G.T.V and I
Algorithm  Diagnosis SVM-GRB  PS,and MPPT Failure ~ considered with PS 4> VP, andlpy
Detection DT-Entropy Free-Fault, LL, OC, and ) . Vpv,Ipy,time, Voo, .. I3,
[18] Diagnosis DT-Entropy PS Not Focused Not Focused and (T": module & ambient)
Detection
[21] Diagnosis PNN Free-Fault and LL Not Focused Not Focused G, T,Vpy,and Ipy
(23] gf;gﬁggg GBSSL Free-Fault, LL, and OC Not Focused v Ve, Ipy. Vi, and I%,,
. . MSD with Considering a subset
[26] Diagnosis SVM Free-Fault and LL of scenarios v Vpy and Ipy
[27] Diagnosis CNN through  Free-Fault, AF, LL, OC, Considering only v G, T,Vpv,Ipv, Voe, Isc, and

2D scalograms  and PS

LL and OC faults

boost output voltage and current

Different values from Rar and Ry, enlisted in Table 2 are
tested to generate instances for LL and AF, respectively.
The setups used to attain the models (M; to Mjy) have
been adopted to obtain these models in practice as well.
Table 11 gives the experimental results using all consid-
ered classifiers and their setups. These models have been
trained and tested with 65% and 35% of the collected data,
respectively.

As given in Table 11, the detection and diagnosis models
based on DT and SVM show high detection and diagnostic
accuracy compared to all KNN models, which fully complies
with the simulation study. It is observed that the SVM based
on Cubic and GRB Kernel testified an excellent detection
and diagnostic accuracy of 99.78% and 88.16%, respectively
among all attained models using experimental test data. Also,
these setups for the SVM classifier gave the best performance
in a simulation study as well. The recall and precision indices
in each class label (fault case) of the optimal SVM models are
given in Table 12.

C. COMPARISON WITH OTHER METHODS

Based on the previous simulation and experimental
verification, the SVM based on Cubic and GRB Kernel
testified the most suitable models for discriminating and
distinguishing between the considered faults in both carried
out studies.

The final FDD framework is compared with five methods
that have been introduced in the available literature, namely,
DT based on entropy splitting criterion [18], Probabilistic
Neural Network (PNN) [21], Graph-Based Semi-Supervised
Learning (GBSSL) [23], Multi-Resolution Signal Decompo-
sition (MSD) with SVM [26], Convolutional Neural Net-
work (CNN) through two-dimensional (2D) scalograms [27].
The comparison is carried out based on multiple qualitative
aspects, as depicted in Table 13. This comparison highlights
the main merits of the proposed FDD algorithm in reducing
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the number of required sensors, while focusing on different
fault cases and scenarios. Upon screening Table 13, the [27]
has focused on the same fault cases considered in this study
except MPPT failure case and AF with shading scenarios.
Hence, for a fair quantitative comparison, the final framework
is compared with [27]. In the final framework, the SVM based
on Cubic Kernel shows a high detection accuracy of 100%
(simulation) and 99.78% (experimental), while a diagnostic
accuracy of 89.84% (simulation) and 88.16% (experimental)
has been accomplished by the SVM based on GRB Kernel
on test datasets. While in [27], the diagnostic accuracy is
73.53% (simulation). It is observed that the final framework
outperforms [27] in classifying similar fault cases. Further-
more, it has a reasonable application cost and can be adapted
to be employed in large-scale PV systems.

VI. CONCLUSION

This paper introduced a fault detection and diagnosis algo-
rithm for PV array, which is able to discriminate different
fault types, namely, AF, LL, OC, MPPT unit failure, and
PS under a wide range of unexpected scenarios. A compar-
ative case study was carried out between three supervised
ML classifiers, namely, DT, KNN, and SVM under different
setups each. Based on this study, 11 ML models have been
designed for the detection and another 11 models for the
diagnosis module. These models have been obtained based
on both simulation and experimental results. Multiple per-
formance indices, namely, prediction speed, test and cross-
validation accuracy, and recall and precision accuracy have
been involved to define the most suitable model in each
fault module. It was noted that by defining the suitable
attributes given to the FDD framework and by adopting the
proper hyperparameters when tuning the fault module-based
ML models, the fault modules yielded the best performance
for the detection and diagnosis of the considered PV array
faults. Among these models, the SVM model based on Cubic
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and GRB Kernel show an excellent detection and diagnosis
performance, respectively, which is verified based on both
simulations and experiments.
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