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ABSTRACT As a common malignant disease, brain tumor has high mortality. The automatic segmentation
of brain tumor has significance for clinical diagnosis and surgery treatment. With the development of deep
learning, CNN (Convolutional Neural Network) achieves remarkable performance in image processing and
computer vision. Researchers have proposed a large number of CNN-based segmentation models such as
FCN (Fully Convolutional Network) and Unet from the perspective of network architecture, loss function
and attention mechanism. However, most of them are based on the traditional pooling operations such
as average pooling and maximum pooling, which will lead to the loss of significant features or average
features. Especially in brain tumor segmentation, tissues are usually quite small, so feature losing is more
serious. More importantly, the fixed pooling patterns such as maximum pooling and average pooling, which
cannot accommodate to varying data, may not be able to accurately express their features in down-sampling.
In this study, we first unify maximum pooling and average pooling, and then propose a novel generalized
pooling (GP) method with adaptive weights. This is the first work to improve models from the perspective of
pooling operations for brain tumor segmentation. The experimental results show that our generalized pooling
method is effective to segment brain tumors, outperforming the traditional pooling methods.

INDEX TERMS Average pooling, brain tumor segmentation, convolutional neural network, generalized

pooling, maximum pooling.

I. INTRODUCTION

Brain tumor is a common disease of nervous system with
higher death rate [1]. The segmentation of brain tumor
is not only conducive to its early detection, but also
important for locating its position and tissues before surgery
treatment. So brain tumor segmentation has been a research
hotspot in medical image analysis, which utilizes semantic
segmentation technologies in computer vision to achieve
automatic segmentation for medical images of brains such as
MR (Magnetic Resonance) images.

Here brain tumor segmentation is described as the pixel-
wise classification for the MR images of a brain, which
assigns an identical category label to the pixels belonging
to the same tissue of the brain while assigning different
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category labels for the pixels of various tissues. Formally,
given the H x W MR image of a brain (H and W are
respectively the height and width of the image), brain tumor
segmentation returns a mapping X — O, where X =
{x1,x2, -+, xgxw]} is the collection of pixels in the image
and O = {01,02,03,...0,} is the collection of tissue
categories of the brain (n is the number of categories).

With the development of deep learning, CNN is widely
used in brain tumor segmentation due to its good capability
of image processing [2]-[7], which integrates feature extrac-
tion with segmentation not needing hand-crafted features.
At present, the typical CNN models, which are successfully
applied in brain tumor segmentation, are FCN (Fully
Convolutional Network) [8] and Unet [9]. Unlike plain
CNN models, FCN without FC (Fully Connected) layers
can be fed an image with arbitrary size and up-samples
on the feature map from the last convolution layer by
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deconvolution operation to recover the original size of the
input image and predict the category of each pixel. So FCN
can implement pixel-wise classification tasks including brain
tumor segmentation. However, FCN executes up-sampling
only once, so the obtained feature map is not accurate enough.
Unet is a powerful variant of FCN, which is comprised of
an encoder and a decoder. The encoder extracts the feature
of an input image from lower layers to higher layers by
multiple convolution and down-sampling operations, and the
decoder is to recover the original resolution of the input
image by multiple up-sampling operations during which
the features are fused with those of down-sampling with
the same resolutions to provide accurate segmentation. The
excellent semantic segmentation effect of Unet inspires
many researchers to study on Unet-like networks and many
variants have been proposed from the perspective of network
architecture, loss function and attention mechanism to further
enhance segmentation performance. More details will be
discussed in Section 2. In 2020, Hou ef al. [10] proposed
a strip pooling method to improve the segmentation effect
of strip objects. This is the first time to improve from the
perspective of pooling operation. However, strip pooling
is not applicable to brain tumor segmentation because of
roughly circular brain tumor tissues. In this paper, we propose
a novel pooling method to improve segmentation perfor-
mance according to the characteristics of brain tumor tissues.
In CNN models including FCN and Unet, a convolution layer
is often followed by a pooling layer, which helps to decrease
dimensions to avoid over-fitting and increase receptive fields
while strengthening robustness for some disturbance. The
commonly used pooling methods are maximum pooling
and average pooling. Maximum pooling extracts the most
significant feature within a pooling kernel by selecting the
maximal value in the kernel while ignoring other features.
Average pooling extracts the average feature by calculating
the mean value of the pooling kernel while weakening the
extremum in the kernel and leading to the loss of significant
feature. So, both maximum pooling and average pooling
have their respective drawbacks. On the other hand, each
of the two pooling methods applies to different situations.
However, in practical applications, a pooling layer may be
fed various input images or feature maps without fixed
distributions. The fixed pooling patterns such as maximum
pooling or average pooling, which cannot accommodate to
varying data, may not be able to accurately express the
features of down-sampling. Specially, compared with general
image semantic segmentation tasks, the objects of brain
tumor segmentation are usually quite small, so it is necessary
to decrease feature losing as far as possible during down-
sampling. To this end, we unify the expressions of maximum
pooling and average pooling. Moreover, we propose a novel
generalized pooling (GP) method, where the weights in a
pooling kernel are adaptively calculated conditioned on the
input MR images or feature maps to extract more valuable
features during down-sampling and improve segmentation
performance.
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In this study, we first investigate the problems of the
traditional pooling methods in brain tumor segmentation
by analyzing their forward and back propagations. Then
we unify the expressions of maximum pooling and average
pooling and propose a novel generalized pooling (GP)
method with adaptive pooling weights for brain tumor
segmentation. Thus one does not have to choose either
maximum pooling or average pooling for down-sampling
in CNN models. To the best of our knowledge, this is the
first work to unify these two pooling operations and present
a generalized pooling for down-sampling, which makes
pooling have diversified expressions conditioned on input
images or feature maps. Experimental results on BraTS18 and
BraTS19 datasets validate the effectiveness of GP for brain
tumor segmentation.

The rest of this paper is organized as follows.
Section 2 summarizes the related work on brain tumor
segmentation. Section 3 analyzes the problems of the
traditional pooling methods through their forward and
back propagations. Section 4 unifies the traditional pooling
expressions and presents our generalized pooling method.
Section 5 discusses experimental results. In Section 6,
we conclude this paper and introduce the future work.

Il. RELATED WORK

With the development of deep learning, CNN has achieved
remarkable performance in image processing and computer
vision because of its sparse connectivity and weight sharing.
It is also widely used in medical image analysis including
brain tumor segmentation. In view of the relationship between
pooling operations and CNN, next we will discuss the CNN-
based related work on brain tumor segmentation.

Reference [2] is an earlier work which directly applied
CNN to brain tumor segmentation. Pereira et al. [3] employed
small convolutional kernels to construct a deep CNN for
brain tumor segmentation, which won the second place in
BRATS 2015 Challenge. Long et al. [8] proposed FCN (Fully
Convolutional Networks) making brain tumor segmentation
take a leap, which substitutes deconvolution for the fully
connected layers of CNN to directly output segmentation
mask with the same size as the original input by up-sampling.
Because of the good segmentation capability of FCN,
some researchers presented its various variants to further
improve segmentation performance. Shen ez al. [11] proposed
a tree-structured, multi-task FCN model for brain tumor
segmentation. In the same year, Shen et al. [12] introduced
a boundary-aware FCN to jointly learn boundary and region
tasks in brain tumor segmentation. Jesson and Arbel [13]
introduced a 3D FCN architecture with a multiscale loss
function to combine higher resolution features with the initial
segmentation at a lower resolution.

Another breakthrough of brain tumor segmentation is the
advent of Unet [9] due to its high-efficiency and good
segmentation performance with fewer training images, which
is also known as a variant of FCN. It contains a contracting
path for extracting features and a symmetric expanding path
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for up-sampling to form a U-shaped architecture. Based
on Unet, researchers developed a large collection of vari-
ants [14]-[31] to further improve segmentation performance.
For example, Milletari et al. [14] presented V-net, which is
the 3D version of Unet, to process 3D data. Chaurasia and
Culurciello [16] introduced residual connection into Unet and
proposed LinkNet. Zhou et al. further proposed Unet++ [21]
to dynamically adjust the depth of the network for different
segmentation tasks. Cao et al. [25] extended DenseNet to
Unet to improve segmentation performance. Huang et al. [30]
proposed a group cross-channel attention (GCA) module on
the basis of Unet to focus on the significant feature groups and
channels, and introduced a detail recovering path to recover
the fine details of brain tumors. Nguyen er al. [31] used
Attention U-Net architecture to handle the shape variation for
brain tumor segmentation and proposed a new loss function
based on active contour loss to overcome the limitation of
pixel-wise fitting of the segmentation map on the traditional
loss functions.

Although researchers have proposed a large number of
models for brain tumor segmentation, most of them presented
novel ideas from network architecture, loss function and
attention mechanism. In 2020, Hou et al. [10] proposed a strip
pooling method to improve the segmentation effect of strip
objects. This is the first work to improve from the perspective
of pooling operation. However, strip pooling is not applicable
to brain tumor segmentation because of roughly circular brain
tumor tissues. In this study, we present a generalized pooling
method for brain tumor segmentation. To the best of our
knowledge, this is the first work to improve the models of
segmenting brain tumors from pooling operation.

Ill. ANALYSIS OF THE TRADITIONAL POOLING
OPERATIONS
Here, we analyze the problems of maximum pooling and
average pooling in brain tumor segmentation through their
forward and back propagations.

Maximum pooling selects the maximal value within
a pooling kernel as the pooling result. Without loss of
generality, we assume that pooling stride is 1. Given anm x n
feature map or input image X = {x11,x12,...,Xmn} and a
p X g pooling kernel x,, ~ Xujp—1v4+g-1 (1= u < m-p,
1< v < n-q), where x;; (1< i < m, 1< j < n) is the pixel
value at Row i and Column j in X, the maximum pooling
function over X can be described as.

max (xu+r vs)s (D
0<r<p—

0<s<g— 1

Yuy =

where y,, (1< u <m-p, 1< v <n-q) is the pooling result
within the pooling kernel.

By Eq.1, maximum pooling only keeps the maximal value
within a pooling kernel while ignoring other information
during down-sampling. This will lead to bad up-sampling
results in semantic segmentation models such as FCN and
Unet.
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Next we analyze the back propagation of maximum
pooling. If the maximum pooling result over X is denoted by
the matrix Y with size g x h and error calculated through
forward propagation is e,

~ de de de ]
ayir - Iy 3y1n
de de de
de —_— —_— oo —_—
Ve(Y)=— = | dya1  dy» Wy |. (2
dy . . . .
B'e a'e a'e
L aygl 8)’g2 a)’gh _

For any one element x,/y(u </ <u+p—1,v <V <
v+ g — 1) within the pooling kernel x,, ~ Xy4p—1,v4g—1 (1 <
u < m-p, 1 <v < n-q), by the chain rule, we have

—1h-1

de g de By,]
= 3)

0xyy ; JX(; aylj 0xyv

where
3y L xyy = 0<’:l<al)f (Xutr,v+s)
m = O<s<q 1 (4)
wy 0, otherwise.
By Eq. 3 and Eq. 4, we have
de ( )
de _ a)’ij’ Xwy = 0<”£1<a;f_ Xutr,v+s )
Xy 0<s<g—1
0, otherwise.

From Eq. 5, during back propagation of maximum pooling,
the gradient is transmitted to only one pixel in a pooling
kernel. If the pixel values in the pooling kernel are close to
each other, singularity will occur during back propagation.
This will influence the up-sampling results of the pixels
around the maximal value, and the feature map derived by
up-sampling will contain much noise.

Average pooling calculates the mean value of the p x g
pooling kernel x,, ~ Xyyp—1,+¢—1 as the pooling result,
as shown in Eq. 6.

p—1qg-—1

Yuww = ——— Z qu+r Vts- (6)

px qusO

For any one element x,,,, in the pooling kernel, its gradient
is
—1h—1

Z Z de ayl] i 1 de (7)
8xuv —0 j=0 ayij 0xyy p X q 8)’1']'.

From Eq. 7, the gradient of back propagation in average
pooling is transmitted to each pixel equally. For a pooling
kernel containing one obvious maximal value, average
pooling will weaken the maximal value, which may be the
key part in segmentation.

In summary, maximum pooling and average pooling have
their respective issues. However, they have one common
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FIGURE 1. The grey level distributions of four modals from one slice.
(a) shows the four modals including Flair, T1, T1ce and T2. (b) shows the
grey level distribution of each modal.

drawback: their pooling patterns are fixed for various inputs
or different pooling kernels over one input although they
respectively adapt to different situations, not accommodating
to varying data. Once some pooling operation is selected,
it will be used over all inputs leading to inaccurate feature
extraction. Figure 1 shows the grey level distributions of
four modals of one slice (No. BraTS19_CBICA_AOS_1_85)
from BraTS19 dataset [32], including Flair, T1, Tlce and
T2. We can see that the grey level distribution of each
modal is extremely uneven. This means that the pixel value
distributions of various pooling kernels even over one input
may be different, which needs more flexible pooling pattern
to adapt to varying data.

IV. GENERALIZED POOLING OPERATION
In this study, we first unify the expressions of maximum
pooling and average pooling, and then we propose a
novel generalized pooling method to extract more valuable
features during down-sampling and improve segmentation
performance.

Given a p x g pooling kernel, we denote it by a matrix Z
for simplicity, as shown in Eq. 8.

211 <12 o Zlg
w1 22t 2y

Z=\ . ) ) . 3
pl p2 te 2pq

For average pooling, the pooling result y is
_artzzizt g

pxq
1 1
= zn+ 2+t
pxq pxq pPxq
The result of maximum pooling y within the pooling kernel
Z can be expressed as

Zpq ©

y=o11 X211 +a12 X212+ -+ pg X Zpg
=1, 2y =max(Z)
a =0,

otherwise
where max(Z) expresses the maximal value within the
pooling kernel Z.

I<r=<pl1=<s=<g,

(10)
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From Eq. 9 and Eq. 10, we can see that the essence of
pooling operations is to find the weighted sum of all elements
within a pooling kernel, but the weights are different in differ-
ent pooling ways. In average pooling, the weights are spread
evenly within the pooling kernel. In maximum pooling, the
weight 1 is assigned to the maximal value in the pooling
kernel and the weights of the remaining elements are all zero.
Here, we unify maximum pooling and average pooling and
present a generalized pooling way, as shown in Eq. 11.

P q
y= E E Qs * Zrs
r=1 s=1

0 <oy <1and ZI:ZI Zzzl o =1 (11)

Then we can get the gradient of any one element z,/,/(1 <
u' < p,1 <V < q) within the pooling kernel Z during back
propagation as follows

g—1h—1

de ZZZ Beﬂza_e'aw, (12)

0z i=0 j=0 ayy' 0z ayi]

From Eq. 12, we can see that the error is assigned to each
element according to its corresponding weight.

In brain tumor segmentation, we utilize this pooling way
to avoid compulsorily employing either maximum pooling or
average pooling and resulting in the loss of average features
or significant features. Moreover, we adaptively generate the
weights of the elements within a pooling kernel based on
their distribution to decide the most suitable pooling pattern
for the current input data. In this way, significant features
can be highlighted while other information is not lost during
down-sampling. In order to keep average features while not
losing significant features, for a p x g pooling kernel, we first
assign an average initial weight «g to each element within the
pooling kernel, as shown in Eq. 13,

1

pxq
and set the mean value z of the elements within the pooling
kernel as a baseline, as shown in Eq. 14,

Dot Doemt Zr
pxq
And then we adjust the weight of each element based on
its distance from the baseline to highlight significant features,
as shown in Eq. 15.

(13)

(200]

(14)

7=

er - Z

15)

oy = o+ g - -
max |zprg — 2|

where «, is the weight of the element z,5 (1< r <p, 1< s <
q)

Theorem 1: For Vr, ssuchthat 1< r <pand 1< s < q, oss
calculated by Eq. 15 meets the requirement of our generalized
pooling, i.e., 0< a5 <1 and er]:l ZZZI oy = 1.

Proof: Let’s prove 0< «,; <1 first. For Vr, s such that
I<r <pand1<s <gq,wehave

s — 2 < max lzprg — 2. (16)

1<r'<p,1=<s'<q
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So,

1< Irs — 2 _ < (17)
max |zps — 2

By Eq. 13, Eq. 15 and Eq. 17,

0 < ay = ap(l + i

max |zp7s — Z|

sa(l+1)= (18)

pxq
Because p and ¢ are the length and width of the pooling

kernel, p x g >2. So 0< oy <I.
Then we prove > _ 3% | a,y = 1. By Eq. 14,

P q -
Do > s xg=0 (19)
By Eq. 13,Eq. 15 and Eq. 19,

Z = Z —
r=1 s=1 s
Lrs Z

P q
= E E ao(l + —
r=1 s=1 max |z — Z|
1<r'<p,1<s'<q
P q -
r—1 Qg1 Zrs — (P X q)
max |zrs — 2

=appxq) =1 (20)

O
The pooling algorithm with stride # based on GP is shown
in Algorithm 1.

=ao(p x g+

Algorithm 1 Pooling Algorithm Based on GP

Input: an input feature map or image X, pooling kernel size p x ¢, stride ¢
Output: pooling result, i.e., a g x & feature map Y

1. Set the initial weight « for each element of X according to Eq. 13
2.fori=0tog-1

3. forj=0toh-1

4, Initialize sum = 0;

5. for r =0 to p-1

6. for s =0to g-1

7. SUM = SUMAX (5 f4r)(jx 1 +5)
8. end for

9. end for

10.  Find the mean value within the pooling kernel z = sum/(p x q);
11. forr =0top-1

12. for s =0tog-1 -
Mixt+r)(jxt+s) %

13. Update the weight oy s = ag+apg- - . —
0r <p oy <qur Tt i)

14. end for

15. end for

p—1 —g—1

16, yij =D 0 Dm0 ¥rys  Xixt-+r)(ixt+s)

17.  end for

18. end for

19. Return Y

From Algorithm 1, we can see that each element in a
pooling kernel contributes to the corresponding pooling result
and the elements with larger distances from the baseline
contribute more. So, in this way, GP can highlight significant
features due to their larger weights while not losing other
information. The experimental results in Section V validate
this point.
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FIGURE 2. True brain tumor region and predicted brain tumor region. The
blue part T; is true brain tumor region, and the remaining part T, except
T, is the normal region. The red part P, is the predicted brain tumor
region, and the remaining part Py except P, is the predicted normal
region.

TABLE 1. Comparisons on Dice (Brats18).

WT-Dice' TC-Dicet ET-Dicel
FCNS8s 0.8084 0.7584 0.6806
FCN8s_GP 0.8314 0.7649 0.7219
improve 2.30%1 0.65%1 4.13%1
Unet 0.8245 0.7921 0.7209
Unet GP 0.8347 0.8233 0.7534
improve 1.02%1 3.12%1 3.25%1
Unet++ 0.8099 0.5720 0.7069
Unet++_GP 0.8396 0.6594 0.7341
improve 2.97%1 8.74%1 2.72%1

V. EXPERIMENTS

A. EXPERIMENTAL SETUP

The experiments are implemented on a computer with an
Intel® Core® 19-9900k CPU and a NVIDIA GeForce RTX
2080Ti GPU. We adopt Adam optimizer based on Pytorch to
train network models, and the initial learning rate and decay
rate are set to 0.0001 and 0.9 respectively.

B. DATASETS AND EVALUATION INDICATORS

We conduct the experiments on BraTS18! [32]-[34] and
BraTS19? [32]-[34] datasets, which respectively contain
8952 and 11298 training images, 2888 and 2093 testing
images, 2238 and 2825 validating images.

The indicators including Dice, PPV and Sensitivity are
used to evaluate our method, which are popular in BraTS
Challenge. We illustrate the indicators in Figure 2, where the
blue part 77 indicates the true brain tumor region and the
remaining part Ty except 77 is the normal region. The red
part P; indicates the predicted brain tumor region, and the
remaining part Py except P is the predicted normal region.
The samples in Py N T are positive samples and predicted
to be positive samples, denoted by TP (True Positive). The
samples in Py N Ty are negative samples and predicted to
be negative samples, denoted by TN (True Negative). The
samples in P; — P; N T are negative samples but predicted
to be positive samples, denoted by FP (False Positive). The

1 https://www.med.upenn.edu/sbia/brats2018/data.html
2https://Www.med.upenn.edu/cbica/bratsZO19/data.html
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TABLE 2. Comparisons on Dice (Brats19).

TABLE 5. Comparisons on Sensitivity (Brats18).

WT-Dicet TC-Dicet ET-Dicet
FCN8s 0.8284 0.8528 0.7453
FCN8s_GP 0.8456 0.8634 0.7715
improve 1.72%1 1.06%1 2.62%
Unet 0.8192 0.8215 0.7651
Unet_GP 0.8435 0.8736 0.7864
improve 2.43%1 521%1 2.13%1
Unet++ 0.8424 0.7090 0.7893
Unet++ GP 0.8764 0.7465 0.7926
improve 3.40%71 3.75%1 0.33%1
TABLE 3. Comparisons on PPV (Brats18).
WT-PPVT TC-PPVT ET-PPV?
FCNS8s 0.8522 0.8565 0.7435
FCN8s_GP 0.8644 0.8751 0.7645
improve 0.62%1 1.86%1 2.10%1
Unet 0.8644 0.8698 0.7737
Unet_GP 0.8769 0.8733 0.7769
improve 1.25%1 0.35%1 0.32%1
Unet++ 0.9074 0.6339 0.7975
Unet++ GP 0.9175 0.6564 0.8175
improve 1.01%1 2.25%1 2.00%1
TABLE 4. Comparisons on PPV (Brats19).
WT-PPVT TC-PPVT ET-PPV?
FCN8s 0.8661 0.8646 0.7708
FCN8s_GP 0.8964 0.8931 0.7724
improve 3.03%1 2.85%1 0.16%1
Unet 0.8561 0.8533 0.7745
Unet_GP 0.8736 0.8861 0.8314
improve 1.75%1 3.28%1 5.69%1
Unet++ 0.9239 0.7116 0.8682
Unet++ GP 0.9079 0.7667 0.8801
improve 1.60%1! 551%1 1.19%1

WT-Set TC-Set ET-Set
FCN8s 0.7940 0.8165 0.6886
FCN8s_GP 0.8207 0.8246 0.7514
improve 2.67%1 0.81%1 6.28%1
Unet 0.8087 0.7960 0.7489
Unet_GP 0.8237 0.8264 0.7524
improve 1.50%1 3.04%1 0.35%1
Unet++ 0.7867 0.6825 0.7176
Unet++_ GP 0.7879 0.7169 0.7367
improve 0.12%1 3.44%1 1.91%1
TABLE 6. Comparisons on Sensitivity (Brats19).
WT-Set TC-Set ET-Set
FCNS8s 0.8393 0.8887 0.7857
FCN8s_GP 0.8654 0.8968 0.7964
improve 2.61%1 0.81%1 1.07%1
Unet 0.8150 0.9014 0.7738
Unet_GP 0.8394 0.9167 0.8367
improve 2.44%1 1.53%1 6.29%1
Unet++ 0.8381 0.8666 0.7967
Unet++_ GP 0.8697 0.8568 0.8169
improve 3.16%1 0.98%1 2.02%1

OriOinal image

Average
Pooling 100

Maxxmum 100
Pooling

Generalized

100
Pooling .

o

EHH

Ist DS

samples in 71 — Py N T are positive samples but predicted to
be negative samples, denoted by FN (False Negative).

Dice indicator measures the similarity between the
predicted brain tumor region P; and the true brain tumor
region 77 by calculating their dice similarly coefficient,
as shown in Eq 21. The larger the Dice value, the more similar
the two sets P1 and T'1, and the better the segmentation effect.

. [Py N Ty 2TP
Dice(P, Ty) = = 1)
(IP1l+1T11)/2 FP+2TP+FN

PPV indicator measures the precision of prediction by
calculating how many samples are correctly predicted (i.e.,
P1 N T1) in those predicted to be positive ones (i.e., Pp),
as shown in Eq 22. The larger the PPV value, the higher the
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FIGURE 3. Result visualization of different pooling ways on BraTS18,
where “DS” is the abbreviation of “down-sampling”. The original image is
from the slice BraTS18_TCIA04_343_1_41. The parts in the red boxes
locate tumor tissues (in the original image) and their corresponding
features extracted by 1, 2, 3 and 4 pooling operations.

segmentation precision.
[Py N Ty TP

PPV(T,. P}) = = 2
(7. P1) P, TP + FP (22)

Sensitivity is also called true positive rate. True positive
samples contain two parts, the part predicted to be positive
samples and the part predicted to be negative samples.
Sensitivity expresses the proportion of the correctly predicted
samples (i.e., P1NT}) in true positive ones (i.e., T1), as shown
in Eq 23.

[P1 N Ty TP

Sensitivity(T1, P1) = T 7P + FN (&)
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FIGURE 4. Result visualization of different pooling ways on BraTS19. The
original image is from the slice BraTS19_CBICA_AOS_1_85.
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FIGURE 5. The segmentation results of the baseline models and their
corresponding models with GP. Columns a and b are from BraTS18, and
their slice numbers are BraTS18_TCIA03_474_1_84 and BraTS18_
TCIA05_478_1_72, respectively. Columns c and d are from BraTS19, and
their slice numbers are BraTS19_CBICA_APK_1_84 and BraTS19_TMC_
30014_1_21, respectively.

C. THE EFFECT OF GENERALIZED POOLING

In order to evaluate the effect of our proposed generalized
pooling (GP), we substitute GP for the traditional pooling
(maximum pooling or average pooling) in some typical brain
tumor segmentation models such as FCNS8s [8], Unet [9]
and Unet++ [21] to form FCN8s_GP (FCNS8s with GP),
Unet_GP (Unet with GP) and Unet++_GP (Unet+—+ with
GP). Table 1 ~ Table 6 show their segmentation effect
compared with the baseline models FCN8s, Unet and
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Unet++ for whole tumor (WT), tumor core (TC) and
enhance tumor (ET) [31] on BraTS18 and BraTS19 datasets.

From Table 1 ~ Table 6, we can see that FCN8s_GP,
Unet_GP and Unet++_GP outperform FCN8s, Unet and
Unet++ respectively on both BraTS18 and BraTS19
datasets. On BraTS18, compared with the baseline mod-
els, all the three indicators Dice, PPV and Sensitivity
of FCN8s_GP, Unet_GP and Unet++_GP are obviously
improved by generalized pooling. Especially, TC-Dice of
Unet++_GP increases by 8.74% compared with Unet++-,
and ET-sensitivity of FCN8s_GP increases by 6.28% com-
pared with FCNS8s. From the perspective of segmented
tissues, ET has a larger improvement overall because it
contains more small objects, whose features are apt to lose
during down-sampling, and GP can help to keep more
meaningful features. This will be validated in Section 5.4.
The experimental results on BraTS19 are similar with
BraTS18. These explain that our proposed generalized
pooling algorithm is effective for brain tumor segmentation.

D. VISUALIZATION OF GENERALIZED POOLING

Besides the evaluation indicators Dice, PPV and Sensitivity,
we also show the hot maps of down-sampling in Figure 3 and
Figure 4 to illustrate the effect of GP visually. We can see that
compared with the traditional pooling (maximum pooling and
average pooling), GP can better keep the features of the tumor
regions as the number of pooling operations increases on both
BraTS18 and BraTS19 datasets.

Figure 5 shows the segmentation effect of the baseline
models and their corresponding models with GP. It can be
seen that the segmentation results of the baseline models are
obviously improved through integrating with GP. This shows
that GP is effective to brain tumor segmentation.

VI. CONCLUSION
The traditional pooling methods such as maximum pooling
and average pooling usually result in the loss of average
features or significant features. Especially in brain tumor
segmentation, object tissues are relatively small, which will
lead to more serious feature loss and affect segmentation
performance. In this study, we first analyze the problems
existing in the traditional pooling operations through their
forward and back propagations. And then we unify the
expressions of maximum pooling and average pooling,
and propose a novel generalized pooling method. Based
on generalized pooling, one does not have to use either
maximum pooling or average pooling at pooling layers of
CNN. Specially, generalized pooling calculates the weights
within a pooling kernel conditioned on input images or
feature maps to extract pooling features adaptively and
improve segmentation performance. The experimental results
verify the effectiveness of GP in brain tumor segmentation.
As a general pooling method in CNN, GP can be used in
any CNN-based task not limited to brain tumor segmentation.
The effect in other applications needs to be verified in our
future work.
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