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ABSTRACT Resistive Random Access Memory (ReRAM) is promising to be employed as high density
storage-class memory due to its crossbar array and Triple-Level Cell (TLC) structures. However, TLC
crossbar ReRAM suffers from high write latency and energy due to three unique challenges: (1) The crossbar
array structure incurs IR drop issues. (2) The TLC structure requires iterative program-and-verify (P&V) pro-
cedure. (3) The resistance drift problem needs short interval scrub to avoid uncorrectable soft errors. In this
article, to overcome the challenges of TLC crossbar ReRAM,we propose an enhanced low latency and energy
efficient TLC crossbar ReRAM architecture, called EnTiered-ReRAM. The proposed EnTiered-ReRAM
is composed of four components, including EnTiered-crossbar design, Compression-based Incomplete
Data Mapping (CIDM), Compression-based Flip Scheme (CFS), and Compression-based Error Correction
Code (CECC). Specifically, based on the observation that our previously proposed Tiered-crossbar design
still suffers from large IR drops along bitlines in the far segments due to the long length of bitlines,
EnTiered-crossbar partitions each crossbar array into two halves along bitlines, and then splits each bitline of
the half crossbar array into the near and far segments by an isolation transistor, which thoroughly mitigates
the IR drop issues. Then we use our previously proposed CIDM and CFS in the near and far segments of
EnTiered-crossbar arrays to further decreases the write latency and energy. In addition, CECC is deeply
coupled with CIDM and CFS. CECC dynamically employs the most appropriate ECC capability according
to the remaining space of each cache line after CIDM or CFS encoding, which effectively improves the
scrub interval and performance/energy with insignificant space overhead. The evaluation results show that,
compared with an aggressive baseline, EnTiered-ReRAM can improve the system performance by 56.3%
and reduce the energy consumption by 60.6% on average.

INDEX TERMS TLC crossbar ReRAM, IR drop, compression, IDM, flip scheme, ECC.

I. INTRODUCTION
There is a growing demand for large capacity memory
in modern data-intensive applications, e.g., video stream-
ing, big data analytics and graphical games. However, the
conventional main memory, DRAM, faces low density,
scalability, and short refresh interval challenges. ITRS has
indicated that the scaling path of DRAM beyond 16nm is
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not clear [1]. Recently, Non-Volatile Memories (NVMs) such
as Spin-Transfer Torque Magnetic Random Access Memory
(STT-MRAM), Phase Change Memory (PCM) and Resis-
tive Random Access Memory (ReRAM) have been actively
explored as potential candidates for storage-class memory
due to their high density, good scalability and non-volatility
[2]–[6]. Comparing to other NVM technologies, ReRAM has
much better performance than PCM, and much higher den-
sity than STT-MRAM. Therefore, among these candidates,
ReRAM has become the most promising one [4]–[7].
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ReRAM cells can be built into the unique crossbar array
structure, which can achieve the smallest planar cell size
(4F2) and much high density [8]–[10]. Moreover, each
ReRAM cell can store three bits to further improve the den-
sity by employing Triple-Level Cell (TLC) structure. The
extremely high density makes TLC crossbar ReRAM suit-
able for storage-class memory applications. However, TLC
crossbar ReRAM also suffers from many severe challenges
in terms of performance and energy consumption: (1) The
high-density crossbar structure incurs IR drop issues due to
wire resistance and sneak currents, resulting in high leakage
energy and non-uniform access latency in crossbar arrays.
Unfortunately, the worst-case access latency of all cells is
conservatively employed in conventional ReRAM writes,
leading to significant performance degradation and energy
waste. (2) TLC structure requires the iterative program-
and-verify (P&V) procedure to program the cell into a cer-
tain state, which also causes high write latency and energy.
(3) ReRAM’s resistance drift problem needs short interval
scrub, which consists of reading the data, correcting errors
with Error Correction Code (ECC) and rewriting data into
ReRAM. The scrub operation also incurs high performance
and energy penalties. Recent research has experimentally
demonstrated that a write operation on a 4Mb Single-Level
Cell (SLC) ReRAM only takes 7.2ns, while the same oper-
ation on Multi-Level Cell (MLC) ReRAM takes 160ns and
TLCReRAMachievesmuch higher write latency [11].More-
over, TLC ReRAM also has seven times higher write energy
than SLC ReRAM [12], [13]. Therefore, for TLC crossbar
ReRAM memory systems, the high write latency and energy
are the greatest design concerns.

There are many techniques proposed to optimize TLC
crossbar ReRAM. Double-Sided Ground Biasing (DSGB)
design [4] applies another ground on the other side of the
selected wordline to decrease IR drops along wordlines. Our
previously proposed Tiered-crossbar design [14] enhances
DSGB design and effectively mitigates IR drops of near seg-
ments, however the far segments still suffers from the same
IR drops as DSGB design does. Incomplete Data Mapping
(IDM) [12] technique eliminates certain high-latency and
high-energy cell states during the iterative P&V procedure
to reduce the write latency and energy of TLC ReRAM.
0-Dominated Flip Scheme (0-DFS) [15] flips the written data
with the additional flip flag bits to increase the number of
high resistance cells in crossbar arrays, which can effectively
decrease the leakage energy. Stronger ECC such as Double
Error Correction and Double Error Detection (DECDED) has
also been proposed to improve the resilience toward resis-
tance drift problem and enlarge the periodical scrub inter-
val [16]. However, IDM, 0-DFS and stronger ECC techniques
are limited by their space overheads. Our previously proposed
Compression-based IDM (CIDM) and Compression-based
Flip Scheme (CFS) [14] combine the compression technique
with IDM and 0-DFS to leverage the saved space by com-
pression, respectively. However, the saved space is not fully

FIGURE 1. Overview of ReRAM cell structures: (a) HRS and LRS for a SLC
ReRAM cell; (b) TLC resistance distribution and resistance drift problem.

utilized by CIDM and CFS and there is considerable remain-
ing space unused after CIDM and CFS encoding.

In this article, to overcome the challenges of TLC cross-
bar ReRAM, we propose an enhanced low latency and
energy efficient TLC crossbar ReRAM architecture, called
EnTiered-ReRAM. The proposed EnTiered-ReRAM con-
sists of four components, namely the EnTiered-crossbar
design, CIDM, CFS and Compression-based ECC (CECC).
Based on the observation that our previously proposed
Tiered-crossbar design [14] still suffers from large IR drops
along bitlines in the far segments due to the long length of
bitlines, EnTiered-crossbar partitions each crossbar array into
two halves, and then splits each bitline of the half crossbar
array into the near and far segments by an isolation transis-
tor, which thoroughly mitigates the IR drop issues. Besides,
we use our previously proposed CIDM and CFS techniques
[14] in the near and far segments to further decrease the write
latency and energy, respectively. In addition, we observe that
there is considerable remaining space unused after CIDM and
CFS encoding and the remaining space varies greatly. On the
other hand, we also observe that different ECCs have trade-
offs between error correction capabilities and space over-
head. The ECC that can correct more errors has higher space
overhead. Therefore, to make full use of the saved space by
compression for stronger ECC capability and smaller scrub
penalty, CECCdynamically selects themost appropriate ECC
for each cache line according to the remaining space after
CIDM or CFS encoding. For each cache line, the proposed
encoding techniques are employed on the condition that the
total encoded data size never exceeds the original cache line
size. The contributions of this article include:

• We propose an enhanced microarchitectural design
calledEnTiered-crossbar to partition each crossbar array
into two halves along bitlines and split each bitline of the
half crossbar array into the near and far segments by an
isolation transistor, which thoroughly mitigates the IR
drop issue and enables low latency/energy TLC crossbar
ReRAM.

• Based on the observation that there is various remain-
ing space unused after CIDM and CFS encoding and
different ECCs have tradeoffs between error correction
capabilities and space overhead, we subtly integrate
CECC with CIDM and CFS techniques. We implement
CECC in both near and far segments by dynamically
selecting the most appropriate ECC for each cache line
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FIGURE 2. Overview of ReRAM array structures: (a) One-Transistor-One-ReRAM (1T1R) structure. Each cell owns a dedicated access transistor;
(b) Zero-Transistor-One-ReRAM (0T1R) crossbar structure. ReRAM cells are interconnected to each other without access transistors;
(c) One-Selector-One-ReRAM (1S1R) crossbar structure. Each cell has no access transistor, but integrates a dedicated selector;
(d) One-Transistor-n-ReRAM (1TnR) structure (n is 4 in the figure). Four ReRAM cells share an access transistor.

according to the remaining space after CIDM or CFS
encoding, which effectively improves the scrub interval
and penalties of TLC crossbar ReRAM.

• We evaluate the proposed EnTiered-ReRAM com-
paring with an aggressive baseline. The evaluation
results demonstrate that EnTiered-ReRAM improves the
system performance by 56.3% and reduces the energy
consumption by 60.6% on average.

II. BACKGROUND
A. RERAM CELL STRUCTURE
As depicted in Figure 1a, a ReRAM cell is composed of three
layers, namely a metal-oxide layer sandwiched between a top
electrode (TE) and a bottom electrode (BE). The resistance
range is used to represent the state of a ReRAM cell. The high
resistance state (HRS) and low resistance state (LRS) denote
logic 0 and 1 respectively for a SLC ReRAM cell. To switch
the resistance state of a ReRAM cell, the cell should apply an
external voltage with specified polarity, magnitude and dura-
tion across its terminals. The switching process from LRS to
HRS is referred to as a RESET operation and the switching
process from HRS to LRS is referred to as a SET operation.
ReRAMhas the TLC feature by storing three bits into a single
cell due to the huge resistance range between HRS and LRS
(Resistance ratio of HRS to LRS can exceed 1000) [12], [17].
TLC ReRAM divides the wide range resistance into eight
levels, as shown in Figure 1b. Compared to SLC ReRAM,
TLC ReRAM can offer higher data density.

B. RERAM ARRAY STRUCTURE
ReRAM array structure can be categorized into three types,
including One-Transistor-One-ReRAM (1T1R), crossbar and
One-Transistor-n-ReRAM (1TnR). In 1T1R structure, each
cell owns a dedicated access transistor, as depicted in
Figure 2a. The sourceline is used to control the access tran-
sistors. When a sourceline is activated, the access transistors
in the selected line provide exclusive access to the cells in
that line. Hence, each cell can be accessed independently
without disturbing other cells in the array. Among all ReRAM

FIGURE 3. RESET operation in 1S1R crossbar structure. Sneak currents
across half-selected cells and wire resistance result in IR drop issues.

array structures, 1T1R structure can offer the best access
performance due to the dedicated access transistor. How-
ever, 1T1R structure significantly reduces the area efficiency
because the size of an access transistor is typically much
larger than that of a ReRAMcell. For example, Sato et al. [18]
have constructed a 1T1R ReRAM prototype with a cell size
of 15F2 and Sheu et al. [11] have also built a HfOx-based
ReRAM prototype with a cell size of 9.5F2.
In crossbar structure, all ReRAM cells are interconnected

to each other without access transistors, where a cell only
occupies an area of 4F2 (The smallest planar cell size
in theory) [8]. The crossbar structure can be categorized
into Zero-Transistor-One-ReRAM (0T1R) and One-Selector-
One-ReRAM (1S1R) structures. In 0T1R crossbar structure,
the access transistors are eliminated and the smallest theoreti-
cal size can be achieved, as shown in Figure 2b. In 1S1R struc-
ture, a dedicated selector is integrated into each cell based on
0T1R structure, as shown in Figure 2c. The selector is effec-
tive to improve the nonlinearity of ReRAM cells, where the
nonlinearity is referred to as the ratio of the amount of current
flowing through a selected ReRAM cell with voltage V to the
cell with voltage V/2 (V is the applied voltage for write or
read operation). The higher the nonlinearity, the higher the
feasibility to construct a large crossbar array. On the other
hand, since the selector can be constructed on top of the
switchingmaterial, the selector incurs no extra area overhead.
Therefore, compared with 0T1R cells, 1S1R cells have higher
nonlinearity with the same cell size. In other words, 1S1R
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crossbar structure enables the fabrication of large crossbar
arrays.

One-Transistor-n-ReRAM (1TnR) structure is a tradeoff
between 0T1R and 1T1R structures, where n ReRAM cells
share one access transistor. Figure 2d presents the One-
Transistor-Four-ReRAM (1T4R) structure, where there is one
ReRAM cell located at each crosspoint of bitline and word-
line, and each wordline connects four ReRAM cells to the
access transistor. Similar with 1T1R structure, the sourceline
is used to control the connecting access transistors. Each
global word line can connect multiple sourcelines and word-
lines. Compared with 1T1R structure, 1TnR has better area
efficiency and worse access performance. Compared with
crossbar structure, 1TnR has worse area efficiency and better
access performance.

Considering the better scalability and lower fabrication
cost, 1S1R crossbar structure is apparently more suitable for
constructing the high density storage-class memory. In 1S1R
structure, the selectors can be constructed using many differ-
ent materials with various operating voltage, current densities
and endurance. In this article, we model a selector referring
to the previous work [19]. We select the 512 × 512 1S1R
crossbar ReRAM as the baseline, which has been widely used
in community [4], [5], [14].

C. IR DROP ISSUE OF CROSSBAR
In order to perform a write operation in the crossbar array, the
bitline and wordline connected to the target cell should be
activated with the proper potential (±Vwrite). Moreover, the
unselected bitlines and wordlines of the array are half biased
at Vwrite/2 to avoid write disturbance. Figure 3 depicts the
RESET operation in the crossbar array. In this case, the target
cell is applied with full voltage (Vwrite), called full-selected
cell. Other cells on the selected bitline and wordline are set
to Vwrite/2, called half-selected cells. The remaining cells of
the array are referred to as unselected cells. Due to Vwrite/2
voltage drop across the half-selected cells, there are cur-
rents flowing across these cells. The currents are commonly
referred to as sneak currents. Sneak currents and wire resis-
tance result in large voltage reduction along both bitlines and
wordlines, referred to as IR drop issue.

The IR drop issue can reduce the voltage drop across
the target cell. Unfortunately, the RESET latency of a
ReRAM cell is exponentially inverse to the voltage drop
across the cell [4], [20]. Therefore, the IR drop issue sig-
nificantly enlarges the RESET latency. Moreover, ReRAM
cells at different locations of the crossbar array have various
IR drops, leading to non-uniform access latency in cross-
bar arrays. However, ReRAM writes conservatively use the
worst-case access latency of all cells, resulting in significant
performance degradation and energy waste. In addition, due
to the sneak currents of LRS half-selected cells, the IR
drop issue also causes high leakage energy. As demon-
strated in the recent study [21], for a 100 × 100 cross-
bar array, accessing the target cell only consumes about
1% of the total energy and about 97% of the total energy

TABLE 1. Write parameters of TLC crossbar ReRAM.

is dissipated by the sneak currents of LRS half-selected
cells.

D. ITERATIVE PROGRAM-AND-VERIFY OF TLC RERAM
For a TLC ReRAM cell, it is difficult to employ a generic
scheme to precisely program the cell into a certain resistance
range due to the statistical characteristics and process vari-
ation. Instead, program-and-verify (P&V) is the commonly
used mechanism for TLC ReRAM programming. The P&V
operation starts from a RESET or SET operation, which ini-
tializes the TLC state to the highest or lowest resistance range.
Then series of smaller ISET or VRESET pulses follow. Each
ISET or VRESET pulse is followed by a read operation to verify
whether the state of the cell reaches the programming target.
Once the resistance range of the cell reaches the programming
target, the write operation terminates. The iterative P&V
procedure leads to high write latency and energy. In order
to reach the target states in fewer iterations for improving
the write latency and energy, SET-and-Program (SAP) and
RESET-and-Program (RAP) schemes [12] have been pro-
posed. SAP and RAP are the P&V mechanisms starting from
SET and RESET operations, respectively. For both SAP and
RAP schemes, the most significant bit (MSB) of the target
state is first checked. If the MSB of the target state is ‘0’,
RAP scheme is applied. Otherwise, SAP is used, as shown
in Figure 1b.

However, the write latency and energy of TLC crossbar
ReRAM are still high even with RAP and SAP schemes. The
number of P&V iterations is highly dependent on the data
written into TLC cells. Programming some states requires
more iterations, such as states ‘011’ and ‘100’, leading to
high write latency and energy. Moreover, since the RESET
operation is more sensitive to the IR drop issue, TLC writes
with VRESET (such as ‘000’ and ‘001’) result in higher
latency/energy. The worst-case iterations, latency and energy
for programming different TLC states in DSGB crossbar
arrays are presented in Table 1, where the parameters are
mainly obtained from Xu et al. [4], [17].

E. RESISTANCE DRIFT PROBLEM
The resistance of a programmed ReRAM cell tends to contin-
uously drift due to the operational disturbance and ambient
temperature. Once the resistance moves to a different resis-
tance range (as shown in Figure 1b), the data are corrupted,
referred to as resistance drift problem. The time for drift-
ing to a different resistance range is referred to as drift
time. Periodically scrub operations are commonly used in
memory systems to avoid such data corruption by reading
the data, correcting errors with ECC and rewriting data
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into arrays. Unlike DRAM which has a very long scrub
interval (usually 3 hours for a 4GB DRAM memory sys-
tem) [22], ReRAM has much shorter scrub interval due to
its high soft error rates resulting from the resistance drift
problem. As demonstrated in the previous work [16], the
worst-case drift time of MLC NVMs is only 1.8 seconds and
TLCNVMs has smaller drift time. Palangappa et al. [13] have
also pointed out the drift time for TLC ReRAM is no more
than 2 seconds. The short drift time of ReRAM requires short
interval scrub, which incurs high performance and energy
penalties.

Generally, conventional memory systems support Single
Error Correction and Double Error Detection (SECDED) and
execute a scrub process to trigger error correction before
the happening of a second error. For a cache line, if the
interval between the first and the second errors is shorter
than the given scrub interval, the errors may not be corrected,
resulting in an uncorrectable error. In this case, an expen-
sive system-level memory error exceptions occurs, leading
to serious consequences, e.g., program termination and pro-
gram rollbacks. Therefore, with SECDED, the scrub inter-
val must be shorter than the interval between the first and
second errors. It is reasonable for DRAM systems due to
the extremely low soft error rate in DRAM. However, for
ReRAMmemory systems, the resistance drift problem incurs
relatively high soft error rate. If a weak ECC which can
correct few errors for a given data block size, is applied
in ReRAM, the scrub interval must be very short to avoid
uncorrectable soft errors and the scrub penalties will be much
high. While if a stronger ECC which can correct more errors
for a given data block size, is used in ReRAM, more bit errors
can be tolerated and the scrub interval can also be enlarged.
Therefore, the scrub interval of ReRAM is closely related to
the ECC capability.

III. MOTIVATION
A. IR DROPS IN DSGB DESIGN
Conventional DSGB design has been widely adopted in
community to reduce the IR drops in crossbar arrays [4],
[5]. By applying another ground on the other side of the
selected wordline, DSGB effectively reduces the length of
the worst-case IR drop path and significantly mitigates the IR
drops along wordlines. However, the magnitude of IR drops
is determined by both wordlines and bitlines [6]. In DSGB
crossbar arrays, the IR drops along bitlines are still large
due to the long length and large wire resistance of bitlines,
leading to significant performance degradation and energy
waste. Most prior studies [5], [23], [24] focus on optimizing
the non-uniform access latency in crossbar arrays resulting
from IR drops, failing to optimize the IR drops from the
source. Although our previously proposed Tiered-crossbar
design [14] effectively mitigates IR drops of the near seg-
ments, however the far segments still suffer from large IR
drops as DSGB design does due to the long length of bit-
lines. Therefore, an enhanced crossbar design is required to
thoroughly mitigate IR drops.

FIGURE 4. Distribution of compressed cache line sizes using SPEC
CPU2006 benchmarks with (a) FPC technique; (b) BDI technique. Each
512-bit cache line is composed of eight 64-bit words. The compressed
cache line sizes are classified into eight types by 64-bit word. Y-axis
represents the proportion of each type.

B. SAVED SPACE BY COMPRESSION VARIES
Compression is an effective technique to save the storage
space [25]–[28]. Two pattern-based compression techniques,
e.g., Frequent pattern compression (FPC) [29] and base-
delta-immediate compression (BDI) [30], are commonly used
due to their high compressibility, low overhead, low latency,
and low complexity.
FPC. FPC is a typical pattern-based compression tech-

nique and it can successfully compress a wide range of data
by leveraging program data statistics. Actually, FPC was
originally used in L2 caches with 32-bit word for improving
the memory capacity [29]. Recently, extended FPC has been
proposed to reduce bit writes in NVMs [31]. In this work,
FPC is used for a 64-bit word, as tabulated in Table 2. Each
compressed word has a 3-bit prefix to denote the encoded
patterns, as presented by column 1 of the table. With FPC
technique, a 64-bit word can be compressed to 3, 11, 19, or
35 bits, so that 61, 53, 45 or 29 bit storage space can be saved.
Each word is compressed separately for a 512-bit cache line
that includes eight 64-bit words. Thus, the saved space of a
cache line varies and may range from 0 to 488 bits.
BDI. BDI is another typical pattern-based compression

technique that was originally applied for data compression
in on-chip cache [30] by using a ‘base’ (B) and ‘delta’ (D) to
store the compressed data. D is composed of a series of offsets
related to B. By employing BDI, a cache line CL = (P0,
P1, . . . , Pn-1) can be compressed as CLcom= (B, D0, D1, . . . ,
Dn-1), where B denotes P0, Di denotes Pi - B, n represents
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TABLE 2. The 64-bit FPC patterns with 3-bit prefix (indicated in red).

TABLE 3. The 64-byte BDI patterns with 3-bit prefix (indicated in red).

the number of D in a cache line. For simplicity, we use BDI
without the implicit second base in this work. Different from
FPC, BDI is used with 64-byte patterns to make full use of
data regularity to compress cache lines, as shown in Table 3.
Similar to FPC, BDI also employs a 3-bit prefix to indicate
the BDI compression pattern. With BDI technique, a 64-byte
cache line can be compressed to 0, 8, 15, 19, 22, 34, 35
or 36 bytes (Prefix is not included), and thus 64, 56, 49, 45,
42, 30, 29, or 28 byte storage space can be saved. Therefore,
the saved space of a cache line varies and may also range
from 0 to 509 bits.

In order to quantitatively show the distribution of
compressed cache line sizes, we evaluate FPC and BDI
techniques with the SPEC CPU2006 benchmarks in our
architectural simulator (Detailed description in Section V).
Figure 4a and 4b present the distribution of FPC and BDI
compressed cache line sizes, respectively. The results show
that most cache lines can be compressed with both FPC and
BDI techniques and the compressed cache line sizes vary
greatly. Lots of cache lines can be compressed to smaller than
one word. In this case, more than seven word storage space
can be saved. While some cache lines still have more than
seven words after compression (Including the uncompress-
ible cache lines) and the saved space of these cache lines is
less than one word. In this work, the proposed techniques
take FPC as an example and can also achieve the similar
effects based on BDI technique because both FPC and BDI
can effectively compress cache lines.

C. REMAINING SPACE VARIES AFTER
CIDM AND CFS ENCODING
With the FPC technique [29], the saved space of a cache line
may range from 0 to 488 bits. Our previously proposed CIDM
and CFS techniques [14] select the most appropriate IDM and
flip scheme for each cache line according to the saved space
by compression, as shown in Table 4 and 5, respectively.

TABLE 4. Remaining space after CIDM encoding.

TABLE 5. Remaining space after CFS encoding.

However, the saved space by compression is not fully utilized
by CIDM and CFS. We observe that there is considerable
remaining space unused after CIDM and CFS encoding and
the remaining space varies greatly. For example, for a com-
pressed cache line with CIDM encoding, if the cache line
saves 341 to 488 bits, the IDM((8,2),1) is applied. In this case,
there are 0 to 147 bits remaining unused. Even if the cache
line only saves 0 to 84 bits, (Complete Data Mapping) CDM
encoding is employed and there are 0 to 84 bits unused. The
remaining space after CIDM encoding is presented in Table 4.
Similarly, for a compressed cache line with CFS encoding,
if the cache line saves 74 to 488 bits, the ((8,2),1) is applied.
In this scenario, there are 0 to 414 bits remaining unused.
While if the cache line saves 0 to 10 bits, there are only 0 to
10 bits remaining. The remaining space after CFS encoding
is shown in Table 5.

D. TRADEOFFS IN DIFFERENT ECCS
As described in section II-E, stronger ECC can improve
the immunity toward resistance drift and enlarge the scrub
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TABLE 6. Tradeoffs in capabilities and space overhead.

interval. In order to theoretically analyse the effects of ECC
capabilities on the scrub intervals, we build a ECC model
about the Uncorrectable Block Error Rate (UBER). Assume
an k-bit cache line is composed of the data block and the
corresponding ECC field. We define the probability that a
ReRAM cell changes its originally programmed state (due to
the resistance drift problem) as f(t), where t denotes the time
elapsed since the last programming. In fact, f(t) is referred
to as the soft error rate. Assume an ECC can correct m soft
errors and the soft errors are all independent [16]. Based
on the principles of binomial distribution, the UBER can be
expressed as follows, where k denotes the total bits of the data
block and the corresponding ECC field in a cache line:

UBER(t) = 1−
m∑
i=0

(
k
i

)
f (t)i(1− f (t))(k−i) (1)

For any f(t), the larger the m, the smaller the UBER(t).
Note that a stronger ECC can correct more soft errors and
corresponds to a larger value of m. On the other hand, since
the probability of soft errors in a programmed ReRAM cell
continuously increases as time, UBER(t) and f(t) are both
monotonically increasing function about t. Therefore, given
a UBER value, larger m achieves longer t, where t corre-
sponds to the scrub interval. In other words, a stronger ECC
can effectively enlarge the scrub interval and improve the
performance/energy.

However, different ECCs have tradeoffs between error
correction capabilities and space overhead. We take BCH-n
code [32] as an example, where n denotes that the selected
ECC can correct n errors in each 64-bit word. Table 6
shows the tradeoffs of different ECCs in capabilities and
space overhead. As n increases, BCH-n have stronger error
correction capability, but the space overhead also becomes
larger. Although BCH-1 achieves the lowest space over-
head (12.5%), it can only correct 1 error in a 64-bit word.
BCH-6 has the strongest error correcting capability which
can correct up to 6 errors in each 64-bit word, however it
incurs 65.6% space overhead. In a word, stronger ECC can
correct more errors and achieve larger scrub interval and
smaller performance/energy overhead, but it incurs larger
space overhead.

IV. ENTIERED-RERAM ARCHITECTURE
A. OVERVIEW
In this article, to reduce the write latency and energy of
TLC crossbar ReRAM, we propose the EnTiered-ReRAM

FIGURE 5. Overview of EnTiered-ReRAM architecture. Near segment
access is performed as path ¬ and far segment access is performed as
path .

architecture. Figure 5 depicts the overview of the pro-
posed design. EnTiered-ReRAM is composed of four com-
ponents, namely the EnTiered-crossbar design, CIDM, CFS
and CECC. The EnTiered-crossbar design is implemented
in the ReRAM array level, with the purpose of fundamen-
tally optimizing the IR drops along bitlines based on DSGB
design. Similar to our previous work [14], CIDM and CFS are
performed in the ReRAM controller as Path ¬ and Path ,
respectively, which dexterously combine the compression
technique with IDM and flip scheme to decreases the write
latency/energy with insignificant space overhead. CECC is
also performed in the ReRAM controller as both Path ¬
and Path , which dynamically selects the most appropriate
ECC for each cache line according to the remaining space
after CIDM or CFS encoding and achieves stronger ECC
capability and smaller scrub penalty with insignificant space
overhead. Next, we elaborate the details of the proposed
design.

B. ENTIERED-CROSSBAR DESIGN
As described in III-A, DSGB design [4] still suffers large IR
drops along bitlines due to the long length and large wire
resistance of bitlines (Figure 6a), and the write latency/energy
is still high. Latency optimized crossbar arrays have shorter
bitlines and smaller IR drops, resulting in reduced write
latency/energy, as shown in Figure 6b. However, for a
given ReRAM capacity, additional write drivers (WD) and
sense amplifiers (SA) are required, which results in high
peripheral circuit overhead. To shorten the bitlines with
smaller peripheral circuit overhead, our previously proposed
Tiered-crossbar design [14] splits each long bitline into two
shorter segments using an isolation transistor, as shown in
Figure 6c. Although Tiered-crossbar effectively mitigates IR
drops of near segments (Near segments only occupy 1/4 of
the whole array), the far segments still suffer from the same
IR drops as DSGB design does.
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FIGURE 6. Comparison among different crossbar designs: (a) DSGB applies ground at double sides of wordlines. G represents the applying ground;
(b) latency optimized design halves the crossbar array and has smaller write latency, but requires additional write drivers (WD) and sense amplifiers
(SA); (c) the previous proposed Tiered-crossbar still suffers from large IR drops in the far segments; (d) the target EnTiered-crossbar combines the
advantages of latency optimized and Tiered-crossbar arrays. EnTiered-crossbar halves the crossbar array and shares WD/SA between adjacent crossbar
arrays, and then splits each bitline of the half crossbar array into near and far segments by an isolation transistor.

TABLE 7. Parameters in our ReRAM circuit model.

To thoroughly mitigate IR drops along bitlines based on
DSGB design, we propose an enhanced microarchitectural
design called EnTiered-crossbar. Similar to latency opti-
mized crossbar design, EnTiered-crossbar also halves the
length of bitlines and the whole crossbar array is parti-
tioned into two halves, as shown in Figure 6d. However,
EnTiered-crossbar shares peripheral circuit between adjacent
crossbar arrays and incurs no additional WD/SA overheads.
The data parallelism can be maintained by alternately activat-
ing the half crossbar arrays. The readout circuits are shown
in Figure 6d. In addition, similar to Tiered-crossbar design,
EnTiered-crossbar splits each bitline of the half crossbar array
into near and far segments by an isolation transistor, where
the isolation transistor is placed at the silicon area under the
array. The near segment is directly connected to the WD/SA
and the far segment is far away from the WD/SA. When a
ReRAM cell in the near segment is accessed, the isolation
transistor on the selected bitline is turned off, so that only the
bitline in the near segment incurs IR drops. Therefore, cells
in the near segment have smaller IR drops and lower write
latency/energy. On the other hand, when a ReRAM cell in the
far segment is accessed, the isolation transistor on the selected
bitline is turned on. In this scenario, although the entire bitline
incurs IR drops, EnTiered-crossbar has shortened the bitline
by half and IR drops along bitlines have been significantly
decreased. Compared with latency optimized crossbar array,
EnTiered-crossbar has smaller IR drops due to the tiered
structure and can reduce additional transistors by 81.8% (WD

and SA require 11 transistors per nanowire) due to the shared
peripheral circuit. Compared with Tiered-crossbar design,
EnTiered-crossbar doubles the area of near segments and
reduces the IR drops by halving the length of bitlines with
only 8.3% more transistors.

Tomake a fair comparison with Tiered-crossbar, the capac-
ity ratio of the near segments to the far segments in each
half of EnTiered-crossbar is also 1:3. To quantitatively show
the effectiveness of EnTiered-crossbar design, we construct a
detailed circuit model for the 512× 512 TLC crossbar array
based on Kirchhoff’s Current Law [6], [15], [33]. Table 7
presents the key parameters derived from IBM’s MIEC
device [19] and the HfOx-based cells [20]. The worst-case
voltage drops of the near and far segments are obtained
from the circuit simulation. According to the relationship
between the voltage drop and write latency/energy [20], the
worst-case write latency/energy is also achieved. In this arti-
cle, Tiered-crossbar and EnTiered-crossbar have the same
technology node (22nm) and the same boundary simulation
conditions. Figures 7a and 7b present the worst-case write
latency and energy comparison between Tiered-crossbar and
EnTiered-crossbar designs, respectively. In the two figures,
T-Near-Latency/Energy represents the write latency/Energy
of the near segments in Tiered-crossbar design and enT-Near-
Latency/Energy denotes the write latency/Energy of the near
segments in EnTiered-crossbar design. T-Far-Latency/Energy
and enT-Far-Latency/Energy can be explained in the same
way. Since DSGB design has the same write latency and
energy as the far segments of Tiered-crossbar (namely
T-Far-Latency and T-Far-Energy), we don’t draw the curve
of DSGB design repeatedly. The results show that com-
pared with Tiered-crossbar design, EnTiered-crossbar can
achieve 64.3% and 43% write latency reduction in the near
and far segments, respectively. Besides, EnTiered-crossbar
decreases 69.2% and 38.3% write energy in the near and
far segments, respectively. Therefore, EnTiered-crossbar
design allows the near and far segments to be accessed
with lower latency and energy. Similar to many prior
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FIGURE 7. Comparisons between Tiered-crossbar and EnTiered-crossbar
designs in terms of (a) write latency; (b) write energy. The lower write
latency and energy indicate the better access performance of the design.
enT-Near-Latency, enT-Far-Latency, enT-Near-Energy and enT-Far-Energy
respectively represent the write latency and energy in the near and far
segments of EnTiered-crossbar, which is the target design. DSGB design
has the same write latency and energy as the far segments of
Tiered-crossbar (namely T-Far-Latency and T-Far-Energy). Tiered-crossbar
and EnTiered-crossbar have the same technology node (22nm) and the
same boundary simulation conditions.

TABLE 8. The most appropriate ECC configuration.

works [14], [23], [24], [34]–[39], EnTiered-crossbar design
remaps cold data to the far segments and hot data to the near
segments, which further improves the access performance.
The dynamic mapping method [23] is adopted in this work
to improve the access performance.

C. CIDM AND CFS
Considering that hot data in the near segments of
EnTiered-crossbar arrays are sensitive to the access perfor-
mance and cold data in the far segments of EnTiered-crossbar
arrays are not, EnTiered-ReRAM employs our previously
proposed CIDM and CFS techniques in the near and far
segments, respectively. CIDM and CFS delicately apply the
compression technique in conjunction with IDM and flip
scheme by dynamically selecting the most appropriate IDM
and flip scheme for each cache line according to the saved
space by compression. CIDM and CFS techniques have been
presented in our previous work [14] in detail.

FIGURE 8. CECC encoding procedure in far segments.

FIGURE 9. CECC decoding procedure in far segments.

D. COMPRESSION-BASED ECC
The resistance drift problem of ReRAM results in high uncor-
rectable error rates. Although scrub operation can effectively
solve the problem, the short interval scrub incurs high per-
formance and energy penalties. Stronger ECC can be used to
improve the scrub interval and performance/energy. However,
different ECCs have tradeoffs in error correction capabilities
and space overhead. The ECC that can correct more errors
has higher space overhead. Note that the default SECDED is
the commonly used ECC in conventional memory systems,
which applies 8 ECC bits every 64-bit word and has addi-
tional 64 ECC bits for each cache line. In order to maintain
fairness, we argue that the additional 64 ECC bits always exist
in this work.

As analyzed in section III-B, the saved space of a 521-bit
cache line ranges from 0 to 488 bits under FPC technique.
After CIDM or CFS encoding, there may be remaining space
unused in a compressed cache line. According to the remain-
ing space of each cache line, there exists the most appropriate
ECC for the cache line. For example, when the remaining
space of a cache line is smaller than 48 bits after CIDM or
CFS encoding, the default SECDED is the most appropriate
because the remaining space is too small to support stronger
ECC. If stronger ECCs are applied, the total encoded data size
will exceed the original cache line size, resulting in high space
overhead. However, when the remaining space of a cache
line is larger than 272 bits after CIDM or CFS encoding, the
stronger ECC that can correct 6 errors for each 64-bit word
is the most appropriate ECC. In this case, the stronger ECC
can correct more errors with no additional space overhead.
To make full use of the saved space by compression for
higher ECC capability and smaller scrub penalty, we should
dynamically select the most appropriate ECC for each cache
line according to the remaining space after CIDM or CFS
technique.

To achieve the goal above, we proposeCompression-based
ECC (CECC). For each cache line, CECC dynamically
selects the most appropriate ECC according to the remaining
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FIGURE 10. CECC encoding procedure in near segments.

FIGURE 11. CECC decoding procedure in near segments.

space after CIDM or CFS encoding. Similar to CIDM and
CFS techniques, CECC is also performed at the cache
line granularity. CECC calculates the remaining space after
CIDM or CFS encoding in each cache line, and then selects
the ECC that has as strong error correction capability as
possible on the condition that the total encoded data size
never exceeds the original cache line size. Therefore, cache
lines after CIDM or CFS encoding are encoded with different
ECCs. Table 8 presents the most appropriate ECC for each
cache line according to the remaining space after CIDM or
CFS technique. For each cache line, a 3-bit ECC flag is
employed to denote the ECC encoding method, e.g., ‘101’
for the default SECDED, ‘100’ for BCH-2, ‘011’ for BCH-3,
‘010’ for BCH-4, ‘001’ for BCH-5, ‘000’ for BCH-6, where
BCH-n denotes that the ECC can correct n errors in every
64-bit word.

CECC is composed of the encoder and decoder modules,
which are embedded inside the ReRAM controller, as shown
in Figure 5. Due to the different encoding techniques (CIDM
and CFS) in near and fast segments, CECC encoder and
decoder also varies in near and far segments.

1) CECC ENCODER IN FAR SEGMENTS
When the far segments receive a write request from the
processor, CFS encoding technique is first applied. After that,
CECC encoder calculates the remaining space and dynam-
ically selects the most appropriate ECC according to the
remaining space, as shown in Figure 8. In order to rapidly
locate the additional ECC bits for the ECC decoding, these
bits are placed next to the flip flag bits of CFS technique. Each
cache line is encoded with the most appropriate ECC through
the additional ECC bits. A 3-bit ECC flag is applied to
represent the ECC encodingmethod. For the cache linewhose
remaining space is smaller than 48 bits after CFS encod-
ing (including the uncompressible cache line), the default
SECDED is used as the conventional memory systems do.

2) CECC DECODER IN FAR SEGMENTS
When performing an error correction operation in the far
segments, the CECC decoder functions as Figure 9 depicts.

CECC decoder first calculates the number of flip flag bits of
CFS encoding according to the 0-DFS flag, and then locates
the additional ECC bits according to the ECC flag. Then the
additional ECC bits and the 64-bit inherent ECC bits are read
out for error correction. Note CECC decoding procedure for
the far segments has no impact on CFS decoding.

3) CECC ENCODER IN NEAR SEGMENTS
When the near segments receive a write request from the
processor, cache lines are first encoded through CIDM tech-
nique. After that, CECC encoder for the near segments also
calculates the remaining space and dynamically selects the
most appropriate ECC according to the remaining space,
as shown in Figure 10. Different from the CECC encoder for
the far segments, the CECC encoder for the near segments
places the additional ECC bits at the end of each cache line.
A 3-bit ECC flag is also set to denote the ECC encoding
method. The default SECDED is applied to the cache line
whose remaining space is smaller than 48 bits after CIDM
encoding.

4) CECC DECODER IN NEAR SEGMENTS
When performing an error correction operation in the near
segments, the CECC decoder functions as Figure 11 depicts.
CECC decoder only needs to locate the additional ECC bits
according to the ECC flag and read out these bits for error
correction. Similarly, CECC decoding procedure for the near
segments has no influence on CIDM decoding.

V. EVALUATION METHODOLOGIES
At the circuit level, the write latency and energy parameters
of the near and far segments are obtained from our ReRAM
circuit model, as presented in Figures 7a and 7b. The power,
latency and area parameters of additional circuits is achieved
through NVsim [40]. After that, these parameters are added
to our architectural simulator.

At the architecture level, to evaluate the proposed designs,
we use GEM5 [41] as our simulation platform with the inte-
gration of NVMain [42], which is a cycle accurate memory
simulator for NVMs. Table 9 shows the detailed simula-
tion configurations. The write latency (tWR) parameters of
the near and far segments are obtained from the circuit
simulation (Refer to Figure 7a). Other ReRAM-related mem-
ory timing parameters are derived from previous works [4],
[23]. We get the scrub intervals of different ECCs in CECC
technique according to the ECC model in section III-D
(UBER is 10−10 in this work) and add the scrub over-
heads into our simulator. Table 10 presents the selected
10 benchmarks from SPEC CPU2006 with different memory
Read Per Kilo Instructions (RPKI) and memory Write Per
Kilo Instructions (WPKI) rates. For each selected benchmark,
we run 500 million instructions to warm up caches and then
run 1 billion instructions to evaluate the proposed techniques.
DSGB [4] with the integration of IDM((8,6),2) [12] is chosen
as the aggressive baseline, which uses IDM((8,6),2) encoding
technique in DSGB-based crossbar arrays to reduce write
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TABLE 9. Simulation configurations.

TABLE 10. The selected SPEC CPU2006 benchmarks.

latency/energy. The comparison configurations are listed as
follows:

• baseline: Apply IDM((8,6),2) in DSGB-based crossbar
arrays to reduce write latency/energy.

• TC: Apply the Tiered-crossbar design.
• enTC: Apply the EnTiered-crossbar design.
• Tiered-ReRAM: Our previous work [14] which applies
CIDM and CFS techniques in the near and far segments
based on Tiered-crossbar design, respectively.

• Tiered-ReRAM+CECC: Apply CECC based on Tiered-
ReRAM to evaluate the effectiveness of CECC.

• enCIDM: Apply CIDM and CECC techniques in the
whole crossbar array based on enTC.

• enTiered-ReRAM: Apply all proposed techniques,
including the EnTiered-crossbar design, CIDM in the
near segments, CFS in the far segments and CECC.

VI. EVALUATION RESULTS
A. OVERHEAD ANALYSIS
1) ADDITIONAL CIRCUIT OVERHEADS
The power, latency and area overheads of EnTiered-ReRAM
are evaluated through NVsim [40], which mainly come from
the additional isolation transistors, encoders, decoders and
multiplexers. We obtain the transistor device characteris-
tics (scaled down to 22nm technology) from Narasimha’s
work [43]. The results show that the isolation transistors
only incur 19.8pW power, 142ps latency and 0.74% area
overheads in a 512×512 crossbar array, which are acceptable.
Compared with the conventional ECC in ReRAM, CECC
only takes more time to calculate the remaining space in the

CECC encoder and locate additional ECC bits in the CECC
decoder, which is negligible. The overheads of CIDM and
CFS as well as the additional control logic to determine the
near/far segment access in EnTiered-ReRAM are the same as
our previously proposed work [14]. Similar to our previous
work [14], the write latency table lookup incurs no additional
latency overhead because EnTiered-ReRAM can look up the
write latency table in parallel to the write operation.

2) STORAGE OVERHEAD
The storage overheads of CIDM and CFS are the same as our
previously proposed work [14]. Besides, CECC in the near
segments requires additional 3-bit flag to denote the selected
ECC encoding method. Therefore, CIDM (10 bits for each
512-bit cache line) and CECC techniques incur 2.5% storage
overhead in the near segments. CECC in the far segments
also requires additional 3-bit flag. Therefore, CFS (11 bits
for each 512-bit cache line) and CECC techniques in the
far segments result in 2.7% storage overhead. Similar to our
previously proposed work [14], the address remapping table
in the memory controller leads to 256KB storage overhead
for the 8GB TLC ReRAM.

B. SYSTEM PERFORMANCE
We evaluate the system performance through the IPC
(Instructions Per Cycle) speedup. Figure 12 illustrates the
average IPC speedup of different design configurations with
the results normalized to baseline. The results show that
the proposed enTiered-ReRAM can improve the system per-
formance by 56.3% on average. Compared to TC, enTC
obtains 22.6% more performance improvements because
the EnTiered-crossbar design reduces more IR drops and
achieves lower write latency in both near and far seg-
ments. Compared to Tiered-ReRAM, Tiered-ReRAM+CECC
achieves 4.7% more performance improvements due to the
effectiveness of CECC technique. enTiered-ReRAM gets
25.1% more performance improvements than Tiered-ReRAM
owing to the effective EnTiered-crossbar design and CECC
technique. Since both EnTiered-crossbar design and CIDM
technique in the whole crossbar array can significantly reduce
the write latency, enCIDM achieves the best performance.
enTiered-ReRAM has 2.4% fewer performance improvements
than enCIDM because CFS technique programs more high
resistance cells in the far segments, which slightly increases
the write latency. However, enTiered-ReRAM can effectively
decrease the sneak currents and leakage energy through these
high resistance cells.

C. WRITE LATENCY
Figure 13 presents the average write latency of different
design configurations with the results normalized to baseline.
It can be observed that the proposed techniques can signif-
icantly reduce the write latency. enTiered-ReRAM achieves
59.4% write latency reduction over baseline on average.
enTC gets 23.4% more write latency reduction than TC due
to the effectiveness of EnTiered-crossbar design. Since CECC
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FIGURE 12. The average IPC speedup.

FIGURE 13. The average memory write latency.

technique can enlarge the scrub interval and reduce addition
write operations, Tiered-ReRAM + CECC achieves 4.9%
more write latency reduction over Tiered-ReRAM. Com-
pared to enTiered-ReRAM, enCIDM obtains 2.7%more write
latency reduction because the CFS technique in enTiered-
ReRAM slightly increases the write latency of far segments.
However, enTiered-ReRAM can effectively reduce the sneak
currents and leakage energy through the CFS technique.

D. READ LATENCY
Since the proposed techniques, including the EnTiered-
crossbar design, CIDM and CECC, can significantly reduce
the write latency, the write service time can be signifi-
cantly reduced. As the write service time is shortened, read
requests significantly benefit from the waiting time reduc-
tion. Therefore, the overall read latency is also decreased.
Figure 14 illustrates the average read latency of different

design configurations. The results are normalized to baseline
and show that, on average, the proposed enTiered-ReRAM
can reduce the read latency by 52.4% on average. Com-
pared to TC, enTC gets 20.3% more read latency reduction.
Due to the effectiveness of CECC, Tiered-ReRAM + CECC
has 5.3% more read latency reduction than Tiered-ReRAM.
Although enCIDM achieves 2% more read latency reduction
than enTiered-ReRAM, it enlarges the leakage energy.

E. ENERGY CONSUMPTION
The energy consumption of EnTiered-ReRAMmainly comes
from fix sources: read operations, write operations, scrub
operations, isolation transistors, encoders and decoders.
Due to the significantly reduced read and write latency,
EnTiered-ReRAM can effectively reduce the energy con-
sumption even if the isolation transistors, encoders and
decoders consume additional energy. Besides, the proposed
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FIGURE 14. The average memory read latency.

FIGURE 15. The average memory energy consumption.

CECC technique can effectively improve the scrub interval
compared with the conventional design, which decreases
the number of additional read and write operations for
scrubbing and also saves the energy consumption. In addi-
tion, the proposed CFS technique in the far segments of
EnTiered-ReRAM effectively reduces the leakage energy
by programming more high resistance ReRAM cells into
crossbar arrays.

Figure 15 depicts the average energy consumption of dif-
ferent configurations with the results normalized to baseline.
The results show that, enTC, enCIDM, enTiered-ReRAM
can reduce the energy consumption by 48.1%, 52% and
60.6%, respectively. Compared to TC, enTC achieves 22.2%
more energy reduction. Tiered-ReRAM + CECC achieves
5.8% more energy reduction than Tiered-ReRAM owing
to the effectiveness of the proposed CECC technique.
enTiered-ReRAM can achieve 8.6% more energy reduction
over enCIDM because the CFS technique in enTiered-ReRAM

programs more high resistance ReRAM cells into crossbar
arrays and significantly reduces leakage energy.

VII. RELATED WORK
A. ECC TECHNIQUES
Since NVMs are susceptible to both soft and hard errors,
where soft error represents the error that can be corrected
by ECC and hard error denotes the error that can’t be cor-
rected by ECC, many researches focus on Error Detection
And Correction (EDAC) techniques. Awasthi et al. [16] anal-
ysed the resistance drift problem on NVMs and used ECC
to scrub NVMs for high reliability. They also found that
stronger ECC support led to increased scrub intervals and
decreased scrub energy. Schechter et al. [44] proposed to
use ECP to tolerate hard errors in resistive memories by
permanently encoding the locations of failed cells into a
table and assigning new cells to replace them. Xu et al. [45]
proposed an error-resilient ReRAM architecture by applying
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ECC to address the retention failure and using hard error
tolerating scheme (e.g., ECP) to solve the stuck-at-fault
problem. Zheng et al. [46] pointed out the pseudo-hard error
on ReRAM and presented a detection method through the
multiple-program-and-verify process and a recovery scheme
by increasing the voltage amplitude or the write pulse width.
These mechanisms can all be applied in conjunction with our
techniques.

Other memory technologies also face the reliability
problem and lots of EDAC techniques are proposed.
For STT-MRAM, Wen et al. [47] have proposed a
content-dependent ECC (CD-ECC) technique to achieve bal-
anced error correction at different bit-flipping directions.
For PCM, Seong et al. [48] have proposed SAFER to
recover multi-bit stuck-at-fault error with single bit error
correction techniques by dynamically partitioning a data
block and ensuring at most one failed bit in each partition.
Ipek et al. [49] have proposed DRM mechanism at operation
system level by allowing continued operation when hard
faults occur. Besides, Seong et al. [50] proposed to apply
conventional Hamming code to correct a ternary cell error
and synchronously maintain the information density for TLC
PCM. Stanisavljevic et al. [51] proposed the stronger binary
encoded BCH code for TLC PCM. Long et al. [52] and
Palframan et al. [53] have proposed Free ECC and COP
techniques respectively to apply compression for improved
reliability, but both of them could not improve the ECC capa-
bility. These works primarily focus on EDAC techniques in
other memory technologies, and also can be used in ReRAM.

B. MITIGATING IR DROP ISSUE
The IR drop issue of crossbar arrays impedes the develop-
ment of ReRAM-based memory systems, which significantly
increases the write latency and energy of ReRAM. There are
numerous works focusing on mitigating the IR drop issue of
crossbar arrays. Xu et al. [4] proposed Double Sided-Ground
Biasing (DSGB) design, which applies another ground on the
other side of the selected wordline to reduce the IR drops.
However, DSGB fails to take the IR drops of the long bitlines
into account, leading to significant performance degradation
and energy waste. Different fromDSGB design, the proposed
EnTiered-crossbar design first partitions the whole crossbar
array into two halves along bitlines, and then splits each long
bitline of the half crossbar array into the near and far segments
by an isolation transistor, which fundamentally reduces the
IR drops. Moreover, EnTiered-crossbar design only incurs
0.74% area overhead based on DSGB design. Zhao et al. [54]
proposed the 1TnR V-ReRAM design, which changes the
directions of access lines and reorganizes the peripheral cir-
cuitry to reduce the IR drops. Shevgoor et al. [55] proposed
a novel sample and hold circuit for mitigating the influ-
ence of IR drops on read operations. Zhang et al. [15] and
Wen et al. [5] proposed to optimize the data patterns and
write more 0s into SLC crossbar arrays for decrease the IR
drops. Different from these works, our proposed techniques
aim to optimize the write operation of TLC crossbar arrays.

C. LEVERAGING NON-UNIFORM ACCESS LATENCY
Since ReRAM cells at different locations of the crossbar
array suffer from various IR drops, this characteristic results
in non-uniform access latency in crossbar arrays. Conven-
tional ReRAM writes conservatively employs the worst-case
access latency of all cells, leading to significant performance
degradation and energy waste. Lots of works pay attention to
leveraging the non-uniform access latency in crossbar arrays
for optimizing the access performance. Zhang et al. [23] pro-
posed the Leader design to partition each crossbar array into
fast and slow regions by rows based on the observation that
the access latency of crossbar arrays is related to the distance
between selected row and write drivers. They also proposed
the static and dynamic mapping methods to remap hot data
to fast regions and cold data to slow regions, which effec-
tively improves the access performance. In EnTiered-crossbar
design, we also adopt the dynamic mapping method to fur-
ther improve access performance. Compared with Leader,
EnTiered-crossbar fundamentally mitigates the IR drop issue
of both the near and far segments, offeringmuch better perfor-
mance for the whole array. Zhang et al. [24] observed that the
access latency of crossbar arrays varies even in the same row,
and then proposed a fine-grained region partition and address
remapping scheme to improve the access performance. Other
works [34]–[36] leverage the non-uniform access latency
of DRAM to improve access performance and can also be
applied in ReRAM.

D. DATA ENCODING TECHNIQUES
Compression technique is effective to save the storage space.
FPC [29] can successfully compress a wide range of data by
leveraging program data statistics and can be extended for a
64-bit word. BDI [30] employs a ‘base’ (B) and ‘delta’ (D)
to store the compressed data. Different from FPC, BDI is
used with 64-byte patterns to make full use of data regularity
to compress cache lines. Both FPC and BDI can effectively
compress cache lines and we choose FPC as the baseline due
to its low overhead and low complexity.

IDM can effectively decrease the write latency and energy
of TLC ReRAM by mapping only part of TLC states into
binary digits. Niu et al. [12] observed that programming
different TLC states costs different latency and energy, and
then proposed IDM((8,6),2) method which eliminates two
latency/energy critical states. Two 6-state cells are employed
to represent 5 digit bits in IDM((8,6),2). That’s because
log262 ≈ 5. IDM((8,6),2) reduces the write latency and
energy of TLC ReRAM, however it incurs 20% space over-
head. Palangappa et al. [13] proposed to integrate compres-
sion techniques with the expansion coding for write latency
and energy reduction. However, the space overhead of the
expansion code is fixed and the saved space by compres-
sion can’t be fully utilized. Different from these techniques,
our proposed encoding technique makes full use of the
saved space by compression for more write latency/energy
reduction.
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In general, flip schemes are applied in memory tech-
nologies to reduce the bit flips. Flip-N-Write [56] and
FlipMin [57] are commonly used to reduce the bit flips of
PCM writes. If the number of different bits is more than half
with comparison to the old data, Flip-N-Write will flip the
new data. FlipMin employs the coset code to encode each
possible input data vector into 256 different vectors, and
selects the vector with the minimum bit flips to write. There
exist other flip schemes, which can achieve specific effects.
Zhang et al. [15] proposed 0-DFS to program more 0s into
SLC crossbar arrays for decreasing the sneak currents and
energy consumption. However, due to the flip flag bits, all
the flip schemes suffer from high storage overhead.

VIII. CONCLUSION
In this article, we propose EnTiered-ReRAM architecture to
overcome the challenges of TLC crossbar ReRAM in terms
of write latency and energy. The proposed EnTiered-ReRAM
is composed of EnTiered-crossbar, CIDM, CFS and CECC
components. Specifically, EnTiered-crossbar partitions each
crossbar array into two halves along bitlines and splits each
bitline of the half crossbar array into the near and far segments
by an isolation transistor, which thoroughly mitigates the IR
drops. Our previously proposed CIDM and CFS are used
in the near and far segments of EnTiered-crossbar arrays
to further reduce the write latency and energy, respectively.
CECC leverages the remaining space of each cache line
after CIDM or CFS encoding and dynamically employs the
most appropriate ECC capability, which effectively improves
the scrub interval and performance/energy. The evaluation
results show that, compared with an aggressive baseline,
EnTiered-ReRAM can improve the system performance and
energy consumption by 56.3% and 60.6%, respectively.

Actually, modern data-intensive applications have exhib-
ited a growing demand for large capacity memory, such
as video streaming, big data analytics, graphical games,
artificial intelligence algorithms and so on. Our proposed
EnTiered-ReRAM is well suited for these use-case scenarios
by offering storage-class memory. Although there are no
commercial ReRAM chips at present, according to the devel-
opments of other NVMs, e.g., PCM and STT-MRAM which
have been commercially used, we believe ReRAM will also
be commercially used in several years and then our proposed
design can be used in these real world use-case scenarios.
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