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ABSTRACT Themine improves the response speed of the IoT control system by sinking computing services
into the MEC Server. In this case, computing resources are scattered and it is difficult to cope with the
changing computing requirements of mobile terminal devices. To solve this problem, we optimize from the
supply side by build P.M.R (problem ofmaximum revenue) problem. In P.M.R, we comprehensively consider
the air rate of wireless communication, network delay, computing resource demand and other factors that
affect the offloading task of terminals. To obtain the relative optimal solution of P.M.R, we construct a
task unloading algorithm based on particle swarm optimization. And we set up a simulation experiment
environment according to the mine network parameters. The experimental results show that this task
unloading algorithm can effectively improve the efficiency of computing facilities in the system and achieve
load balancing.

INDEX TERMS MEC, task offloading, resource allocation, coal mine.

I. INTRODUCTION
To improve the production efficiency of mines but also to
avoid production accidents, mining companies are gradu-
ally building unmanned mines by applying artificial intelli-
gence technology and Internet of Things technology. Many
computing-capable devices are deployed in the mine to
achieve the above goals. The centralized architecture of the
traditional Internet of Things control system has natural lim-
itations in terms of flexibility and safety [1], [2]. This single
centralized computing service is difficult to meet the needs
of various mine IoT devices. And the centralized system has
serious performance bottlenecks in the face of massive ter-
minal devices [3], [4]. Therefore, mining companies choose
to decentralize many functions from cloud server to build a
moving edge computing layer. [5]. MEC technology deploys
computing services to the data generation side [6]. In themine
Internet of Things, data generated by terminal devices can be
processed through lower communication delays [7], [8].
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With the development of wireless communication technol-
ogy, coal mine can cover mobile communication network on
a large scale in the production area. This widely connected
communication capability provides the basis of data interac-
tion for the continuous improvement of the intelligent level
of coal mine production.

But the moving edge computing in coal mine still faces
those following problems:

1) With the computing service sinks, the area served by
the computing facility decreases. The distribution of under-
ground computing resources is scattered by the topological
structure of the mine.

2) The computing requirements in the region serviced by
MEC server change as the terminal device moves across
regions.

To solve this problem, the mine IoT system needs to have
the ability of cross-computing resource allocation. Due to the
heterogeneity of the mine Internet of Things, the comput-
ing resource scheduling problem can be modeled as a task
scheduling problem on heterogeneous multiprocessors. It is
well known that this problem is a NP-hard problem without
known polynomial solutions.

155534 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 9, 2021

https://orcid.org/0000-0001-5993-8878
https://orcid.org/0000-0002-5042-8764
https://orcid.org/0000-0003-0513-3665


Y. Meng, J. Li: Task Offloading and Resource Allocation Mechanism of Moving Edge Computing in Mining Environment

We will allocate computing tasks from the supply side of
computing services considering the indicators of computing
needs. At the same time, all calculation requirements should
be met to ensure the normal production of mines.

Our contribution can be summarized as follows:
(1) We deeply analyze the structure of the mine Internet of

Things and establish themine tunnel wireless communication
model and MEC Server computing model.

(2) We designed a task offloading algorithm based on
the special mine environment and the communication delay
requirement of the mine Internet of Things. Based on the
algorithm, computing tasks can be assigned to appropriate
MEC servers on the premise of satisfying terminal computing
requirements, to achieve load balancing and increase the
number of terminal devices accommodated in the system.

(3) We test and evaluate the performance of the task
unloading algorithm and resource scheduling mechanism
proposed in this paper through simulation experiments. The-
oretical analysis and numerical simulation results show that
the mechanism and algorithm can effectively improve the
utilization rate of MEC server in the mine IoT.

The structure of the rest of this paper is as follows. The
related work is summarized in the second part. The third
part introduces the overview of mine IoT system. The task
offloading algorithm is given in fourth part. In the fifth part,
the performance evaluation of resource allocationmechanism
and optimization strategy is introduced. It is summarized in
the sixth part.

II. RELATED WORKS
Researchers proposed multiple resource allocation mod-
els for different edge computing architectures. Tayebeh
Bahreini et al. designed a envy-free edge computing resource
auction mechanism, and verified that when the resource auc-
tion ended, no demand-side of the resource would be more
interested in the results of another user, so this mechanism
can achieve the optimal allocation of multi-stage computing
resources from the edge to the cloud without envy [9]. Li,
Zhenni, Z. Yang et al established an iterative auction to
optimize the allocation of computing resources in the edge
cloud-assisted Internet of Things (IoT) by using blockchain
technology, maximizing the network benefits on the premise
of ensuring the interests of both buyers and sellers [10].
YunanGu et al. studied the allocation ofwireless communica-
tion and fog computing resources to optimize system perfor-
mance [11]. They take into account service delay, link quality,
mandatory benefits and other important factors to improve
user satisfaction through efficient SPA algorithm matching
fog computing resources. Huaqing Zhang et al. designed a
hierarchical game framework for cloud computing resource
management [12]. They use this framework to solve the prob-
lems of information asymmetry in fog computing services.
By applying deep learning to the allocation of fog computing
resources, Nguyen Cong Luong et al. can achieve optimal
auction design and maximize the revenue of resource sup-
pliers [13]. Shuchen Zhou et al. proposed a machine learning

TABLE 1. The summary of related works.

-based offloading strategy [14]. This strategy includes trans-
mission power allocation, computational offload strategy,
local computational power dynamic adjustment and global
optimization strategy of receiving energy channel selection.
EhzazMustafa et al. studied task offloading in wireless power
transmission scenarios. And they investigated the challenges
of task offloading in conjunction with WPT [15].

However, the above research work is based on the back-
ground of generalization, and does not consider the topologi-
cal structure of industrial ring network and the characteristics
of wireless communication in mine tunnel. The summarize of
those papers is shown in Table 1. Therefore, it is difficult to
apply these mechanisms directly to the mine environment.

The offloading of computing tasks needs to fully con-
sider the situation of communication links, especially in the
industrial control scenarios represented by mines. In the mine
tunnel environment, wireless communication is limited by
terrain on the one hand, on the other hand, the mine elec-
tromagnetic environment is complicated due to the alter-
nating connection of mine working face and the existence
of many large electric drive mechanical equipment. Refer-
ence [16] builds wireless sensor networks in coal mines, and
designs a five-layer monitoring system framework according
to the special environment of coal mines. Reference [17]
and [18] have done a lot of research on the wireless com-
munication characteristics of mine roadway, and proposed
a three-dimensional band type terminal node deployment
model. The model discusses several important characteristics
of mine wireless communication in detail, including radio
transmission, efficiency and coverage.

To sum up, this paper fully considers the wireless com-
munication environment and network topology of mines, and
proposes a resource allocation mechanism for mobile termi-
nal edge computing in mine environment.

III. SYSTEM OVERVIEW
In this section, we will introduce the basic structure of iot in
mines.

A. THE STRUCTURE OF MINE I-IoT SYSTEM
The structure of coal mine I-IoT system is shown in figure 1.
Besides the cloud servers in the central computer room, there
are severalMEC servers distributed in each areas of coal mine
along with base stations. Because theMEC server is deployed
together with the base station, terminal devices connected to
the base station can obtain low-latency computing services.
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FIGURE 1. Structure of industrial IoT system.

Terminals can be divided into two categories: mobile ter-
minal and non-mobile terminal. Because the location of non-
mobile terminals is fixed, the computing service relationship
between the terminal and the MEC server is also fixed.
In this case, we can easily evaluate the amount of computing
resources required by this part of the terminal.

However, the problem lies with the mobile terminals.
When the mobile terminal is working normally, it often shut-
tles within the service range of different base stations. When
the resource of MEC server is enough, we always hope that
computing services will be provided by the MEC server of
the connecting base station. In this case, mobile terminals
can obtain low-latency computing services. This strategy
will frequently change the service relationship between the
terminal and the MEC server even if the network delay can
still guarantee the quality of service.

Therefore, we need to establish a dynamic resource
scheduling mechanism that considers multiple aspects of
computing task delay requirements, required computing
resources, and wireless communication energy consumption.

B. COMMUNICATION MODEL
The mobile terminal in the coal mine moves along the road-
way which is long and narrow. The special environment of
coal mine roadways leads to limited electromagnetic wave
signal transmission distance. For example, we test the max-
imum transmission distance of LoRa with 20dBm transmit
power in coal mine roadway is only 300m. However, the
value measured in an open area on the ground using the same
parameters is about 8000m. In this case, the base stations
deployed in coal mines are denser than other industrial sites.
As shown in Figure 2, it is a common distribution of base
stations in coal mines.

The difference between mines and general industrial sites
is mainly in the communication environment. Due to the
barrier of tunnel walls, the range of wireless communication
in mines is greatly reduced compared with the ground envi-
ronment. At the same time, the topological structure of mine

FIGURE 2. Typical wireless communication scenarios in coal mines.

FIGURE 3. Simplified model of mine roadway structure.

industrial network is limited by the topological structure of
roadway. Packets travel along a fixed path on the network.
Therefore, the communication environment will change dra-
matically with the terminal moves.

Due to the poor communication environment increase the
risk of bit error and frame loss of multi-hop transmission,
we adopt the point-to-point as communication manner. The
communication model of roadway can be seen similar as
tunnel channel model.

The tunnel channelmodel was proposed by Professor Cera-
soli in 2004 [19]. He spaced the propagation path of radio
frequency signals in confinement by establishing a Cartesian
coordinate system. Sun Z. et al. further improved the wireless
network communication model of roadway in combination
with the coal mine environment [20].

As shown in Figure 3, we use a combination of rectangle
and semicircle to describe the cross section of the roadway.
And we define kh, kv, ka as the RF signal loss parameters in
vertical, horizontal and air directions.

kv = ε0εv +
σv

2π jf0
(1)

kh = ε0εh +
σh

2π jf0
(2)

ka = ε0εa +
σa

2π jf0
(3)

where ε0 is the conductivity in vacuum; εv, εh, εa are the rel-
ative permittivity in the air, horizontal and vertical directions,
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respectively; f0 is the center frequency of the signal; and σv,
σh, σa are conductivity of medium.

The power consumption of mobile terminal wireless com-
munication includes two parts. One is the fixed consumption
of modulation circuit. And the another one is the power of the
signal transmitted by the terminal. The transmission power is
related to the communication distance. The power of mobile
terminals in coal mines away supplied by batteries. In this
case, power save of wireless communication is necessary for
mobile terminals. And the energy consumption of a mobile
terminal at time t is:

EL (t) = Etx (t, d)+ PtxTn + Eencode + Erx (t)

+PrxTn + Edecode (4)

where Etx (t, d) is the energy consumption of sending signal;
Erx (t) is the energy consumption of receiving signal; Ptx , Prx
are the power of the transmitting circuit and the receiving
circuit respectively. Eencode, Edecode are the fixed power of
the encode and decode respectively. And Etx (t, d) can be
expressed by the following formula:

Etx (t, d) =

{
Eelec (t)+ kεfsd2 d < d0
Eelec (t)+ kεmpd4 d ≥ d0

(5)

Eelec (t) is the energy consumption generated by the base-
band chip; d0 is the far-field reference distance of the antenna.
Because of the wireless communication in roadway of coal
mine is small-scale wireless local area network, we set the
d0 as 1meter. When the transmitting distance d is smaller
than d0, the power of the transmitting circuit Ptx is expressed
by the free space model. When d ≥ d0Ptx is expressed by
lognormal fading model. εfs and εmp are the parameters of
amplifying circuit. The power consumption of Erx (t) except
for the baseband chip is negligible.

Erx (t) = Eelec (t) (6)

Mobile terminals in coal mine always powered by battery.
In this case, it is necessary to control the power of transmitting
thewireless signal to save the energy ofmobile terminals. The
signal-to-noise ratio γ c1i,s (t) is influenced by the change of the
transmitting power. The transmit rate of mobile terminal i to
base station s on subchannel c1 can be computed as:

Rc1i,s (t) = Wband log2 (1+ γ
c1
i,s (t)) (7)

where Wband is the bandwidth; γ c1i,s (t) is the signal-to-
interference-plus-noise ratio between mobile terminal i and
base station s, which can be expressed as:

γ
c1
i,s (t) =

Etx (t, d) g
c1
i,s (t)

Ei (t)
(8)

where gc1i,s (t) is the channel gain from mobile terminal i to
base station s on channel c1; Ei (t) is the noise power. Due to
the shielding effect of the earth, the source of electromagnetic
noise in underground coal mines is single. Environmental
noise is mainly generated by the reflection of signals from
other wireless communication devices.

In mines, MEC Servers are deployed with wireless
communication base stations. Each base station The

communication delay between the base station and the MEC
server can be ignored. The movement of terminal equipment
in the communication range of base station mainly affects
the air speed of wireless communication. The cross-region
movement mainly affects the network topology path between
terminal devices and MEC server, thus affecting the commu-
nication delay.

C. COMPUTING MODEL
MEC server is a small to medium-sized computing unit.
It deployed nearly wireless base station and includes comput-
ing, storage, and network resources. Different from the liter-
ature [21], mobile terminals in coal mine away are weakly on
computing. So, it is not reasonably to let terminals executing
same task as MEC server. The terminals only perform data
sorting tasks, and then submit the data to the MEC server to
complete the computationally intensive part of the task.

The computing tasks assigned by the terminal to the MEC
server are deployed and run in a containerized form [22].
In this way, MEC server can quickly and easily get the image
from cloud server and deploy it. And tasks from different
terminals are running independently.

When computing tasks are dynamically offloaded to the
MEC server, the task processing model of the MEC server
has the following characteristics:

1) Dynamic adjustment of the number of task queues: As
shown in Fig. 3, since the number of computing resources
required for computing tasks is different, the number of tasks
processed in parallel by MEC server at different times will
change dynamically.

2) Dynamic partitioning of computing resource blocks:
Due to the different size of resource blocks required for
computing tasks, the size of resource blocks divided by MEC
server at different time points is also different.

The above characteristics lead to the task processing model
of MEC server is not a simple one-dimensional time series,
but a two-dimensional dynamic time series.

On the other hand, because of tasks from different termi-
nals are running independently, tasks can be abstracted into
a profile with series parameters, such as: The start time tstart
and end time tend of the task. The number of computation
input data bits Di(t) of the terminal MT i. The number of
resource demands di. The maximum network delay zmaxi that
the computing task can tolerate.

IV. PROBLEM FORMULATION AND ALGORITHM DESIGN
In this section, we first put forward the problem in mathemat-
ical form, and then give the task offloading algorithm.

A. PROBLEM FORMULATION
MEC servers in the mine network are all private. The mission
of these MEC servers is to ensure the efficient and normal
operation of mines. Therefore, ensuring that the computing
requirements of all terminals are met and increasing the
capacity of the system are our principles for task scheduling.
When resources of the base station’s MEC server which the

VOLUME 9, 2021 155537



Y. Meng, J. Li: Task Offloading and Resource Allocation Mechanism of Moving Edge Computing in Mining Environment

mobile terminals accessed is enough, the MEC server can
provide the lowest latency service for mobile terminals. But
when the resources of the nearest MEC server is short, the
MEC server need offload tasks of terminals to other MEC
server. We will establish a market in the system to drive
the flow of computing resources in real time by adjusting
the service price of each MEC server in the market from the
supply side.

It is unreasonable to offload tasks to any MEC server. Net-
work delay, wireless connection status between the terminal
and the base station and operational benefits of all MEC
servers should be considered.

We assume there is a group of NJ MEC servers that can
become resource providers. The j-th provider is index as Pj
and all providers index as vector p =

{
Pj | j ∈ {1, 2 . . .NJ }

}
.

MEC server hold multiple types of computing resources.
We divide the resource categories into 5 categories. The

resource of j-th provider can be index as a vector hj ={
hkj | k ∈ {1, 2, 3, 4, 5}

}
, and resource of all providers index

as H =
{
hj | j ∈ {1, 2 . . .NJ }

}
.

The number of mobile terminals in the system is NM ,
a set of mobile terminals are indexed as a victor MD ={
MDj | j ∈ {1, 2 . . .NM }

}
. Single mobile terminal can make

multiple demands. Those demands can be met by different
MEC server. We assume the number of demands that in
the system is NI and the i-th demand is indexed as di ={
dki | k ∈ {1, 2, 3, 4, 5}

}
. All demands are indexed as D =

{di | i ∈ {1, 2 . . .NI }}.
The provider Pj is assumed to supply computing resource

amount vij =
{
vkij | k ∈ {1, 2, 3, 4, 5}

}
to demand di. And

all supplies of all provider are indexed as matrix V ={
vij | i ∈ {1, 2 . . .NI } , j ∈ {1, 2 . . .NJ }

}
. The relationship of

all demands and supplies is given as:

D � B = V (9)

The size of matrix B is NI × NJ .bij indicates that provider
Pj provides resources to meet demand di. If the value of bij
is 0, there is no service transaction between the demands di
and the provider Pj. If the value of bij is 1, the service trans-
action is completed. We name B as resource transfer matrix.
To ensure the normal operation of the edge equipment, every
requirement must be met. This means that B does not have a
zero row. At the same time, since one computation require-
ment cannot be satisfied by multiple providers. the resource
transfermatrix B can only have one non-zero element per row.

Because certain types of resources can only be allocated
with a fixed size as a unit when dividing. For example,
when scheduling CPU resources, a single core is used as
the minimum scheduling unit. The CPU models carried by
different fog computing nodes may be different, so we need
to quantify the core performance of different models of CPUs.
The single-core performance of the CPU is the unit of CPU
resource division. So the amount of resource that the j-th fog
node supplied to i-th demand is indexed as a victor rij ={
rkij | k ∈ {1, 2, 3, 4, 5}

}
. And the value of rij is constrained

by formula (10).(
nk − 1

)
ukj < vkij ≤ r

k
ij

= nkukj <
(
nk + 1

)
ukj , kε {1, 2, 3, 4, 5} (10)

where ukj is minimum scheduling unit of type k resources of
the j-th MEC server. We named ukj as resource block. nk is
the number of resource blocks required to meet demand.

At the same time, the amount of resources that MEC
server used to provide services should not more than the total
amount of resources it holds.

NI∑
i=1

bijrkij = rkj ≤ h
k
j , kε {1, 2, 3, 4, 5} (11)

When matching requirements and resource providers,
we need to shorten the network distance between the two
parties as much as possible to reduce communication delay
and transmission distance. In the task offloading mecha-
nism, we realize network distance control by defining com-
munication cost variables. Communication cost is not only
including wired network cost, but also include the wire-
less communication cost between terminal and base sta-
tion. We assume demand di needs to transmit ai quantity of
data per unit time. The communication cost can be defined
as:

F
(
zij, ai

)
= e

zij+ai
/
Rc1i,s (t) ∗ ai (12)

where zij is the wired distance between the terminal who
make the demand di and the provider Pj. The distance
between all requirements and all MEC server is recorded
as Z =

{
zij|i ∈ {1, 2 . . .NI } , j ∈ {1, 2 . . .NJ }

}
. Rc1i,s (t) is

defined at formula (7), which means the air speed of
the wireless communication between i-th demands and the
base station. The longer the network distance between the
demand and the MEC server, the higher the communication
cost.

The resources held byMEC server is composed of multiple
hardware resources. Various computing resources are com-
bined to complete computing services. Therefore, when the
resource structure is extremely unbalanced, the MEC server
may not be able to continue to provide computing services.
This requires the scheduling mechanism to pay attention to
the adaptability of theMEC server’s computing resources and
computing demands when matching computing resources,
and avoid unbalanced consumption of resources as much
as possible. To this end, we define the resource satisfaction
as Sij:

Sij
(
hj, d i

)
=

hj � d i∣∣hj∣∣ |di| (13)

To make full use of all MEC server’s resources in the net-
work, MEC servers with lighter loads should be mobilized as
much as possible. Here we let the resource price of the lightly
loaded node be inversely proportional to the proportion of idle
resources, to achieve the purpose of driving the task allocation
to the lightly loaded node by adjusting the price of computing
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resources. The price of kth resource of provider Pj is indexed
as qkj :

qkj = (1+ ωkj ), kε {1, 2, 3, 4, 5} (14)

ωk is the ratio of the kth resource used in the previous round
of transactions on the server.

We define the revenue of the j-th MEC server as:

Ej =
NI∑
i=1

(
5∑

k=1

(
c1bijSij

(
hj, d i

)
qkj d

k
i
− c2bijrkij

)
− c3bijF

(
zij, ai

) )
(15)

c1, c2, c3 are income adjustment coefficients. Then the total
revenue of all MEC server in the network is:

E =
NJ∑
j=1

NI∑
i=1

bij

(
5∑

k=1

(
c1Sij

(
hj, d i

)
qkj d

k
i
− c2rkij

)

− c3F
(
zij, ai

) )
(16)

We hope that our mechanism can make full use of the
resources of the MEC server in the network. That is to max-
imize the revenue of all MEC servers in the network, which
is the problem of maximum revenue (P.M.R).

P.M.R:

max
B

NJ∑
j=1

NI∑
i=1

bij

(
5∑

k=1

(
c1Sij

(
hj, d i

)
qkj d

k
i
− c2rkij

)

− c3F
(
zij, ai

) )
(17)

There are some objective conditions in the resource
scheduling mechanism to restrict this problem. The con-
straints are as follows:

NJ∑
j=1

bij = 1, ∀i ∈ {1, 2 . . .NI } (18)

NI∑
i=1

NJ∑
j=1

bij = NI (19)

vj=
NI∑
i=1

bij ∗ di ≤ hj, j∈{1, 2 . . .NJ } , ∀j∈{1, 2 . . .NJ }

(20)

zij ≤ zmaxi , ∀i ∈ {1, 2 . . .NI } ∀j ∈ {1, 2 . . .NJ } (21)

bijε0, 1}, ∀i ∈ {1, 2 . . .NI } ∀j ∈ {1, 2 . . .NJ } (22)

zmaxi is the maximum limit of the network communication
distance required by di.

B. TASK OFFLOADING ALGORITHM DESIGN
We assume each MEC server evaluate its load status every
T time. And each MEC server will share its load status and
local computing demands to all MEC servers. In this case,
eachMEC server can independently find the optimal solution

to the P.M.R problem and propose its own task allocation
plan. In this case, the objective of our task unload algorithm
is to find the relative optimal solution of the PMR problem
with dynamic constraints.

It is difficult to solve P.M.R directly, so it is necessary
to find the optimal solution through algorithms. Since the
resource scheduling system hopes to reduce the time required
for resource matching as much as possible, this puts forward
requirements for the time complexity of the optimization
algorithm. Fortunately, the system does not pursue a strict
optimal solution. For this reason, we design task offloading
algorithm based on Particle Swarm optimization (PSO) [23].

According to the constraints of P.M.R, each row of the
target result matrix B has one and only one non-zero element,
but the position of the non-zero element in each row is uncer-
tain. Therefore, the optimization conversion for this problem
is to determine the location of the non-zero elements of each
row of matrix B. The position of the non-zero element in ith
row of matrix B is indexed as xi, and xi ∈ {1, 2 . . .NJ }. The
matrix B can be indexed as:

B =
{
bij|i ∈ {1, 2 . . .NI } , j ∈ {1, 2 . . .NJ }

}
,

bij =

{
1 : j = xi
0 : j 6= xi

(23)

The different solutions of P.M.R can be regarded as the
non-zero elements of each row of matrix B moving, which
coincides with the characteristics of particle swarm algo-
rithm. Therefore, this problem is very suitable to use particle
swarm algorithm to search for the optimal deployment plan.
Suppose that there is a group of L particles in NJ dimensional
feasible region of R.M.P. Each particle contains three char-
acteristics: position, speed and fitness. The position of the
particle in the feasible region represents the configuration of a
feasible solution matrix B of P.M.R. We index the position of
lth particle is Xl = {xi | i ∈ {1, 2 . . .NI }} , xi ∈ {1, 2 . . .NJ }.
The speed represents the rate of change of the particle’s
moving distance relative to time in the feasible region. The
fitness represents the pros and cons of the particle’s position,
which can be calculated by the fitness function.

Calculate the fitness corresponding to the position of the
lth (l = 1, 2, . . . ,L) particle at the nth iteration. By tracking
the individual particle’s best position Pl (n) and the global
optimal position of the group Pg (n), the particle velocity and
position are updated according to formulas (23) and (24). The
particle velocity Vl (n+ 1) and position Xl (n+ 1) of the n+
1th iteration are obtained.

Vl (n+ 1) = ω(n)V l (n)+ τ1ε1 (Pl (n)− Xl (n))

+ τ2ε2
(
Pg (n)− Xl (n)

)
(24)

In the formula: ω(n) is a non-negative inertia factor; τ1, τ2
are coefficients; ε1, ε2 are random numbers.

Xl (n+ 1) = Xl (n)+ Vl (n+ 1) (25)

Perform iteratively in the above manner until all par-
ticles converge at the same position in the feasible
region or reach the maximum number of iterations. The
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global optimal position of the particle swarm is the
result.

All demands of terminals are transparent to each MEC
server. In this case, all MEC server can propose their own
solutions based on the task offloading algorithm. From the
structure of the algorithm, we can know that when the number
of iterations reaches the maximum, even if the algorithm
does not find the global optimal solution, it will take the
relative optimal solution as the output result. The initial value
of the algorithm and the randomness of the optimization
process lead to different task offloading solutions for each
MEC server running algorithm. Therefore, to get the best
task offloading solutions as much as possible, we designed
a bidding mechanism based on the idea of blockchain.

Algorithm: Transaction Resource Matching Algorithm
0 Collect transaction information D and initialize the resource

list H;
1 Extract network distance matrix Z;
2 Initialize the random particle swarm O in the solution space;
3 Initialize: flag←1, n← nmax ;
4 while flag=1 do:
5 for ol in O:
6 Calculate particle fitness by formula (8);
7 Update individual optimal values Pl ;
8 Update global optimal value
9 for ol in O:
10 Calculate particle velocity according to Formula

(9).
11 Update particle position according to Formula (10)
12 n=n-1
13 if n=0 or particle swarm converges at the same point:
14 flag=0;
15 Publish results to other brokers;
16 Collect the results of other brokers;
17 The optimal result is selected by formula (8);
18 Write to the blockchain and execute.

The time complexity of the algorithm is O (nmax × l).
Where nmax is the maximum number of iterations of the
algorithm that we set. l is the number of particles in a swarm.
The space complexity of the algorithm is O (l).
MEC server propose its own solution based on the task

offloading algorithm and distribute the solution to otherMEC
servers through P2P network. It is easy for MEC server to
verify which solution is the best. When all MEC servers have
selected the same optimal solution, they reach a consensus
and execute the optimal solution.

This optimization process is in real time. Every time the
MEC Server receives a new computation request, it checks to
see if there is a better alternative to uninstall.

V. PERFORMANCE EVALUATION
In this part, we will evaluate the performance of our mecha-
nism. And compare with other mechanism under same exper-
imental setup.

A. EXPERIMENTAL SETUP
The system is a model of 28 device, where Pj (j ∈ {1, 2 . . . 8})
is denoted as the MEC server (resource provider) and Eτ
(τ ∈ {1, 2 . . . 20}) is denote as the terminal device (resource
demander). The computing resources held by each MEC

FIGURE 4. Task queue model of MEC server.

FIGURE 5. Distribution of computing resources in each MEC server.

FIGURE 6. Experimental system structure diagram.

server and the minimum scheduling resource block are shown
in Figure 5. Each edge device can propose multiple different
computing demands.

As shown in Figure 6, we hosted eight MEC servers as vir-
tual machines on two desktop computers. Each MEC server
VM is independent of each other. The hardware parame-
ters of desktop computer are AMD Ryzen7 5800X 3.8GHz
and 32GB DDR4-3200MHz RAM. The terminal device is
an Internet of things controller designed by us based on
STM32F103 chip. It supports TCP, UDP, MQTT and other
protocols. The terminal sends the computing request to the
nearest MEC server based on its location.

In the actual system, we need to determine the network
distance between the terminal and the MEC server. In our
experiment, we set the coordinate points of all terminal
devices and MEC servers in a two-dimensional plane, and
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FIGURE 7. Initial distribution of two parties in a two-dimensional
coordinate system.

use the distance between the two points as the network
distance. Figure 7 shows the initial distribution of terminal
devices and MEC server in a two-dimensional plane. The
computing request sent by the terminal device contains its
own virtual location. The virtual position is the coordinate
obtained by adding random motion to the initial position
shown in Figure 7. When the experiment begins, the terminal
device will send virtual computing requests to the nearest
MEC server at a fixed frequency. After receiving the request,
the MEC server shares the request information with other
MEC servers on the P2P network. MEC Server calculates the
best offloading plan based on the new request information.

B. PERFORMANCE EVALUATION
By controlling the number of demands make by each termi-
nal device, we evaluated the four scenarios of 8 demands,
16 demands, 32 demands, and 64 demands. The relationship
between the total number of revenue in the network and the
number of iterations of the matching algorithm is shown
in Figure 8. Through observation, it can be concluded that
the total revenue increases as the number of iterations of
the algorithm increases until it converges to a fixed value.
As the number of computing demands submitted by termi-
nal devices increases, the supply relationship that may exist
between terminal devices andMEC server also increases. The
larger the dimension of the solution space that the algorithm
needs to search for. This will cause the algorithm to find the
optimal solution with more iterations and longer matching
time. To solve this problem, we expand the search range
through the joint proposal of all MEC server, and find the
relative optimal solution as much as possible.

We compared with other similar mechanism under same
experimental setup. It should be pointed out that other similar
mechanisms are not optimized for the mine environment,
so the experimental results only represent the performance
of each mechanism in the mine environment.

In reference [13], a computing resource auction algorithm
based on machine learning is proposed. We built the test
algorithm according to the structure in the reference andmade
simple modifications to adapt it to our experimental settings

FIGURE 8. Relationship between the number of iterations of the
algorithm and the total revenue.

FIGURE 9. The resource utilization of each MEC server.

and background. At the same time, we also compared the
situation where there is no resource offloading algorithm, and
the terminal computing requirements are only provided by the
nearest MEC server.

In the same experimental environment, we compared the
resource occupancy rate, service achievement rate and algo-
rithm running time of each node in the system under different
mechanisms. Figure 9 shows the comparison of resource
occupancy rate of each node under the three conditions. The
resource usage of each node is most unbalanced in the case
of no task uninstallation mechanism. The MEC server in
the hotspot area is under heavy load and cannot meet all
tasks. MEC server resources in low hotspot areas are idle and
wasted.

Table 2 shows the service achievement rates for eachmech-
anism. The so-called achievement rate is the ratio of the
demands satisfied to the total demands. We test those algo-
rithms with different number of MEC servers, terminals and
demands. It should be noted that the realization of the service
in the experiment means that the network delay of the MEC
server providing the service meets the terminal requirements.
As can be seen from the experimental results, when there is no
task unloading mechanism, the twoMEC servers P1, P2 have
exhausted all the computing resources, but still cannot meet
the computing requirements of all terminals in the region. The
mechanism proposed in this paper can better unload tasks to
the MEC server that meets the requirements of the terminal.
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TABLE 2. The service achievement rates for each mechanism.

Themechanism in reference [13] does not take into account
the minimum unit of resource scheduling, which leads to
it meeting all computing requirements but occupying more
resources.

VI. CONCLUSION AND FUTURE WORK
In this paper, to improve the resource utilization efficiency
of MEC Servers in mines, we comprehensively analyze the
characteristics of communication environment and network
topology, and design a task offloading algorithm. When there
are too many demands in the region, the MEC Server will
select an appropriate MEC server and offload computing
tasks to it on the premise of ensuring service quality. Theoreti-
cal analysis and experimental results show that this algorithm
can improve the resource utilization of all MEC servers in
the system and balance the system load moderately. In future
work, we will consider how to combine data flows to opti-
mize computational resource allocation and introduce deep
learning algorithms to seek optimization.
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