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ABSTRACT This paper reports the performance of link setup time reduction outlined by IEEE 802.11ai,
which is also known as Fast Initial Link Setup (FILS), in real intermittent inter-vehicular communications.
Fast link establishment is a significant concern in communications between mobile devices with high
mobility, such as passing vehicles on roads, because short link setup times enable vehicles to transfer larger
amounts of application data. However, secure links are also important because they prevent both unauthorized
access by unauthenticated users and misinformation circulation by malicious persons. Conventional security
protocols such as IEEE 1609.2 and IEEE 802.11i/IEEE 802.1X, which is also known as the Wi-Fi Protected
Access 2 Extensible Authentication Protocol (WPA2-EAP), archive user authentication in vehicular
networks but often take several seconds to establish a secure link due to numerous frame exchanges.
In contrast, FILS is designed to establish a secure WPA2-EAP link in 100 ms using cached authentication
information. However, since the effectiveness of FILS in real vehicular networks has not yet been reported,
this paper describes experiments that clarify its setup time reduction abilities in 2.4 GHz IEEE 802.1 1n-based
inter-vehicular communications by measuring the initial link setup times between two passing vehicles in a
real environment. The results show that FILS significantly reduces the initial link setup times between the
passing vehicles to around 150 ms and increases the size of application data transferred between vehicles.
Additionally, it is demonstrated that FILS always establishes a secure link, while Protected EAP (PEAP)
sometimes fails. Finally, in communications between vehicles passing each other at the relative speed of
80 km/h, we confirm that the FILS link setup time reduction effectively increases transferrable application
data sizes by 10 MB compared with WPA2-PEAP.

INDEX TERMS FILS, IEEE 802.11ai, inter-vehicular communications, vehicular delay/disruption tolerant
network.

I. INTRODUCTION

Fast, secure link establishment can improve connectivity
between highly mobile devices during inter-vehicular com-
munications in vehicular delay/disruption tolerant networks
(VDTN). Additionally, short link setup times reduce link
establishment overhead and extend data transmission time.
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Secure links protect communications from tapping by
unauthenticated users and misinformation circulation by
malicious persons.

The advantages of fast, secure link establishment meet the
requirements of VDTN-based disaster networks, which are
robust to disasters because they can be performed using emer-
gency vehicles with onboard units (OBUs) and physically
carry application data to remote areas with relay transmission
between vehicles if communication infrastructures are down
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by natural disasters such as earthquakes and tsunamis.
Furthermore, in VDTN-based disaster networks, fast, secure
link establishment enables emergency vehicles to exchange
sensitive information, such as victim medical data and images
of disaster areas, which can help rescue teams understand
the disaster scale quickly. In fact, the Asia Pacific Telecom-
munity (APT) recommends using vehicular delay/disruption
tolerant networks as a means of communication during
disaster in [1].

To facilitate these efforts, we are developing a VDTN-
based disaster communications system that uses Wi-Fi and
Digital Convenience Radio (DCR) [2], which is based on
the Association of Radio Industries and Businesses (ARIB)
STD-T98 standard covering one band of among Japan’s
narrow-band radio traffic. The communication range and
bitrate of DCR devices are typically less than 10 km and
4.8 kbps, respectively. In our disaster communication system,
emergency vehicles serve as DTN ferry nodes by transferring
data among shelters and disaster control headquarters. In this
network, the ad-hoc mode is not used. The vehicles have
IEEE 802.11 access point function protected by WPA-EAP.
When two vehicles pass each other, one vehicle behaves as
a normal station (STA) and another behaves as an access
point (AP). The STA vehicle connects to the AP vehicle and
receives data stored in the AP vehicle, such as photos and
videos of disaster-stricken areas.

Individual authentication is necessary to protect against
unauthorized tapping and prevent the spread of misinforma-
tion in disaster networks because they often carry sensitive
information such as personal medical records. Currently, the
Wi-Fi Protected Access 2 Extensible Authentication Protocol
(WPA2-EAP), which is also known as WPA2-Enterprise,
is typically used for individual authentication on IEEE
802.11 systems, and it is also available in IEEE 802.11-based
inter-vehicular communications. However, WPA2-EAP com-
munications require a few seconds for link establishment
because they must build Transport Layer Security (TLS)
tunnels and exchange authentication information such as cer-
tificates and passphrases. These long link establishment times
reduce the time available for application data transferred
between passing vehicles and thus the amount of data that
can be transferred.

To minimize this problem, our newly proposed system
uses the IEEE 802.11ai protocol, which is also known as the
Fast Initial Link Setup (FILS), to reduce link establishment
time and increase the transfer size of application data
in the VDTN-based disaster networks. In operation, FILS
enables access points and station nodes to authenticate each
other within about 100 ms by using cached authentication
information. The link setup time is defined as a period
between when a station sends an IEEE 802.11 probe
request to an access point and when the station obtains its
own I[P address from a DHCP server. On the other hand,
inter-vehicular communication environment has unidentified
factors that can affect the field performance of FILS, such as
vehicles’ mobility and radio propagation, and measuring the
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FILS performance in real vehicular environment is crucially
important to identify the FILS practical performance.

To clarify the effect of link setup time reduction by
FILS in intermittent inter-vehicular communications, we per-
formed both laboratory and field experiments, and we
report the results of our experiments in this paper. The
results of our measurements show that FILS reduces link
setup time in intermittent inter-vehicular communications
using 2.4 GHz IEEE 802.11n, which effectively increases
the size of application data transmitted between passing
vehicles by 10 MB compared with WPA2-PEAP. The IEEE
802.11ai was issued in 2017, and a few papers [6]-[8] have
reported the FILS performance with mathematical models or
network simulation. We will review related work on FILS
performance evaluation in Section IV-E. However, to the best
of our knowledge, no report to date has verified link setup
time reduction via FILS in actual use, especially in vehicular
networks.

As such, the present paper represents the first report of
a performance evaluation of FILS in a real-world vehicular
DTN. This paper extends our conference paper previously
presented in [9] and shows the details of the results of a
laboratory and field experiment we performed to measure
the FILS performance in vehicular networks, which are not
shown in [9].

The remainder of this paper is structured as follows.
Section II of this paper describes the details of our newly
developed disaster communication system, while Section III
explores work related to the IEEE 802.11 authentica-
tion mechanisms. Section IV explains the mechanisms
of WPA2-EAP and provides additional details regarding
IEEE 802.11ai protocols. Section V presents experiments
conducted to measure the FILS performance in 2.4 GHz
IEEE 802.11n-based inter-vehicular communications, during
which we show that FILS enables vehicles to establish
secure links and increases transferrable application data
amounts. Section VI show the results of the laboratory and
field experiments. We conclude in Section VII with a brief
summary and mention of future work.

Il. DISASTER COMMUNICATION SYSTEM USING
HETEROGENEOUS WIRELESS COMMUNICATIONS

This section describes the motivation, architecture, and
technical requirements of our newly developed disaster
communication system.

A. MOTIVATIONS TO DEVELOP THE DISASTER
COMMUNICATION SYSTEM
The development of our new disaster communication system
was motivated by the issues pertaining of disaster rescue
operations in Japan, which currently face the following
problems that can make rescue operations chaotic.
1) Misinformation and confusion stemming from
transceiver-based oral communications
2) Dependency of communication
communication infrastructures

systems  on
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FIGURE 1. Overview of our proposed disaster communication system.

1) MISCOMMUNICATION DUE TO TRANSCEIVER-BASED
ORAL COMMUNICATIONS

Almost all Japanese local governments use public address
system loudspeakers and voice transceivers for communica-
tion between residents and emergency personnel [10]. While
voice messages are useful for communication between the
personnel of disaster management agencies, they are insuf-
ficient for the personnel of disaster management agencies
to understand the damage level of disaster-stricken areas
correctly and minutely because they lack visual information
such as the photos and videos of disaster-stricken areas.
As the saying goes, “‘One picture is worth a thousand words,”
and the one photo can give the personnel of more clear,
non-contradictory about the disaster-stricken areas without a
contradiction than voice messages. Because voice messages
include talkers’ own expressions and impressions of the
damage level of disaster-stricken regions, messages from
different persons who see the same thing may confuse the
receiver of the message.

Moreover, visual information can overcome comprehen-
sion and language barriers. It is difficult for foreign people
to understand voice messages in non-native languages, but
they can easily understand the situation of their current place
from photos and videos. For these reasons, it is important for
people to share photos and videos of disaster-stricken areas
during a disaster. The Global Facility for Disaster Reduction
and Recovery (GFDRR) reports that visual information is
efficient for disaster reduction in [11].

2) COMMUNICATION SYSTEMS DEPENDENT ON
COMMUNICATION INFRASTRUCTURES

Since disasters can destroy communication infrastructures
such as cellular networks and optical fiber networks,
communication systems used at disaster sites must be robust
to infrastructure failures. Currently, a few Japanese local
governments have their own local fiber networks and servers
to support administrative services, such as communication
systems between administrative organizations, but those
networks can also be damaged in disasters. Hence, a disaster
communication system that works independently of current
communication infrastructures is required.
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B. SYSTEM ARCHITECTURE

Disaster communication systems consist of disaster control
headquarters, shelters, and emergency vehicles with hetero-
geneous DCR and IEEE 802.11 wireless communication sys-
tems. Emergency vehicles handle large data such as disaster-
related images and videos via IEEE 802.11-based store-carry-
forward transfer to the disaster control headquarters, radio
blind zones unreachable by radio signals, and isolated areas.
These image and video transfer significantly improve the
ability of rescue teams to understand the scale of the damages
and formulate rescue plans quickly.

Narrow-band radio is used to transfer text messages such
as evacuation alerts and calls for help. The ARIB STD T-98
standard uses the 351, 467, or 150 MHz band. The DCR
data rate depends on modulation. For example, it is 4.8 kbps
during m/4-shift frequency-shift keyed (FSK) frequency-
division multiple access (FDMA) communications. Since its
range is typically up to a few kilometers, it is useful for broad-
casting emergency messages such as tsunami/earthquake
warnings.

Emergency vehicles working as DTN nodes communicate
over IEEE 802.11n protocols and authenticate each other
via WPA2-EAP. In the VDTN-based disaster-communication
system we have proposed, OBUs installed on emergency
vehicles should be able to communicate not only with
the vehicle’s OBUs but also with personal mobile devices,
such as smartphones and tablet PCs carried by disaster
management personnel, because the emergency vehicles
collect the photos and videos of disaster-stricken areas from
the personal mobile devices via Wi-Fi. In addition, when
wireless access points permanently installed at disaster-
stricken areas are unavailable due to damage from disasters,
the OBUs can be carried out from the vehicles by the
personnel of disaster management agencies and used as
temporary wireless access points in the disaster-stricken
areas. For these reasons, we opted to use IEEE 802.11n in
our research.

Although WPA2-EAP-based communications require
access points to a Remote Authentication Dial-In User
Service (RADIUS) server when verifying certificates, such
an authentication scheme cannot be used for emergency
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vehicles in our disaster communication system because
emergency vehicles are often unable to connect to the Internet
during disaster-related activities. Therefore, the disaster
communication system requires authentication servers to
be included in each network node, such as emergency
vehicles, shelters, and disaster control headquarters. These
authentication servers synchronize certificates over general-
use communication infrastructures, such as cellular and
IEEE 802.11 networks before disasters, and over DCR after
disasters occur. When the certificates are updated, they are
broadcast by the authentication server that has the updated
certificates.

C. VDTN-BASED DISASTER COMMUNICATION SYSTEM
REQUIREMENTS

As stated earlier, VDTN-based disaster communication
systems must restrict access to rescue teams because they
handle sensitive personal information such as medical data,
which means they must authenticate users or mobile devices
individually. However, the following restrictions significantly
impact individual authentications on disaster communication
systems:

1) Short communication times between emergency vehi-
cles: Emergency vehicles operating as DTN ferry
nodes can communicate while passing each other.
However, depending on their relative velocities and
road conditions, they often have only a few seconds
to authenticate each other and transfer data. There-
fore, the individual authentication process of disaster
communication systems should be completed quickly
to maximize the amount of transmitted data between
emergency vehicles.

2) WPA2-EAP overhead reduction: WPA2-EAP can take
several seconds to complete authentication due to the
numerous required frame exchanges, even though emer-
gency vehicles serving as DTN node ferries already have
short data transfer times. The frame exchange process,
which is known as an EAP exchange, is necessary
to securely transfer authentication information, such
as certificates, usernames, and passwords. However,
it is often difficult for emergency vehicles working
as DTN node ferries to send certificate verification
requests because they must go into radio blind zones
and areas without communication infrastructures, such
as mountainous regions.

To minimize the limitations described above, disaster

communication systems must be able to process individual
DTN ferry authentications quickly.

lIll. RELATED WORK

This section describes work related to individual authentica-
tion methods for IEEE 802.11 and vehicular networks and
highlights the problems that may arise if the existing individ-
ual authentication methods are applied to IEEE 802.11-based
inter-vehicular communications.
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FIGURE 2. PEAP frame sequences.

A. INDIVIDUAL AUTHENTICATION ON IEEE 802.11

As stated above, the primary IEEE 802.11 individual authen-
tication protocols are standardized in IEEE 802.11i/IEEE
802.1X [12], which are also known as WPA2-EAP. These
individual authentication protocols enable access points
and stations to identify each other via certificates or
username and passphrase pairs. EAP [13] has a variety of
authentication/certification methods, such as EAP-TLS [14]
and protected EAP (EAP-PEAP) [15]. EAP-TLS provides
access points and stations with a method to identify each
other via their certificates, but its certificate management
process is complicated because it must distribute cer-
tificates to all stations. In contrast, EAP-PEAP allows
access points to identify stations with their usernames and
passphrases.

Unfortunately, even though EAP-PEAP simplifies certifi-
cate management, it requires an EAP exchange between
an access point and station when setting up a secure link,
as shown in Figure 2. In this process, the access point and
the station need to exchange at least 22 frames between the
beginning of the link setup and the completion of the station’s
IP address assignment. Additionally, the process can take a
long time in situations where the frame loss rate is high, such
as inter-vehicular communications, which reduces the time
available to exchange data frames after the link setup, and
thus the amount of data transmitted.

Xu et al. showed that the WPA2-EAP authentication
delays increase as the number of vehicles rises in [16],
which indicates that the WPA2-PEAP and client IP address
assignment delays increase when the vehicle density is high
and that throughput between the vehicles declines due to
those delays.

Separately, other researchers have proposed methods to
reduce the WPA2-EAP’s latency between mobile devices
with high mobility by pre-authentication or key caching.
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For example, Mishra et al. [17] proposed a proactive key
distribution scheme using a neighbor graph, which shows the
access points a station might possibly access after handoff.
Their scheme allows a station to conduct authentication
with access points to which the station may connect in the
near future via the access point associated with the station.
In another example, Hur et al. proposed a pre-authentication
method for IEEE 802.11-based vehicular networks [18] that
enhances Mishara’s scheme and allows a station and an access
point to cache a pairwise master key, which can reduce
the authentication latency to a level lower than Mishara’s
method.

However, these schemes are inadequate for IEEE 802.11-
based inter-vehicular communications because they assume
that the access points are stationary and the station and
access points are reachable. Those assumptions do not
hold in IEEE 802.11-based inter-vehicular communications
in disaster communication systems because emergency
vehicles serving as DTN node ferries cannot rely on
having sustainable links when communication infrastructures
fail. Furthermore, emergency vehicles cannot link to other
network nodes when they are in a radio blind zone.

B. INDIVIDUAL AUTHENTICATION ON VEHICULAR
NETWORKS

Individual authentication protocols for inter-vehicular com-
munications are standardized in IEEE 1609.2 [19] and
ETSI TS 103 097 [20], which also define certificate-based
authentication methods for vehicular networks. Certificate-
based authentication methods help reduce authentication
latency between vehicles because those vehicles only need
to exchange a few frames to complete the authentication
process. This is simpler than username-passphrase-based
authentication methods such as WPA2-PEAP.

Individual authentication protocols also require vehicles to
have multiple certificates and acquire different certificates
for every authentication because it is difficult to update
vehicle certificates when there are no stable links between the
vehicles and trust anchors. Therefore, the standards require
the trust anchors (i.e., certificate authorities) to be responsible
for vehicle certificate management, and thus bear the burden
of managing numerous certificates. As a result, numerous
researchers have looked for ways to facilitate certificate
management on vehicular networks.

For example, Sun et al. [21] proposed a certificate
update method using roadside units (RSUs), but that method
depends on communication infrastructures, which makes it
unsuitable for disaster communication systems because it is
highly probable that RSUs will be unavailable in emergency
situations. Separately, Feiri et al. [22] proposed a vehicle-
based certificate distribution method that forces vehicles
in close proximity to each other to proactively exchange
certificates. However, Feiri’s method would not work in low-
vehicle-density areas where vehicles rarely encounter each
other because the need to encounter other vehicles to keep
certificates updated would degrade disaster communication
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systems. This is particularly true in systems where emergency
vehicles can be sent to remote areas, such as mountainous
regions, where they would have no chance to communicate
with other emergency vehicles for extended periods.

Bohm and Jonsson [23] proposed an IEEE 802.11p
MAC enhancement that enables a roadside unit to share
the authentication information of a car that has already
been authenticated by another roadside unit. Since roadside
units that have received the authentication information can
authenticate the car with the information, they omit the
authentication procedure with the car. Therefore, the MAC
enhancement can reduce authentication overhead between
roadside units and cars. However, the MAC enhancement
does not support conventional security protocols such as
WPA2-EAP and IEEE 1609.2 and only works with IEEE
802.11p.

Since, as indicated by the examples above, certificate-
based authentication methods require stable links between
emergency vehicles and trust anchors, as well as com-
plicated certificate management procedures, they do not
provide a realistic way to manage disaster communication
systems. Therefore, we adopted the WPA2-PEAP username-
passphrase-based authentication method for our disaster
communication system. Mano et al. reported the overhead of
initial authentication on IEEE 802.11 harms seamless han-
dover between high-mobility devices based on field experi-
ment results in [24]. Since the abovementioned authentication
and IP address assignment latency will presumably occupy
communication time between moving vehicles, we propose
using FILS for IEEE 802.11-based inter-vehicular commu-
nications to reduce individual authentication and IP address
assignment delays.

IV. FAST INITIAL LINK SETUP
This section describes the Fast Initial Link Setup (FILS)
mechanisms standardized in IEEE 802.11ai, which enables
the establishment of a secure connection within about 100 ms
using the following four mechanisms:

A) Channel scanning enhancement

B) Active scanning optimization

C) IP address assignment during the IEEE 802.11

associations
D) Authentication information caching

A. CHANNEL SCANNING ENHANCEMENT

While authenticators broadcast a beacon frame every 100 ms,
FILS also allows them to broadcast FILS discovery frames.
Furthermore, while IEEE 802.11ai states that a FILS
discovery frame must always have a Basic Service Set
Identifier (BSSID) users have the option of including
other information elements. Thus, supplicants can detect
authenticators faster than usual.

B. ACTIVE SCANNING OPTIMIZATION
A supplicant in the active scanning mode actively broadcasts
probe request frames to search for authenticators. If the
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probe request frame does not have an expiration time, the
authenticators will need to respond to every probe request,
which causes extra traffic on the channel and degrades
Layer 2 (data link layer) throughput. In contrast, FILS allows
a probe request frame to include an expiration time for request
replies, which means FILS can reduce the unnecessary
channel scanning traffic.

C. IP ADDRESS ASSIGNMENT DURING THE IEEE 802.11
ASSOCIATION

FILS provides an IP address assignment field as an infor-
mation element of an authentication response frame. The
assignment function enables a Dynamic Host Configuration
Protocol (DHCP) server to assign an IP address to the suppli-
cant within the Layer 2 authentication procedure. Figure 3
shows the frame sequence of the EAP re-authentication
protocol (EAP-RP), which allows the authenticators and
supplicants to process the initial link setup and IP address
assignment within a few exchanged frames. This allows
FILS to reduce frame exchanges in the initial link setup and
shortens the setup time.

FILS also allows higher-layer protocols to include a packet
in IEEE 802.11 association request/response frames. More
specifically, it defines an additional information element
called a “FILS HLP Container Element” that contains a
packet with the media access control (MAC) addresses of the
source and destination in the element. This allows user appli-
cations working on different WLAN nodes to exchange pack-
ets during the IEEE 802.11 association. In IEEE 802.11ah
networks, some papers [3]-[5] have proposed fast authenti-
cation procedures. These 802.11ah authentication methods
mainly focus on improving the IEEE 802.11 association
procedure. On the other hand, FILS not only shortens authen-
tication procedures but also completes IP address assignment
in the authentication procedure by FILS HLP Container
Element.

D. AUTHENTICATION INFORMATION CACHING

FILS enables an access point and a station to cache
authentication information, such as certificates, when they
establish a secure link for the first time. The access point
and the station use the cached authentication information to
establish secure links from the second time onward. This
allows FILS to complete a link set up with fewer frame
exchanges than a conventional EAP exchange.
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E. EFFECTIVENESS

Various papers have reported the FILS performance. For
example, Mano et al. performed a field experiment in a
situation where 40 pedestrians with mobile devices came into
a stream with the speed of 4.5 km/h and passed in the front of
an access point in [6], [25]. The mobile devices and the access
point authenticated each other with FILS or WPA2-PEAP.
The authors confirmed that the mobile devices using FILS
established IEEE 802.11 links before the pedestrians passed
the access point, while the mobile devices using WPA2-PEAP
did not complete IEEE 802.11 link establishment even after
passing in the front of the access point.

Ong theoretically analyzed the FILS authentication
methodology outlined in IEEE P802.11 Group AI (TGai)
in [7]. The author formulated the FILS active scanning
enhancement and compared the performance of the FILS
active scanning enhancement with IEEE 802.11 DCF
(Distributed Coordination Function) or EDCA (Enhanced
Distributed Channel Access). The author revealed that the
FILS active scanning enhancement can make the responsive-
ness to beacon frames 20% and 250% faster than IEEE 802.11
EDCA and DCEF, respectively. However, since this paper
refers to TGai technical papers, the FILS performance is not
sufficiently analyzed with consideration of EAP-RP and IP
address assignment in IEEE 802.11 association specified in
the published IEEE 802.11ai standard.

Kushida et al. [8] simulated the effectiveness of FILS link
setup time reduction in IEEE 802.11ad wireless networks.
Their simulation results revealed that FILS reduced link setup
times to ten times less than WPA2-PEAP and also reduced
the number of authentication failures in an IEEE 802.11ad
networks. However, all simulation nodes are stationary
in their simulation scenario, and the FILS effectiveness
considering the mobility of network nodes is not discussed
in the paper.

Although these papers showed that FILS is effective in
decreasing authentication overhead, as far as we know,
no paper reported has the effectiveness of link setup time
reduction by FILS in vehicular networks. For this reason, this
paper presents the results of laboratory and field experiments
to determine the FILS effectiveness in vehicular networks.

V. EXPERIMENTAL SETUP

This section describes the setup of the laboratory and field
experiments conducted to evaluate the effectiveness of FILS
link setup time reduction in inter-vehicular communications.
The laboratory experiment was conducted to verify whether
the FILS implementation can achieve the performance out-
lined in IEEE 802.11ai. The field experiment was conducted
to verify whether FILS can work in an actual inter-vehicular
communications system.

A. DETAIL OF OUR FILS IMPLEMENTATION
We implemented the FILS functions in ARM-based on-board
units equipped with the Linux operating system (OS) because

159801



IEEE Access

A. Kato et al.: Link Setup Time Reduction by FILS on IEEE 802.11-Based Inter-Vehicular Communications

Supplicant Authenticator
(STA) (RADIUS/DHCP server)
S =)
Auth & Client
Certification
Association
DHCP
Req/Ack

DHCP Discover/Offer messages
are exchanged during the
association.

FIGURE 4. Our FILS implementation.

there are already a number of FILS implementations for
that system. However, our FILS implementation had some
differences related to IP address assignment compared to the
original FILS functions due to limitations of the device driver
of the IEEE 802.11 chips we used. Specifically:

1) Authentication (RADIUS) servers work on all the
access points: Vehicles serving as DTN ferries work as
authentication servers. This configuration was selected
to ensure compatibility with the architecture of our
disaster communication system.

2) FILS TP address assignment is not supported: In
our FILS implementation, a DHCP server assigns
the client’s IP address using the conventional DHCP
process. In other words, the DHCP server and client
must exchange DHCP discover/offer messages and
request/ack messages, even though the original FILS
does not require these message exchanges.

3) DHCP discover/offer messages are exchanged during
the IEEE 802.11 association: Our FILS implemen-
tation supports the FILS HLP Container described
in Section IV, which allows higher-layer protocols
such as DHCP to send a packet during the IEEE
802.11 association. We implemented a DHCP server
and client that support sending discover/offer messages
via the FILS HLP Container. Therefore, our FILS
implementation only needs to exchange request/ack
messages after completing the Layer 2 link setup.

4) Lightweight DHCP clients work on OBUs: Our DHCP
client also supports exchanging discover/offer messages
via the FILS HLP Container. More specifically, the
client sends a request message immediately after
receiving an offer message via the FILS HLP Container.
In contrast, a normal DHCP client will not send a request
immediately because it waits for other offer messages
from multiple DHCP servers.

B. OBU CONFIGURATIONS

We performed laboratory and field experiments with OBUs,
as shown in Figure 5. Table 1 shows the OBU specifications.
Each OBU was equipped with two Qualcomm AR9300 Wi-
Fi cards and four Wi-Fi antennas that communicate over the
IEEE 802.11n protocol at 2.4 GHz. Additionally, each OBU
on which we implemented the FILS functions was equipped
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GW6300 (inside
the metal case)

Power supply

FIGURE 5. OBU overview.

TABLE 1. OBU specifications.

Base board Gateworks GW6300

Distribution/Kernel | Ubuntu 16.04.05 LTS/Linux 4.14.4

CPU Octeon TX Dual Core ARM CPU @ 800 MHz
Memory DDR3 1GB

Storage SSD 250 GB

Wi-Fi chip/driver Qualcomm AR9300 x2/ath9k

with a customized hostapd [27] authenticator daemon
program and wireless protected access wpa_supplicant [28].
We also added the EAP-RP function to the original hostapd
2.7 and wpa_supplicant 2.7 codes.

We implemented an embedded Structured Query Lan-
guage (SQL) database in the customized hostapd to cache
authentication information of stations that had previously
connected to the hostapd and forced the OBUs to cache
the authentication information in advance. We also utilized
hostapd 2.6 and wpa_supplicant 2.6 without modification
to measure EAP-PEAP performance levels. As described in
the previous section, in both experiments, we used a DHCP
server and client that support FILS.

Additionally, we implemented a RADIUS server in the
authenticator, which reduced the delay between the two
components to almost zero. We also implemented a user
application to send a file between the supplicant and the
authenticator via Transmission Control Protocol (TCP). The
user application sends a 100 MB file for each measurement.
The kernel was allowed to reuse TCP sessions that the kernel
had started and were in the TIME-WAIT state. We also
enabled TCP fast open [29] and Tail Loss Probe (TLP) [30]
to reduce the TCP session establishment overhead. The use
of TLP makes it possible to detect and recover from tail
losses faster than TCP retransmission timeout. The other TCP
parameters were the same as the default values.

C. LABORATORY EXPERIMENT CONFIGURATION

We connected the OBUs with coaxial cables through variable
attenuators, as shown in Figure 6, and manually set their
signal reception strength to either —65dBm or —95 dBm,
such that the OBUs were connected at —65dBm and
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FIGURE 7. Laboratory environment overview.

disconnected at —95 dBm. We also configured the data rate
on Layers 2 and 1 (i.e., on both the data link layer and the
physical layer) to be automatically determined. At the start
of our experiment, we launched hostapd and wpa_supplicant
and used the attenuators to set the receiving signal strength
of the OBUs to —95dBm. Next, we adjusted the receiving
signal strength to —65 dBm and waited for 30 seconds while
they attempted to transfer a 100 MB file. Finally, we restored
the receiving signal strength to —95dBm and recorded the
link setup time and the number of bytes transmitted between
the OBUs.

To measure link setup times, we monitored network inter-
faces installed at the OBUs by ip command [31] which is the
Linux network interface utility and iw command [32] which is
Linux WLAN configuration utility, and recorded timestamps
when the IEEE 802.11 probe request is transmitted and when
an IP address is assigned to a DHCP client.

D. FIELD EXPERIMENT SCENARIOS AND
CONFIGURATIONS

Our actual field experiment was conducted in Konan City,
Kochi Prefecture, Japan. Figure 8 shows a map of the area
and the driving route. The solid red line indicates the car
trajectories while the orange dot near the center of the
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FIGURE 8. Field experiment area.

FIGURE 9. Wi-Fi antenna configuration.

picture shows where we parked the car that served as the
authenticator.

We used two cars, which are referred to hereafter as
Car #1 and Car #2. In this experiment, Car #1 served as
the authenticator, while Car #2 served as the supplicant.
We installed the OBUs and Wi-Fi antennas in both cars.
Figure 9 shows the antenna placements. The antennas of
each Wi-Fi card were placed on the vehicle roofs at diagonal
angles. The data rates on Layers 2 and 1 were the same as
used in the laboratory experiment. The height of the cars was
1.5 m. Note that we did not install the DCR functions into the
OBUs for this experiment.

We moved the cars according to two scenarios, hereafter
referred to as Scenario #1 and #2. In Scenario #1, we parked
Car #1 at the point marked in orange in Figure 8 and drove
Car #2 in both directions at 40 km/h on the route indicated
by the red line in Figure 8. In Scenario #2, we drove the two
cars in opposite directions at 40 km/h on the driving route
so that they passed each other at the yellow point. Car #2
completed five round trips during Scenario #1, while both
cars completed ten round trips during Scenario #2.

In both the laboratory and field experiments, we conducted
measurements to determine if FILS shortens the link setup
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FIGURE 11. Transmitted bytes measured in our laboratory experiment.

time and improves the amount of transmitted data. The link
setup time is defined as beginning when the supplicant starts
to send an association request frame to the authenticator and
ending when the supplicant obtains an IP address.

VI. EVALUATION RESULTS

This section describes the laboratory and field experimental
results, which suggest the existence of a bottleneck during
the initial link setup for IEEE 802.11-based inter-vehicular
communications.

A. LABORATORY ENVIRONMENT

Figure 10 shows a histogram comparison of the FILS and
EAP-PEAP link setup times measured in our laboratory
experiment. Each bin width is 0.05s. The thin bars in deep
blue and the thick bars in light blue are the FILS and EAP-
PEAP results, respectively. As shown, the FILS link setup
time averaged 127 ms, and the maximum and minimum setup
time was 147 ms and 109 ms, respectively.

In contrast, the EAP-PEAP link setup times averaged 1.21 s
with maximum and minimum setup time values of 2.81s
and 1.08 s, respectively. Since we implemented and used a
DHCP server and client, the IP address assignment with
our FILS implementation was performed by DHCP after the
Layer 2 link was established, as shown in Figure 3. Thus, the
FILS link setup times were about 30 ms longer than the link
setup time of the IEEE 802.11ai standard. Figure 11 shows a
histogram of the transmitted bytes between the OBUs in the
laboratory experiment. Here, we can see that the number of
bytes transmitted by FILS tends to exceed those transmitted
by EAP-PEAP and that FILS increased the data traffic by
about 14 MB. This result indicates that FILS reduced the link
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FIGURE 13. Initial link setup time in Scenario #2.

setup time and extended the communication time available to
transfer data packets per connection.

From these results, we confirmed that our FILS implemen-
tation could shorten the link setup time based on the standard
and increase the amount of transmitted data per connection.

B. FIELD EXPERIMENT

Figures 12 and 13 show histograms of the link setup
times measured in the field experiments. In Scenario #1,
the maximum, average, and minimum setup time of FILS
were 197ms, 173 ms, and 154 ms, respectively, while the
maximum and average setup times of EAP-PEAP were 1.43 s
and 1.10s, respectively.

The minimum setup time of EAP-PEAP, except for an
exceptional case, was 1.07s. In the exceptional case, the
link setup time was much shorter (137 ms) than the 1.07s
minimum because the Layer 2 link disconnected momentarily
and then re-established by hostapd and wpa_supplicant
without completing an EAP exchange. This occurred when
the moving car passed at the point indicated by the white
dot in Figure 8. At this point, the cars were visible to each
other because the trees between the point and the parked
car were lower than in the other areas. In Scenario #2,
the maximum, average, and minimum setup times of FILS
were 186ms, 151 ms, and 110 ms, respectively, while the
maximum, average, and minimum setup times of EAP-PEAP
were 1.22s, 1.13 s, and 1.09 s, respectively.

Figures 14 and 15 show histograms of the transmitted
bytes in the two scenarios. These results indicate that FILS
increased the data traffic by around 33 MB in Scenario #1 and
around 10 MB in Scenario #2. In both cases, the numbers of
bytes transmitted via FILS tended to exceed those transmitted
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FIGURE 15. Transmitted bytes in Scenario #2.

by EAP-PEAP because FILS reduced the link setup times
and lengthened the time available to transfer data packets per
connection.

In Scenario #1, there was one exception in which the
transmitted bytes of EAP-PEAP exceeded those transmitted
by FILS. This occurred when a TCP session between the cars
was maintained after the link on Layer 2 had prematurely
disconnected, which means the TCP session time did not
expire. Normally, the user application restarts counting
transmitted bytes when a TCP session is disconnected.
However, in this case, the user application did not restart
counting transmitted bytes because the cars established
communication when Car #2 passed by the point depicted by
the white dot in Figure 8 before passing the point depicted by
the yellow dot in Figure 8.

Although the cars were close to each other when reaching
the white point in each round trip, the only time the cars
established a link and transferred data while passing was in
the case of the exception. The Layer 2 link disconnected
while Car #2 traveled between the white and yellow points,
but the TCP session remained active. Because of this, the
transmitted bytes were summed up before and after the Layer
2 disconnection.

In another interesting finding, we confirmed that FILS
always established a link during Scenarios #1 and #2,
while WPA2-PEAP failed to establish a link 11 times
in Scenario #2. The failures of the WPA2-PEAP case
occurred because the station on one car closed the IEEE
802.11 communication link with the access point on another
car before sending data via TCP. In this case, the station
barely received IEEE 802.11 data frames from the access
point in 30 seconds after they established the communication
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FIGURE 18. Details of FILS link setup times in Scenario #2.

link. We consider frame losses and the resulting failure
of TCP session establishment to be the main causes of
this error. In the field experiment, frame losses could
occur frequently because the cars moved at the speed of
40km/h. The frame losses that stem from high mobility of
cars could prevent the access point and the station from
establishing a TCP session. On the other hand, FILS can set
up a link with just a few of frame exchanges and prevent
vehicles from missing communication opportunities due to
link establishment overhead.

C. INITIAL LINK SETUP BOTTLENECK

Figures 16, 17, and 18 are stacked bar graphs showing
initial link setup times measured in the in-laboratory envi-
ronment, Scenario #1, and Scenario #2, respectively, while
Figures 19, 20, and 21 are stacked bar graphs showing the
PEAP initial link setup times, respectively.

From these results, we can see that FILS reduced the
overhead of the client’s IP address assignment by DHCP.
In contrast, EAP-PEAP took approximately one second
to assign the client’s IP address, which indicates that the
exchange of DHCP messages causes an excessive overhead.
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There are two potential reasons for the DHCP overhead:
DHCEP offer message waiting time and parsing DHCP lease
files. A DHCP client waits for several seconds before
responding to a DHCP offer message because it can receive
these messages from multiple DHCP servers. In addition, for
a major DHCP server with full DHCP implementation, such
as an ISC DHCP server, records assign IP addresses in a lease
file and check this file prior to each assignment to validate the
IP address lease time and to avoid conflicts between assigned
IP addresses. Consequently, there is a delay due to having to
parse this lease file.

However, in our experiments, the delay from parsing the
lease file can be ignored because we remove the lease file
and reset the DHCP server prior to each measurement. Thus,
unlike in the conventional case, our FILS implementation
allows the DHCP server to send an offer message during
the IEEE 802.11 association using the FILS HLP Con-
tainer, upon receipt of which, the client immediately sends
immediately a request message back via the FILS HLP
Container. As a result, the DHCP overhead of the proposed
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FILS implementation is shorter than that of EAP-PEAP.
In Figure 20, we see an exceptional case, whose index is
three, in which the EAP-PEAP link setup time is shorter
than in other cases. This exceptional case is due to the same
reason that the cars completed the link setup time over the low
trees area. In still another case, a situation occurred in which
EAP-PEAP took a longer time to set up a link than the other
situations, but the cause of that exception was traced to frame
losses, which exceeded those of other cases.

These results show that EAP-PEAP could complete the
Layer 2 link as quickly as FILS, but the results do not include
the overhead of certificate verification to the authentication
server. Therefore, the EAP-PEAP link setup could take longer
in situations where the authentication server is accessible over
other networks such as cellular networks. Furthermore, these
results do not include the overhead that occurs when a DHCP
server checks lease files, which could harm the initial link
setup when numerous vehicles attempt to connect with each
other.

Howeyver, the results described above confirm that FILS
reduced link setup times and increased the size of trans-
mitted data between two passing cars communicating over
IEEE 802.11n with WPA2-EAP. Additionally, FILS was
found to be capable of quickly establishing secure links in
IEEE 802.11-based VDTNs with the same level of security
as WPA2-EAP as well as preventing vehicles from missing
communication opportunities when they pass each other.

We consider two reasons for the communication errors
when using WPA2-PEAP: frame loss and the failure of
TCP session establishment. Since the cars passed by each
other at high speed, and frame loss easily occurred, the
data transfer applications could not establish a TCP session.
In addition, the frame loss could prevent the cars from
transferring the file after the TCP session was established.
For this reason, the station did not receive data frames and
closed a communication link on Layer 2 intentionally. The
communication errors we observed in the field experiment
indicate that data transmission over TCP can fail when a
connection on Layer 2 and lower is unstable even if the
connection on Layer 2 is established successfully. UDP
can be an alternative protocol of TCP, but UDP does not
have a retransmission mechanism. Therefore, a cross-layer
mechanism that can monitor the connection state of each
network layer (e.g., TCP and user applications) and notify the
upper layers like TCP and user applications of the connection
states is required to avoid frame losses and transfer large
amounts of data between vehicles.

VIi. CONCLUSION

This paper reported the results of laboratory and field
experiments showing that FILS (IEEE 802.11ai) reduces link
setup times and increases the size of transferred application
data in 2.4 GHz IEEE 802.11n-based inter-vehicular commu-
nications. More specifically, when cars passed each other at
a relative speed of 80 km/h, our results showed that FILS
reduced the initial link setup to around 150 ms between
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the

passing cars, and that it transferred around 40MB,

which is 10 MB more than WPA2-PEAP. We also confirmed
that FILS prevented vehicles from missing communication
opportunities due to the link establishment overhead.

Our future research will focus on clarifying FILS capacity
limitations when multiple link setups coincide, such as
communications between emergency vehicles and disaster
control headquarters. We will also focus on developing a
method for updating cached authentication information used
by FILS via intermittent inter-vehicular communications.
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