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ABSTRACT The main objective of this article is to develop an enhanced ensemble learning (EL) based
intelligent fault detection and diagnosis (FDD) paradigms that aim to ensure the high-performance operation
of Grid-Connected Photovoltaic (PV) systems. The developed EL based techniques consist in combining
multiple learning models instead of using a single learning model. To do that, three EL-based FDD techniques
are proposed. First, an EL technique that merges the benefits of Support Vector Machine (SVM), K-Nearest
Neighbour (KNN), and Decision Tree (DT) is presented. The developed method contributes to the reduction
of the overall diagnosis error and has the ability to combine various models. However, classical EL models
ignore the time-dependence of PV measurements. In addition, the PV system data are frequently time-
correlated. Therefore, kernel PCA (KPCA)-based EL and reduced KPCA (RKPCA)-based EL techniques are
developed to take into consideration the dynamic and multivariate natures of the PV measurements. The two
proposed KPCA -based EL and RKPCA-based EL techniques are addressed so that the features extraction
and selection phases are performed using the KPCA and RKPCA models and the sensitive and significant
characteristics are transmitted to the EL model for classification purposes. The presented results prove that
the proposed EL based methods offer enhanced diagnosis performances when applied to PV systems.

INDEX TERMS Machine learning, ensemble learning, kernel principal component analysis (KPCA), fault
detection, fault diagnosis, fault classification, grid-connected PV (GCPV).

I. LIST OF ABBREVIATIONS AND ACRONYMS DT Decision Tree.
EL Ensemle Learning. ED Euclidean Distance.
ML Machine Learning. PV th)tOVOltaIC.
FDD Fault Detection and Diagnosis. GCPV Gfld'Com'leCte(? PV.
PCA Principal Component Analysis. CT Computation Time.
KPCA Kernel PCA. FAR False Alarm Rate.
RKPCA Reduced KPCA. MDR Missed Detection Rate.
KPCs Kernel Principal Components. NN Neural Network.
£ Number of retained KPCs. RNN Recurrent NN.
CPV Cumulative Percentage of Variance. FFNN  Feed-Foward NN.

KNN K-Nearest Neighbors. MNN  Multiple Layers NN.

SVM Support Vector Vachines. CFNN Cascadg Foward NNj
GRNN  Generalized Regression NN.
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II. INTRODUCTION

Grid-Connected Photovoltaic (GCPV) systems have been
receiving an increased interest during the last decade
[1]-[3]. However, the operation of these systems is generally
accompanied by different types of failures due to harsh envi-
ronmental conditions or internal malfunctions. These failures
(i.e. open-circuit/short-circuit faults, shading effects, inverter
fault, grid-connection fault [4], [5]) might cause serious phys-
ical damage, present a risk of fire, and affect the efficiency
of the solar modules and electrical power generation [6].
Therefore, the implementation of fault detection and diagno-
sis (FDD) techniques is becoming mandatory in ensuring safe
and uninterruptible operation of Grid-Connected PV systems
with low maintenance cost [7]-[9]. In recent years, sev-
eral computational FDD techniques based on machine learn-
ing (ML) techniques have been successfully applied for PV
systems [10], [11]. The ML techniques include Support Vec-
tor Machines (SVM) [12], Naive Bayes (NB) [13], K-Nearest
Neighbors (KNN) [14], Decision Tree (DT) [15], Random
Forest (RF) [16], discriminant analysis (DA) [17] and arti-
ficial neural networks (ANN) [18]-[21]. These techniques
were reported to have performed better in fault detection and
diagnosis of industrial systems than conventional techniques
like linear regression [22]. SVM has been first introduced by
Vapnik [12]. The main idea of SVM is to map the training
data from the input space into a higher-dimensional feature
space via a mapping function and then apply linear SVM in
this space. SVM classifier seeks to find an optimal separating
hyper-plane as the decision plane by maximizing the mar-
gin between two classes. SVM works relatively well when
there is a clear margin of separation between classes and it
is memory efficient [23]. K-Nearest-Neighbor (KNN) is a
widely-used parametric classifier because of its simplicity
and effectiveness. KNN algorithm does not need any training
before making predictions, new data can be added seamlessly,
which will not affect the accuracy of the algorithm [23].
A DT is constructed by the division of the dataset into smaller
subsets until no further splitting can be implemented (unless
a limit for splitting is set). DT method can handle both
continuous and categorical variables and it can automatically
handle missing values [24]. In the last two decades, several
fault diagnosis techniques based on ensemble learning tech-
niques are proposed. The ensemble learning (EL) approach
has gained significant attention and it is becoming more and
more popular [25]-[27]. The main idea behind EL algorithms
is to improve machine learning results by correctly combining
several models into one predictive model in order to become
more accurate and robust [25], [28]. The widely known
ensemble learning techniques include bagging, boosting, ran-
dom subspace, and stacking. EL seeks to decrease variance
(bagging), bias (boosting) and improve predictions (stack-
ing) [29]. Recently, EL techniques have been successfully
used in monitoring processes in several sectors, e.g., chemical
industry [30], pharmacology [31], energy [32], finance [29],
agriculture [33] and many others. The need for developed
better ensemble learning models for fault diagnosis of PV
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systems has become more and more important in the research
area. Therefore, several EL techniques have been explored in
recent years. Generally, bagging and boosting are the most
common methods used in the literature [34]. Despite the
proven performances of numerous works that use ensemble
learning techniques, most of these methods use only a specific
type of classifier. Additionally, another main drawback of the
existing FDD techniques based on ensemble learning meth-
ods is the direct use of the raw information from the process
data. To overcome this challenge, several FDD techniques
based on features extraction and selection step using a single
classifier are proposed in the literature [35], [36].

Based on the above-mentioned discussion, This paper
exclusively focuses on the FDD problem for Grid-Connected
PV systems. The main contributions are threefold: In the
first stage, ensemble learning includes SVM, DT and KNN
will be proposed to distinguish between the different PV
system operating modes using the extracted raw data. In the
second stage, in order to overcome the limitations of the
proposed ensemble learning technique due to the direct use
of the raw data, an intelligent framework based on features
extraction and selection step using the KPCA technique will
be developed. In effect, combining KPCA and ensemble
learning models could improve the performance of FDD
and more specifically the decision-making accuracy. In the
final stage, to improve the use of kernel PCA in terms of
computation time and storage cost, a reduced extension will
be proposed. To summarize, an enhanced machine learning
technique for FDD will be developed. The novel technique
optimally merges ensemble learning methods and multivari-
ate statistical analysis (KPCA and reduced KPCA) to achieve
an overall improved accuracy.

The remainder of this paper is outlined as follows:
Section I presents the list of abbreviations and acronyms.
Section II introduces the paper. Section III presents a review
of related works. A brief overview of EL and some ML
techniques is given in Section IV. Section V presents the
proposed techniques are presented in section V. Section VI
describes the validation of the proposed techniques. At last,
some conclusions and future research directions are presented
in section VIIL.

IIl. RELATED WORK

Fault diagnosis in GCPV systems become more and more
important to ensure optimal energy harvesting, low main-
tenance cost and reliable power production. Several FDD
using powerful machine learning (ML) and ensemble ML
techniques in PV systems have been proposed in the liter-
ature to improve their reliability and performance. In [37],
a technique based on SVM approach for the classification
of islanding and grid fault events in LV distribution grid is
proposed. For instance, an artificial neural network (ANN)
was developed in [38], [39]. The main idea of this proposal
is to detect partial shading faults. Besides, the authors used
a three-layer feed-forward ANN to detect short-circuit faults
in PV arrays [38]. In [40], the authors developed a fast FDD
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based on the generalized local likelihood ratio test. In other
studies, a diagnostic method based on two convolutional neu-
ral networks (CNN) has been proposed for fault classification
in PV array [41]. In [42], the authors presented a fault diag-
nosis method for PV arrays using an extreme gradient boost-
ing (XGboost) classifier. The developed technique is based on
the string current, array voltage, temperature and irradiance
measurements. Moreover, many works have attempted to use
K-Nearest Neighbor (KNN) technique for fault classification
purposes [43], [44]. The KNN classifier is a non-parametric
technique that does not rely on the construction of a model
during the training phase, and whose classification rule is
based on a given similarity function between the training and
the testing samples [44]. In [10], a new design of parity
relation-based residual generator for fault detection method
is proposed. The authors employed an iterative procedure
that guarantees minimal regression error in the search for
the optimal parameters to deal with linear and nonlinear
systems. In [11], a fault diagnosis technique based on Semi-
supervised Ladder Network With String Voltage and Current
Measures is developed. A data-driven-based FDD approach
was introduced in [45]. The proposed technique consists of
monitoring the nonlinear processes based on the available
sensing measurements only using a locally weighted projec-
tion regression (LWPR) for the partition of the input space
and modified principal component analysis (MPCA) for fault
detection. In [25], the authors propose ensemble machine
learning (EML) algorithms to detect a series DC arc fault in a
modern electrical system using local DC distribution. In [28],
an ensemble learning technique that incorporates support
vector machine (SVM), k-nearest neighbor (KNN), logistic
regression (LR), decision tree (DT), and random forest (RF) is
developed in order to diagnose faults in refrigeration systems.
Bagging is one of the most well-known and successful ensem-
ble learning techniques. Recently, many ensemble learn-
ing (ML) based Bagging techniques were developed [46],
[47]. In [46], an enhanced bagging (eBagging) method is
presented. The main idea behind this proposal is to use a
new mechanism (error-based bootstrapping) instead of tradi-
tional random bootstrap technique when constructing training
sets. A bagging based multi-objective differential evolution
algorithm (MODE) with multiple sub-populations (BagMP-
MODE) was proposed in [47]. This technique consists in
incorporating the idea of bagging into the evolution process
of MODE. For instance, data-driven approaches like principal
component analysis (PCA) have been widely used for feature
extraction and selection [36], [48]. In [36], an improved FDD
technique was proposed by using the PCA technique for mul-
tivariate features extraction and selection, and single machine
learning classifiers for faults classification. However, the
PCA-based diagnosis technique has been only developed for
linear systems while popular complex systems exhibit strong
nonlinear correlations between their variables. Recently, Ker-
nel PCA methods (KPCA) have been proposed to address
the nonlinear relationships between process variables [49],
[50]. The basic idea of the KPCA technique consists of
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(i) mapping the input data onto the feature space via a non-
linear kernel function, and (ii) perform PCA into a feature
space. Although kernel PCA can extract nonlinear features
in a high-dimensional space, it increases the space and time
complexity compared to the PCA [51].

IV. PRELIMINARIES

In this section, we present the details of machine learning
algorithms and ensemble learning techniques used in this
work.

A. ENSEMBLE TECHNIQUES

The main idea behind multiple learning is to combine several
models into a meta-algorithm in order to improve the classi-
fication results of any FDD techniques [28]. The ensemble
learning methodology is based on three phases. The first
one, member generation phase, consists of manipulating the
training sets and building models with different learning algo-
rithms. The second one, member selection phase, consists
of selecting just models that are suitable for the prediction
task. The third one, member combination phase, consists of
combining the outputs of multiple classifiers into a final pre-
diction [52], [53]. Besides, there are three steps to contribute
to the task which require multiple classifiers. The existing
steps are 1) combining classifiers by deciding using different
opinions ii) cooperating classifiers using one or more opin-
ions iii) selecting classifiers by giving more importance to
one or more classifiers according to various criteria like basic
ensemble techniques. To combine the outputs of multiple
classifiers into a final and more effective prediction, we use
different basic ensemble techniques like average, weighted
average, majority voting, and weighted majority voting [54].
There are three advanced EL techniques to combine machine
learning classifiers which are bagging, boosting, and Random
Subspace [55], [56]. Next, we present a brief discussion of the
advanced combination techniques for ensemble learning.

1) BAGGING

The basic idea behind the bagging method is to combine
bootstrapping and aggregation (decision trees) to get a gen-
eralized result. Bagging technique is mainly applied in clas-
sification and regression. It reduces variance to a large extent
by increasing the accuracy of models through decision trees
in order to increases accuracy which is a challenge to many
predictive models [57], [58]. Bootstrapping is a sampling
technique with replacement that gives the selection procedure
the particularity of being random. Aggregation in bagging
makes predictions accurate taking into account all possible
outcomes. Thus, aggregation is performed to incorporate all
possible outcomes of the prediction and randomize the out-
come. The main advantages of bagging are the elimination
of any variance and the reduction of model overfitting since
it creates several classifiers with fixed bias and combines
their outputs by averaging. This technique is powerful when
the characteristics of the data have high variance and low
bias. The main disadvantage of bagging is the expensive
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calculation which can lead to more bias in the models when
the proper bagging procedure is ignored. [25]. drawback of
bagging is its random selection

2) BOOSTING

Boosting is a meta-algorithm that learns from precedent
predictor mistakes to perform better predictions in the
future [57], [58]. The main idea behind boosting technique is
that each of the single models improves the performance of
the ensemble. By boosting, every successive model depends
on the preceding model where the errors of the previous
model are corrected by each successive model in order to
decrease the model’s bias and to form one strong learner.
Hence, the technique combines several weak learners to form
one strong learner and so improves the predictability of mod-
els. Boosting takes many forms, including Adaptive Boost-
ing (AdaBoost), gradient boosting, and Extreme Gradient
Boosting (XGBoost). The boosting method is more reliable
when the characteristics of the data have high bias and low
variance [25].

3) RANDOM SUBSPACE

The random subspace method is an ensemble learning
method that has a role to reduce the correlation between
estimators in an ensemble by training them in feature space
as a random sample instead of the entire feature set. Random
Subspace can be presented in three steps: the first step is to
select N subsets containing M features selected at random
from F features, the second step is to train N weak learners
using each random subset and the last step is to perform a
prediction by majority vote.

B. CLASSIFICATION ALGORITHMS

1) SUPPORT VECTOR MACHINES (SVM)

Support vector machine (SVM) is one of the most powerful
classification algorithms and it has been widely applied for
fault diagnosis [59], [60].

The main idea of SVM is to map the training data from
the input space into a higher-dimensional feature space via
a mapping function and then apply linear SVM in this
space. SVM classifier seeks to find an optimal separating
hyper-plane as the decision plane by maximizing the mar-
gin between two classes. Consider a given training set of
N samples {x;, yi}i.V: 1» with input data x; € R™ and output
vi € {+1, —1}. The hyper-plane of the SVM is defined by

f@) =wlp@)+b=0 (1

where w is a weight vector and b denotes the bias vector.
The parameters w and b can be determined by solving a
constrained optimization problem as,

min% Iw|? )
yiowT ¢(x; + b)) > 1
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By introducing Lagrangian multipliers, can be rewritten as,

Lw, by o) = 31wl? iai i (W o +0) = 1] 3

=

where «; denote the Lagrange coefficients.
As a result, the decision function can be obtained as fol-
lows:

N
f @) = sign (Z aiyik (xi, x) + b) (€

i=1

where x denotes the input vector to be classified.

2) K-NEAREST NEIGHBORS (KNN)

K-Nearest-Neighbor (KNN) is among the most models used
for classification thanks to her performances and simplic-
ity [61]. The main idea behind the KNN technique is to find
the nearest neighbors for a given data based on some distance
metric of interest [62], [63]. kNN is a nonparametric method
used to identify in which class, already known, unknown
data belong to it. To determine the KNN class, the Euclidean
distance is used as follows,

Consider that the elements of known class are x =
[x1 x2...xr] and those of the data to be classified are y =
[y1 ¥2...yk]. To define the distance between two samples,
the Euclidean distance is used and it is defined as,

k
O i —y)?
i=1

Then, a class is assigned at which the distance defined as
in Eq.5 is minimal.

dx,y) = 5)

3) MODEL-TREE

Tree-based ML techniques are among the mostly used non-
linear models in many applications, where the Random For-
est (RF) and Decision Tree (DT) are the most popular ones
(they can be more accurate than neural networks) [64]. The
goal of decision tree (DT) is to create a model that predicts
the value of a target variable. DT model use two nodes, which
are the decision node and leaf node [65]. Decision nodes have
multiple branches and they are used to make any decision,
while leaf nodes are the output of these decisions. The main
idea behind the RF algorithm is to use a combination of
randomized trees and make the prediction by a majority vote
between all the produced decision trees [66]

V. RKPCA FOR FEATURES EXTRACTION AND SELECTION

KPCA method consists to map data into a feature space
via a nonlinear mapping and then to calculate the kernel
principal components (KPCs) [50]. Moreover, the advantage
of using nonlinear kernel functions and integral operators
allows KPCA to determine effectively the KPCs in the feature
space. However, KPCA is not very effective when a large
number of variables are recorded. Therefore, the computa-
tional times increases and the storage cost become important.
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To overcome this challenging problem, we propose to use a
model relationships between variables via a data-reduction
framework.

Let us consider a data matrix X = [x1 X2 ... XN ]T €
RN>*™ \where m corresponds to the number of process vari-
ables and N represents the number of samples, The basic
idea behind the proposed reduced KPCA (RKPCA) method
is to extract a reduced number of observations (samples)
between the m measurement variables such that the preserved
observations have more relevant data information and by turn
it is used as a new data matrix. To extract the most pertinent
samples from data, Euclidean distance metric will be used.
The Euclidean distance g;; between the rows X; and X; of the
data matrix X is given by

qij = (6)

Then, dissimilarity matrix Q which contains the measure-
ment of dissimilarity between all pairs of the observations is
presented as follows,

q11 q12 ... 4IN
21 2 ... 2
0= q q . qoN )
gN1  4gN2  -.- 4NN

Thus, the new reduced data matrix X’ is defined as
X' =[x(1) ¥ YN)]T e RV*m (8

where N’ is the size of the reduced training data matrix. the
basic idea behind the RKPCA method is to apply the KPCA
model in the reduced data matrix.

A. FEATURE EXTRACTION USING RKPCA
let consider a reduced data matrix [X/ ] The mapped
data in the feature space is arranged as [X] =

[¢(LiiD) lxa)) ... oy D]’ € RY P, where h > m s
the dimension of the feature space. Using a kernel matrix
whose elements are k(¢([x;]), ¢([x;]).i,j = 1...N’, the
kernel principal components (KPC;) can be computed using
the following eigenvector expression:

ra = [K]a ©))

where « and X are the eigenvector and eigenvalue of the kernel
matrix K. The kernel matrix K of interval valued data is
expressed as:

(K] = [X] [¥7]

k([xt1, (Lxi D k([xt1, [xn1)]

= . . (10)

k([xn]1, [x1])
where k([x]) is defined as:

k([x]) = (k([x1], [x], ...

k([xnr]1, [xnr])

k(xn ], )T (11)
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B. FEATURE SELECTION USING RKPCA
The eigenvector of the kernel matrix is given by is given
by [67],

y=a"! [XT]oc (12)

The matrix of the £ principal eigenvectors of [K | represent-
ing the largest eigenvalues A = diag {A1, ..., A¢} is given by,

P:[Al_l [XT]O“,...,)\[_I I:XT]OUZ] (13)

where a is the eigenvector of the matrix [K] and X is its corre-
sponding eigenvalue. Then, the kernel principal components
are defined as, [67],

t = AV2PTk([x]) (14)

Additional to the ¢ first KPCs, squared prediction
error (SPE) statistic, Hotelling’s 72 statistic and combined
index ¢, are used to choose the final effective features [68].
The statistical features are determined as follows:

T? = k(xD" P AT PTk([x]) (15)
SPE = k([x], [x]) — kT ([x])Ck([x]) (16)
SPE T}y

=2 4R 17

12 * and 5P represent thresholds of 72 and SPE at the

confidence level «, respectively.
T2 LN, — DN, + 1)
N0

where F, (¢, N, — {£) an F-distribution with £ and N, — ¢
degrees of freedom.

Fa(eaNr _K) (18)

SPE __ 2
tc( = &SPE XhSPEsOf (19)
)
where gspg = % and hspg = ——, with ¢ and b are the mean

and variance of the SPE index, respectively.

The mean m, variance D?, kurtosis K and skewness S of
the first £ retained KPCs 1 = [r1,...,tnv]7, where 1 =
[tk1, ..., tkel; k=1, ..., N are computed by [67],

4
1
m; = Z Zlﬂ (20)
i=1
1 4
D} = 2> (i —m) @1
i=1
1 (i —mi
K= - <f’ 21> (22)
¢ i=1 D;
12

(23)

&
|
S

T
P
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!

3
v

w

VOLUME 9, 2021



K. Dhibi et al.: Enhanced EL-Based FDD for Grid-Connected PV Systems

IEEE Access

Sl Bagging
Feature Extraction

and Selection Boosting

Random
oT Subspace

FIGURE 1. Schematic diagram of the KPCA-EL and RKPCA-EL algorithms.
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1) PROPOSED METHODOLOGIES

The main objective of this paper is to develop a hybrid
approach for fault diagnosis of grid-connected PV (GCPV)
systems. The proposal methodology combines an ensem-
ble learning technique and an improved data-driven method
with dataset size reduction. Ensemble learning helps improve
machine learning results by combining several models and it
has already proven to be a powerful technique for creating
classifiers. For this reason, we used three base learning classi-
fication techniques include Support Vector Machines (SVM),
K-Nearest Neighbor (KNN), and Decision Tree (DT), with
ensemble methods like Boosting, Bagging, and Random sub-
space for classification the dataset. However, the direct use of
raw data by the proposed method limits their effectiveness.
To improve the use of the proposed EL technique, we apply
the KPCA method for feature extraction and selection in
order to extract the most relevant and sensitive features from
data. This, in turn, plays a pivotal role in improving the fault
diagnosis results using the proposed ensemble learning (EL)
technique. Although KPCA can extract nonlinear features in a
high-dimensional space, it increases the space and time com-
plexity. Therefore, to enhance the use of KPCA for feature
extraction and selection in terms of computation time and
storage cost a reduced KPCA (RKPCA) will be proposed.
The main idea behind RKPCA is: i) select only the effec-
tive samples from raw data using Euclidean distance metric,
ii) use reduced data to build KPCA model. Hence, the pro-
posed technique for fault diagnosis achieves the best tread-off
in terms of computation time and diagnosis metrics.

In the classification phase, once the global features are
extracted and selected using KPCA or RKPCA techniques,
it is applied as input data for the ensemble learning (EL) clas-
sifier. Thus, some arbitrary groups of the significant selected
features are used to train the EL model. Finally, a compari-
son between the ensemble learning output results using the
different selected arbitrary groups is made to make effective
decisions. The main steps of the KPCA-EL and RKPCA-
EL techniques are illustrated in Algorithm 1 and schematic
diagram 1.

Time complexity analysis with Big-O notation is one of
the most important concepts in learning in order to construct
efficient code. In Big O analysis, we only consider the most
dominant term, as the other terms and constants become
insignificant asymptotically. Kernel PCA performs an eigen
decomposition on the kernel expansion of the data, an m x N
matrix (N is the total number of samples). To reduce the
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Algorithm 1 RKPCA-EL Algorithm
Input: N x m data matrix X.
Training data
1. Standardize the training data matrix,
2. Determine the new reduced data matrix X',
3. Compute the kernel matrix K’ from X’,
4. Extract the features using KPCA method,
5. Select the more effective features,
6. Introduce the selected features as input to the ensemble
learning classifier,
7. Classify the faults using EL classifier,
8. Define the classification model,
Testing data
1. Obtain a new observation and standardize it using the
mean and the variance calculated from the training data,
2.Calculate the kernel vector k(x),
3. Extract the features using KPCA method,
4. Select the more effective feature,
5. Introduce the selected features as input to the EL
classifier,
6. Classify the faults using EL classifier,
7. Compute the prediction model,
8. Determine the fault diagnosis results.

attendant O(N2) space time complexity, we propose reduced
KPCA method with O(N'?) (N’ is the reduced number of
samples). The classical KPCA suffers from some limitations
which restrict its practical applications when the number
of samples is too large. In addition, in the training phase,
KPCA requires to store and compute the eigenvectors of a
N x N kernel matrix, where N is the total number of samples.
This computation needs a space complexity of O(N?) and a
time complexity of O(N?), thus to reduce the attendant the
space and time complexities, we propose a reduced KPCA
method with O(N'?) of space complexity and O(N’) of time
complexity, where N’ is the reduced number of samples. The
standard SVM has O(N3) time and O(N?) space complexity
where N is training set size using quadratic programming for-
mulation. For the kNN algorithm, we have a time complexity
of O(N x m), where N is the number of training examples
and m is the number of dimensions in the training set. For
simplicity, assuming N x m, the complexity of the nearest
neighbor search is O(N). Note that the union of the subsets
on each level of the tree is the entire training data of size m,
and the time complexity for each level is thus O(m x N).
Therefore, the standard decision-tree learning algorithm has a
time complexity of O(m x N?). The decision tree complexity
of a function is the minimum depth of a decision tree that
computes this function. When training a decision tree, a split
has to be found while a maximum depth d has been reached.
This split is finding by looking at each variable (there are
N of them) to the different thresholds (there are up to n of
them) and the information gain that is completed (evaluation
in O(n)).
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FIGURE 2. Synoptic of the grid-connected PV system under study.

VI. RESULTS AND DISCUSSION

A. PV IMPLEMENTATION AND DATA COLLECTION

Figure 2 shows the synoptic of the PV system under study,
where PV and grid emulators are used to emulate the oper-
ation (under different operating modes) of PV panels and
a 3-phase grid respectively. Table 1 shows the system vari-
ables considered in this study, where the measurements are
recorded each 5-15s depending on the nature of the faults and
their occurrence.

TABLE 1. Measured system variables.

Measures Symbol ~ Variable  Description
Three-phase Iq 1 The three-phase
currents inverter’s output
currents
I )
I T3
PV current Ipy T4 The output cur-
rent of the PV
panel emulator
Three-phase Va 5 The three-phase
voltages inverter’s output
voltages
Vb Te
Ve Ty
PV voltage Vpv T8 The output volt-
age of the PV
panel emulator
Output volt- Vout T9 The output volt-
age age of the DC-
DC converter

The faults were emulated at different system stages
(common coupling point, inverter, sensors, emulated PV
arrays, ...) to ensure a comprehensive analysis [36], [69].
A first fault F; was emulated by introducing an open-circuit
fault on one of the inverter switches at the time (inverter fault).
Another AC side fault F3 was emulated by disconnecting the
grid at the common coupling point (islanding referred as grid-
connection fault). On the PV side, three types of faults were
emulated. The fault F, was introduced at the sensor level (out-
put current sensor fault) to emulate the sensor wiring/reading
issues. Moreover, using the PV emulator features, a 10-20 %
permanent partial shading was introduced to emulate the
PV panel fault (F4) while the connection faults (F5) were
emulated by introducing an open-circuit/short-circuit on PV
cells connection.
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The healthy operation was assigned to class CO while the
5 faulty modes (referring to faults F|-F5) were assigned to
classes C1 to C5 as per Table 2.

TABLE 2. Construction of database for fault diagnosis system.

Class  State Training Data ~ Testing Data
C0 Healthy 1501 1501
Cl Fq 1501 1501
Cc2 Fa 1501 1501
C3 F3 1501 1501
C4 F4 1501 1501
C5 Fs 1501 1501

B. PERFORMANCE METRICS

For performance evaluation and comparison, the adopted
criteria are: Accuracy (%), which represents the ratio of cor-
rectly predicted observation over the total number of obser-
vations. Recall (%) which represents the ratio of correctly
predicted positive observations to the all observations in the
pertinent class. Precision (%) which represents the number
of correctly predicted positive observations divided by the
number of total predicted positive observations. F; Score
(%) which represents the weighted average of Precision and
Recall, therefore, this score takes into account both false neg-
atives and false positives. Computation time (CT (s)) which
defines the time needed to execute the algorithm.

C. PARAMETER SETTING

For the kernel-based methods, the radial basis function (RBF)
is applied and the kernel width is equal to the minimum
distance between the training data.

The retained kernel component number £ is obtained by
the 95% cumulative percent variance (CPV) criterion. In this
study, 10-fold cross-validation was applied on the whole
dataset. The minimum root mean-square error (RMSE) was
considered as selection criterion for different ML classifiers.
RF and DT were tested with 50 trees. For the NN, MNN,
FENN, CFNN, GRNN, PNN and RNN classifiers, the num-
ber of hidden layers chosen is ten and the number of hidden
neurons in the hidden layer is equal to 50. The K and C
parameters for SVM are selected with the lowest RMSE value
and the K value for KNN is equal 3 for classic KNN and it is
equal to 1, 3 and 5 for the ensemble learning. The number of
bags in RF and Bagged multiple is chosen to be 50.

VOLUME 9, 2021



K. Dhibi et al.: Enhanced EL-Based FDD for Grid-Connected PV Systems

IEEE Access

D. FAULT CLASSIFICATION RESULTS

To demonstrate the performance of the proposed ensem-
ble learning method, the results are compared to bagging,
Random Forest(RF), Decision Tree (DT), K-Nearest Neigh-
bors (KNN) and Support Vector Machines (SVM) techniques.

TABLE 3. Global Performances using different methods.

Methods Global Performances
Accuracy Fiscore Recall  Precision

Ensemble learning (EL) 48.89 48.88 48.90 48.90
Bagging 47.33 47.29 47.32 47.31
RF 47.62 47.61 47.62 47.60
DT 45.04 45.09 45.07 45.05
KNN 47.43 47.36 47.39 47.42
SVM 47.22 47.16 47.17 47.19

Table 3 shows the multi-class classification results where
it can be clearly noticed that the results obtained using
the proposed method in terms of accuracy (48.89), Fscore
(48.88%), recall (48.90%), and precision(48.90) are higher
than the obtained results using other machine learning classi-
fiers. It is easy to conclude that the proposed multiple learning
methods enhance the fault classification performance.

Moreover, a new EL-based framework (KPCA) is pro-
posed to further enhance the fault diagnosis performance of
the proposed multiple learning technique, where the data set
is scaled to zero mean and unit variance. Then, the models are
constructed under normal operating conditions. The retained
number of KPCs using the CPV criterion is equal to 28.
To illustrate the FDD the efficacy of the developed methods,
a 10-fold cross-validation approach was used to obtain the
classification accuracy. The healthy operation was assigned
to class CO while the 5 faulty modes (F-Fs) were assigned to
classes C1-C5 (Table 2). To get a good classification perfor-
mance, it is important to select the best statistical character-
istics from the extracted features. Accordingly, five arbitrary
groups of features are performed and the best one is selected
(Table 4).

TABLE 4. Selected features for fault classification.

Groups  Features Descriptions

Group1 T2

Group2 SPE

Group3 ¢

Group4  Sampled mean, kurtosis, variance and skewness
of the ¢ retained KPCs

Group 5  The first £ KPCs

First, a fault database is collected and labeled using the
emulation data. Then, the labeled data are applied as inputs
for the proposed KPCA technique which can be splitted into
a multi-class classifier stage (see Table 5). A first comparison
is led between five arbitrary groups (see Table 5) using KPCA
model in terms of accuracy. The comparison results from
Table 5 show that group 5 of features provide a classification
accuracy equal 96.96% which present the best one compared
to other used groups of features (less than 60%).
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TABLE 5. Accuracies using KPCA-EL method.

Method Extracted Features
Accuracy groupl group2 group3 group4 group5
KPCA-EL 28.99 45.02 37.18 58.31 99.96

In order to more highlight the effectiveness of the pro-
posed ML-based KPCA by decreasing the complexity and
computational time, a proposed ML-based reduced KPCA
method is done. The retained number of KPCs based RKPCA
method using the CPV criterion is equal to 18. For multi-
class classifiers, a comparison between the two proposed
techniques in terms of accuracy and computation time is
presented in Table 6. The results in Table 6, show that the
proposed multiple model-based RKPCA achieves the best
tread-off between accuracy (100% and computation time
(110.36). Additionally, the computation time is reduced by
more than 50% using EL-based RKPCA (110.36) compared
to EL-based KPCA (221.85) technique. Thus, the proposed
methods can not only reduce the computation cost but also
guarantee the monitoring abilities.

TABLE 6. Comparative classification accuracy and computation time
results using group 5.

Methods
Global Performance  Accuracy CT(s)
KPCA-EL 99.96 221.85
RKPCA-EL 100 110.36

The confusion matrix (CM) is another performance mea-
surement for machine learning classification. The CM pro-
vides more information not only about the performance of
a predictive model, although about which classes correctly
predicted, which incorrectly, and the type of errors made.
Therefore, to more investigate the effectiveness of the pro-
posed techniques, the confusion matrices of the EL-based
KPCA and EL-based RKPCA techniques are presented in
Tables 7 and 8 where the correct and miss-classified obser-
vations for different condition modes are presented. The
rows present the predicted process statuses class while the
columns show the true classes. Referring to the results given
in Tables 7 and 8, it is clear for the healthy case (CO)
that the enhanced classifiers KPCA-EL technique identifies
1500 measurement (true positive) from 1501 measurements
and RKPCA-EL technique correctly identifies 1501 mea-
surement for data sets. The results show that the proposed
techniques are able to differentiate the six different modes and
to get good classification results. In addition, the precision is
100% and the recall is 100% with 0.0% of misclassification
using RKPCA-EL for all faulty cases.

Next, we consider a bank of one class classifiers. At this
stage, the bank applies six classifiers. Each one is trained
in order to classify a specific class labeled by 1 or —1 as
shown in Table 9. Table 10 presents the global performance

155629



IEEE Access

K. Dhibi et al.: Enhanced EL-Based FDD for Grid-Connected PV Systems

TABLE 7. Confusion matrix of KPCA-EL using group 5.

TABLE 11. Fault detection metrics.

Classifier FAR % MDR %
Co Ci Cy C3 Oy Cs
KPCA-EL 0.07 0 0.07 0 0.07 0
RKPCA-EL 0 0 0 0 0 0

Conf. Matrix Predicted process statuses Recall

True classes CO | 1500 1 0 0 0 0 99.93
C1 0 1501 0 0 0 0 100
C2 0 0 1500 1 0 0 99.93
C3 0 0 0 1501 0 0 100
C4 0 0 0 0 1500 1 99.93
C5 0 0 0 0 0 1501 100

Precision 100  99.86 100 100 100 99.93  99.96

TABLE 8. Confusion matrix of RKPCA-EL using group 5.

Conf. Matrix Predicted process statuses Recall

True classes Co 1501 0 0 0 0 0 100
Cy 0 1501 0 0 0 0 100
Ca 0 0 1501 0 0 0 100
Cs 0 0 0 1501 0 0 100
Cy 0 0 0 0 1501 0 100
Cs 0 0 0 0 0 1501 100

Precision 100 100 100 100 100 100 100

accuracy using the selected features of group 5 as inputs
in the case of one class classifier scenario. The comparison
results presented in Table 10 show that the two proposed
techniques KPCA-EL and RKPCA-EL provide good results
during the training and testing phases with a mean of accuracy
equal to 99.97 and 99.99 using KPCA-EL and RKPCA-EL,
respectively.

TABLE 9. Multiple one class classifier logic for fault diagnosis.

Classes

co CI C2 C3 C4 G5

Classifier for CO
Classifier for C1
Classifier for C2
Classifier for C3
Classifier for C4
Classifier for C5

' ' ' ' '
—_ e = e e e
' ' ' ' '
—_ e e e

—

-1
-1
-1
-1 1
-1
-1

of the missed detected measurements and the total number
of measurements of its corresponding class. These metrics
established for the two proposed methods KPCA-EL and
RKPCA-EL are illustrated in Table 11. The selected features
feeding into the multiple models provides good results in
terms of MDR and FAR. Overall, the best performance was
obtained using the proposed RKPCA-EL method with FAR
and MDR equal to zero.

In order to more assess the obtained results and to support
decision making process, we adopt the Friedman test method-
ology who is a non-parametric test at the significance level of
o = 0.05 [46], [70]. The obtained p — values of the tests
with the base classifiers Ensemble learning (EL), Bagging,
RF, DT, kNN and SVM are showed in Table 12 by also
representing their significance level. Regarding to Table 12,
we can be conclude that the obtained results are considered
as statistically significant.

TABLE 12. Adjusted p-values obtained from classification.

Methods Friedman Statistical Test
p-value  Significance Level

Ensemble learning (EL) | 0.00026 Very strong
Bagging 0.00029 Very strong
RF 0.00029 Very strong
DT 0.00386 Strong

KNN 0.00031 Very strong
SVM 0.00294 Very strong

TABLE 10. Accuracy using group 5 with different one class classifiers.

Methods
Class KPCA-EL RKPCA-EL

Co 99.94 99.96

Cl1 99.98 100

C2 99.99 100

C3 100 100

c4 99.92 100

C5 100 100
Average 99.97 99.99

In fault detection, the widely used metrics to assess the
performance of diagnostic results are False Alarm Rate (FAR)
and Missed Detection Rate (MDR). FAR is defined as the
ratio between the number of misclassified measurements
and the total number of measurements under healthy con-
ditions (Cp). For each faulty scenario, the corresponding
measurements classified in class C are considered as missed
detected. The MDR presents the ratio between the number

155630

For multi-class classifiers, a comparative study between
the proposed methods and existing techniques such as Neural
Network (NN), Multiple Layers Neural Network (MNN),
Feed-Foward Neural Network (FFNN), Cascade Foward
Neural Network (CFNN), Generalized Regression Neural
Network (GRNN), Probabilistic Neural Network (PNN) and
Recurrent Neural Network (RNN) has been conducted. The
fault diagnosis performances of the different techniques are
given in Table 13. Table 13 summarizes the performance
according to the Accuracy, F; score, Recall, Precision, and
computation time (CT). The comparative analysis showed
that the proposed RKPCA-EL method totally outperformed
the other models in terms of Accuracy (100 %), F; score
(100 %), Recall (100 %) and Precision (100 %). Additionally,
it is obvious that the performance of the fault classifica-
tion, as well as the classification accuracy, were significantly
enhanced using the proposed KPCA-EL and RKPCA-EL
methods compared to deep learning models. From Table 13,
it is shown that because the KPCA and RKPCA models can
manipulate the nonlinearity of the PV system it improves
the feature extraction accuracy and outperforms other deep
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TABLE 13. Performance comparison of the different multi class classifiers.

Methods Global Performance

Accuracy | Fj score | Recall | Precision | CT (s)
RKPCA-EL 100 100 100 100 110.36
KPCA-EL 99.96 99.95 99.96 99.97 221.85
FFENN 77.14 77.16 77.20 77.19 53.28
MNN 79.09 79.15 79.12 79.13 21.46
NN 68.24 68.25 68.26 68.26 12.35
RNN 68.24 68.25 68.26 68.26 263.16
GRNN 63.27 63.31 63.25 63.23 30.34
PNN 62.18 62.16 62.18 62.21 26.00
CFNN 79.86 79.95 79.94 79.99 59.09

learning classifiers. Thus, KPCA-EL and RKPCA-EL clas-
sifiers are more useful for fault diagnosis. In addition, the
application of the proposed techniques for fault classifica-
tion makes the performance of fault diagnosis effective. The
presented deep learning classifiers provide a classification
accuracy less than 80% and a classification error greater than
20%. The poor classification results are due to the direct
use of measured variables which indicates the success of the
proposed KPCA-EL and RKPCA-EL methods which extract
and select the more pertinent features before performing
the classification. For NN, MNN, FFNN, CFNN, GRNN,
PNN, and RNN classifiers, the highest classification rate
was reached using CFNN and MNN with accuracy values of
79.86% and 79.09% and a misclassification rate of 20.14%
and 20.91%, respectively. Thus, the use of these classifiers
provides low classification accuracy which leads to poor fault
diagnosis performances.

VIi. CONCLUSION AND FUTURE RESEARCH DIRECTIONS

In this work, three ensemble learning techniques are proposed
to provide a reliable prediction for Grid-Connected Photo-
voltaic (PV) systems. Ensemble machine learning paradigms
aims at developing effective and reliable models with higher
accuracy than single machine learning. The main contribu-
tions are threefold: first, using the SVM, KNN, and tree
models, we constructed an ensemble learners in order to
obtain accurate performance than single learner to distin-
guish between the different PV system operating modes using
the extracted raw data. Second, in order to further enhance
the diagnosis results, intelligent FDD techniques were pro-
posed, where the main steps are: feature extraction, features
selection, and fault classification. For the features extraction
and selection steps, KPCA and RKPCA methods are per-
formed to extract and select the most significant features.
Then, the most sensitive and significant characteristics are
transmitted to the ensemble learning models for classifica-
tion purposes. The developed approaches were developed
to monitor a grid-connected PV system under healthy and
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faulty conditions. The experimental results demonstrated the
feasibility and effectiveness of the proposed FDD techniques.
The fault detection results obtained using the developed
approaches provided some false alarm and missed detec-
tion rates and a few faults were not correctly detected.
Hence, one future research perspective is to develop an online
KPCA-based methods to update the model which may lead
to a reduction in false alarm and missed detection rates.
The second perspective is to extend the online KPCA-based
methods to deal with uncertainties by using interval-valued
data representation [71]. Besides, we propose to improve our
contribution on detection and diagnosis purpose by using
online models for more features extraction and selection in
order to enhance the diagnosis metrics and classification rate
of complex systems under different operating conditions.
In the current work, the classical EL algorithm was utilized to
model the dynamic nature in both offline training and online
update phase using the newly arrived measurements. Instead,
using online extensions of RF model in the first place, such as
online incremental RF (presented in [72]) or Mondrian forests
(described in [73], [74]), may reduce the training and update
time.
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