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ABSTRACT Mitigation of Sub-Synchronous Resonance (SSR) in Doubly-Fed Induction Generator (DFIG)
based wind farms by incorporating a Supplementary Damping Controller (SDC) to the existing DFIG
converter controllers is more economical than providing additional FACTS devices to the system. The
performance of the SDC highly depends on its location and the Input Control Signal (ICS) selected. Hence,
a systematic method for selecting the best ICS- location pair for SDC is the need of the hour. Hence in
this paper, a technique to identify the best ICS- location pair for SDC based on the right half-plane zero
method, relative gain array method, and Henkel singular value is proposed. The performance of the proposed
strategy is then compared with that of the generally used residue-based selection method and joint geometric
controllability method. A proportional feedback controller based on the root locus method is designed to
validate the results of the proposed method. Extensive simulation studies using MATLAB/Simulink are
carried out to evaluate the performance of the proposed method.

INDEX TERMS Doubly-fed induction generator (DFIG), sub-synchronous resonance (SSR), supplementary
damping controller (SDC), input signal selection, optimal location for damping controller.

I. INTRODUCTION
The growth of wind power technology is tremendous, and
the integration of large scale wind energy into the grid has
become more critical. This requires the up-gradation of trans-
mission line infrastructure to keep pace with wind power
generation. DFIG based techniques are most commonly used
in wind generation due to the capability of power system
damping control for improving rotor angle stability, providing
flexible voltage and active power control. In addition, DFIG
also provides low cost, smaller size, improved efficiency, and
mechanical stress reduction [1], [2]. The studies presented
in [3] and the references therein have shown that series com-
pensation is the cost-effective solution to improve the power
transfer capability and reliability of an existing transmis-
sion system rather than constructing new transmission lines.
However, one of the major factors deterring the extensive
usage of capacitive compensation with capacitor banks is the
potential risk of Sub-Synchronous Oscillation (SSO) due to
electromechanical interactions of DFIG shaft system with
other power system components [4].
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SSO is a condition in which a wind farm exchanges
energy with the electrical network at one or more natu-
ral frequencies of the power system [5]. SSO is classified
into Sub-Synchronous Resonance (SSR), Sub-Synchronous
Torsional Interaction (SSTI), and Sub-Synchronous Control
Interaction (SSCI) [6], [7]. Due to the series resonance effect
of line reactance and series capacitance under disturbance
conditions, the net resistance corresponding to the subsyn-
chronous current seen from the wind generator is negative.
This would result in the overshoot of generator stator voltage,
known as Induction Generator Effect (IGE) [8]. Sometimes,
the natural frequency of the mechanical systems come close
to the natural frequencies of electrical systems, which undams
mechanical oscillations. This phenomenon is due to Torsional
Interaction (TI) [9], [10]. During transient conditions, gener-
ator torque in the subsynchronous frequency range may be
induced in the DFIG rotor, which tends to amplify rapidly
and cause severe mechanical damage to the wind turbine.
This phenomenon is known as Torsional Amplification (TA).
Compared to IGE and TI, TA is a fast and severe phe-
nomenon [11], [12]. The impact of SSCI on DFIG based
wind farms and the influence of DFIG converter controller
parameters on SSCI have been studied extensively using
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Electro-Magnetic Transient (EMT) analysis in [13]. Since the
scope of this work is limited to the study of SSR analysis only,
the study of damping controller parameters changes on SSCI
oscillations is suggested as future work. The proposed work
addresses the SSR and the mitigation of the same in DFIG
based wind farms.

If the development of SSR is not mitigated effectively, the
oscillation will leads to equipment damage, loss of power
generation, power quality issues, and loss of reliability of the
wind power system [2], [14]. The SSR mitigation techniques
investigated in the literature can be classified into two broad
categories. In the first approach, FACTS devices such as
STATCOM [4], [15], TCSC [3], [16], SVC [16], UPFC [17],
[18], SSSC [4], [19] and GCSC [20] are employed for SSR
mitigation. However, the installation of FACTS devices in the
power system is not an economical solution. Thus in the sec-
ond approach, a Supplementary Damping Controller (SDC)
is added to the existing DFIG converter controllers, Grid
Side Converter (GSC) and Rotor Side Converter (RSC)
[21]–[23]. A nonlinear controller based on state feedback
linearization is explained in [24] to mitigate SSCI in DFIG
based wind farms. In contrast, a combined control strategy
based on feedback linearization control and sliding mode
control is presented in [25] and [26] for mitigating SSCI
in DFIG based wind farms. [27] Discussed energy-shaping-
based controllers for mitigating SSCI in DFIG-based wind
farms, while [28] proposed energy-shaping controllers based
on the Hamiltonian model for mitigating SSCI in Permanent
Magnetic Synchronous Generator (PMSG). A linear propor-
tional feedback controller is used for mitigating SSR in DFIG
based wind farms in [29]. The linear proportional controller
is relatively simple and easy to design. The proportional
feedback controller has a fast response, smaller steady-state
error, and dynamically, it is relatively stable [30]. On the other
hand, nonlinear controllers are more complex in design [31],
[32]. But due to the improved robustness of the system under
external disturbances and parameter uncertainties, nonlinear
controllers are preferred over linear controllers for damping
SSR in DFIG based wind farms [25].

The performance of the SDC highly depends on its Input
Control Signal (ICS) - location selection, since combined
controllability and observability plays a critical role in damp-
ing performance [33], [34]. A systematic and quantitative
method to identify the best location of SDC in DFIG is
explained in [35]. Location dependent performance index
is defined and is used to identify the best location for
SDC. However, a systematic selection method for ICS is
not explored in the paper. Rotor speed is considered as ICS
in [36], and GSC outer control loop is chosen as the location
for adding SDC. Performance of damping controllers based
on line current and line power is studied in [37], outer control
loop of GSC controller is considered as the preferred location
for placing SDC. The selection of ICS and location for SDC
are arbitrary in [36] and [37].The voltage across the series
capacitor is chosen as ICS based on residue analysis in [3],
and the GSC outer control loop is chosen as the location for

SDC. In [38], both GSC and RSC converter controllers are
used as the location for placing SDC, and on the comparison,
it is found that RSC controllers have better damping perfor-
mances. Based on arbitrary selection, the DFIG stator current
is used as the ICS in this work. All the eight possible locations
for placing SDC in GSC and RSC converter controllers were
explored in [20] and [29]. Rotor speed, transmission line
power, the voltage across capacitor and transmission line
current are used as ICS. Moreover, the best ICS- location pair
was chosen based on residue analysis. In [3], the GSC outer
converter control loop is considered as the location for SDC;
rotor speed, the voltage across the capacitor, transmission line
current and DFIG stator voltage are used as ICS. Based on the
results of the residue analysis, it is determined that the voltage
across the capacitor is the best suitable ICS. Most of the SSR
mitigation techniques discussed in the literature use a random
selection of ICS and location for SDC. However in [3], [20],
[29] residuemethod technique is used for ICS selection. Since
in residue analysis, the behaviour of only one mode is consid-
ered at a time, the performance of SDC affects the stability of
other modes [33]. In addition to that, if the available input
signals for selection have different units, the selection based
on the residue method may not be accurate since the residues
depend on the scale of the input signals [39]. In [40], [41],
and [42] Joint Geometric Controllability and Observability
Measures (JGCOM) were used to identify the best control
signal and location for damping controllers in the power
system. The comparison of the proposed method with joint
geometric controllability based selection is also included in
this work. However, in this literature, a single criteria based
selection approach is adopted, and it does not consider the
suitability of selection based on decentralised control appli-
cation. Hence the observations from the literature survey can
be summarised as;
• The most economical method for damping SSR in DFIG
based wind farms is by means of introducing SDC to the
existing DFIG converter controllers [21]–[23].

• There are eight possible locations available in the DFIG
converter controllers, four from GSC and four from
RSC, to place SDC. Many options such as DFIG stator
voltage, the voltage across the capacitor, transmission
line current, line power and rotor speed are available as
ICS [3], [20], [29].

• The combined selection of location and ICS for SDC is
critical in SSR damping [33], [34].

• The most commonly used method for the selection of
best ICS- location pair is residue-based analysis, which
is not reliable due to the limitationsmentioned [33], [39].

• Since the main focus of the work is to develop a sys-
tematic procedure for selecting the best input-location
pair SSRDC to mitigate SSR in DFIG based wind
farms, a simple and basic linear proportional feed-
back controller is designed to validate the proposed
procedure.

Incorporation of DFIG converter controllers for damping
SSR in DFIG based wind farms is more economical than
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FIGURE 1. DFIG based wind farm connected to grid through series compensated transmission line.

additional FACTs devices. The performance of the damping
controller highly depends on the input control signal selected
and the location of SDC. Hence a systematic procedure for
selecting the best ICS-location pair for SDC to damp SSR in
DFIG based wind farms is the need of the hour. However,
to the best of our knowledge, no research in the existing
literature addresses this problem. So the main contribution
of this paper is to propose a new selection procedure to
identify the best ICS – location combination for SDC to damp
SSR in DFIG based wind farms. In the proposed method,
Right Half Plane Zero (RHPZ) [30], Relative Gain Array
(RGA) [30], [43] and Henkel Singular Value (HSV) [30],
[39], [44] methods have been used in a systematic way to
decide the best ICS-location pair.

The main objectives of this paper are listed below.
• A novel procedure for selecting the best ICS-location
combinations for designing SDC for damping SSR in
DFIG based wind farms is proposed.

• The performance of the proposed method is validated
by designing a proportional feedback controller based
on the root locus method.

• Time-domain simulations of the study system using
MATLAB/Simulink are conducted with SDC designed
based on the proposed method’s observations.

• SSR possibilities in DFIG based wind farms connected
to the grid through series compensated transmission line
are analysed.

The rest of the paper is organised as follows. Section II
discusses the small signal stability analysis for identify-
ing the SSR possibilities. The procedure for selecting the
best ICS-location pair is detailed in Sections III and IV.
Validation of the proposed method using time-domain
simulation and comparison of the proposed method with
residue analysis-based and joint geometric controllability
and observability based selection techniques are discussed in
section V. Finally, the paper concludes with Section VI.

II. SMALL SIGNAL ANALYSIS FOR IDENTIFYING SSR
POSSIBILITIES
The SSR studies on DFIG based wind farms are conducted
using small-signal analysis tools such as Eigen-Value Analy-
sis (EVA) by linearising the nonlinear dynamic model of the
system around an equilibrium point [45]. Since the complete
mathematical model is used in EVA, the method can be used
to analyse IGE, and TI [3], [46]. Moreover, EVA provides
the details of the frequency and damping of each mode in a
single calculation. The effect of parameter variations can also
be examined using EVA. Due to these vivid advantages, EVA
is widely accepted for SSR analysis [45].

A. SYSTEM USED FOR STUDY
A system consisting of 50 number of 2MW DFIG wind
generators connected to the grid through series compensated
transmission line is shown in Fig 1. This system model is
adopted from the IEEE first benchmark model used for SSR
analysis [47], [48]. Researches support the assumption of
considering an aggregatedmodel of 100MWmodel instead of
50 numbers of 2MW generators [49], [50]. In [50], an aggre-
gate model of the wind farm based on DFIG wind turbines
was proposed to conduct extensive power system studies
instead of a detailed model of the wind farms.

The significant assumptions made in the work are,
• The rated power of the aggregated model is equal to the
sum of all individual wind turbines.

• All the wind turbines are experiencing the equiva-
lent average wind; therefore, the generated mechanical
torque will be the same for all turbines.

• Control schemes, controller parameters, and protection
systems are the same for aggregated wind models and
individual wind turbines.

The performance of the aggregated system was compared
with that of the detailed model using simulation study for
various conditions of wind fluctuations and grid disturbances.
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Further, it is concluded that aggregated model of wind farms
can be used instead of the detailed model if the difference
in average wind speed is less than 2m/s [50]. Moreover the
same model has been widely used for SSR analysis in DFIG
based wind farms [3], [12], [51]. Hence, this study uses the
aggregated model of DFIG wind farms instead of a detailed
model.

The system consists of a slip ring induction machine,
back to back converters, shaft system and series compen-
sated transmission line. The stator of the induction machine
is directly connected to the grid while the rotor circuit is
connected to the grid through back to back converter. There
is a DC bus linking the back to back converters. The two
converters are named Rotor Side Converter (RSC), connect-
ing the rotor circuit to the DC bus, and Grid Side Converter
(GSC), connecting the DC bus and grid.

B. MODELING OF THE STUDY SYSTEM
In order to conduct EVA, the complete dynamic model of the
study system is needed. Various components such as induc-
tion machine, back to back converters, DC bus, shaft system
and series compensated transmission line are modelled in this
section.

1) MODELING OF INDUCTION MACHINE
Dynamic model of induction machine in dq reference frame
is considered for analysis [11], [12]. Stator and rotor cur-
rents in the dq frame are chosen as state variables and the
corresponding voltages as input variables. All the variables
and parameters are considered per unit for ease of doing
analysis.

ẊDFIG = ADFIGXDFIG + BDFIGUDFIG (1)

XDFIG = [iqs ids iqr idr ]T (2)

UDFIG = [vqs vds vqr vdr ]T (3)

BDFIG =


ωbXrr
XD

0 −ωbXm
XD

0
0 ωbXrr

XD
0 −ωbXm

XD
−ωbXm
XD

0 ωbXss
XD

0
0 −ωbXm

XD
0 ωbXss

XD

 (5)

where XD = XrrXss − X2
m.

The i, v and R are currents, voltages and resistance. With
subscript d, q representing the direct and quadrature axis
components. Stator and rotor parameters are distinguished by
subscript s and r . Xm is the magnetizing reactance of the gen-
erator, Xls and Xlr are stator and rotor leakage reactance. Xss
and Xrr are stator and rotor reactance. ωs, ωm and ωb denotes
rotating synchronous frame frequency, generator rotor speed
and base frequency.

2) MODELING OF SHAFT SYSTEM
The shaft system is modelled by considering two mass model
of the system [11], [12], which includes high speed generator
mass and low speed turbine mass connected by a spring and
damper. The motion equation of the two mass system can be

represented by three first order equations as,

ẊShaft = AShaftXShaft + BShaftUShaft (6)

XShaft = [ω̄m ω̄r Ttg]T (7)

UShaft = [T̄ω Te 0]T (8)

Ashaft =


(−Dt−Dtg)

2Ht
Dtg
2Ht

−1
2Ht

Dtg
2Hg

(−Dt−Dtg)
2Hg

1
2Hg

Ktgωb −Ktgωb 0

 (9)

Bshaft =


1

2Ht
0 0

0 1
2Hg

0
0 0 1

 (10)

where ω̄m and ω̄r are turbin shaft speed and generator rotor
speed respectively. Tw and Ttg are wind torque and internal
torque of two mass systems, Tw is obtained from the MPPT
curve. Dt ,Dg and Dtg are damping coefficient of turbine,
generator and turbine-generator set respectively. Ht and Hg
are inertia constants of turbine and generator, respectively.
Ktg is the inertia constants of turbine and generator.

3) MODELING OF BACK TO BACK CONVERTER
Two converters, GSC and RSC, are connected by a DC
link from the back to back converter. The function of these
converters is to make the induction machine works with the
Maximum Power Point Tracking (MPPT) curve to generate
maximum power output safely [51]. The MPPT technique
helps to extract maximum power output from the generator
in every wind condition by adjusting the torque reference to
the converters [52]. The MPPT data of the system is given
in the Appendix. The RSC is responsible for maintaining
the desired electromagnetic torque based on MPPT data and
reactive power adjustment as per the grid requirement. GSC
is responsible for maintaining DC link voltage and generator
stator voltage. Since the switching frequency of these con-
verters is very large compared to the frequency of SSR phe-
nomena [12], these converters’ dynamics are not considered
for this study. Instead, the controllers of these converters are
modelled as a pair of two PI controllers. So each converter
will add four states to the system model [11].

4) DC LINK MODEL
The dynamics of DC bus interconnecting RSC and GSC is
modeled as follows [11], [12].

−CVDC
dVDC
dt
= Pr + Pg (11)

Pr = 0.5
(
vqr iqr + vdr idr

)
(12)

Pg = 0.5
(
vqgiqg + vdgidg

)
(13)

Pr and Pg are the active power injection at the rotor and
grid side. VDC is the voltage across the DC bus and C is the
parallel capacitance across the DC bus.

5) TRANSMISSION LINE MODEL
The dynamics of the series compensated transmission line is
modelled by considering line current and voltage across the
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series capacitor as state variables [8], [53] and are given as,

ẊLine = ALineXLine + BLineULine (14)

XLine = [iql idl vqc vdc]T (15)

ULine = [−
EBq − vqs

XL
−
EBd − vds

XL
0 0]T (16)

ALine =


−

RL
XL
−1 − 1

XL
0

1 −
RL
XL

0 −
1
XL

XC 0 0 −1
0 XC 1 0

 (17)

BLine =


ωb 0 0 0
0 ωb 0 0
0 0 1 0
0 0 0 1

 (18)

iql, idl, vqc and vdc are the d and q axis components of line cur-
rent and voltage across the series capacitor respectively and
EBq and EBd are the q and d axis components of infinite bus
voltage. RL ,XLand XC are the transmission line resistance,
line inductive reactance and series capacitive reactance.

Hence the entire system is represented by twenty states.
The induction machine, RSC controller, GSC controller, and
transmission line have four states each, the shaft system
and DC link have three and one states, respectively. SSR
possibilities in the system are studied using these 20 states;
the abstract of these different states corresponding to each
component is enlisted in Table 1.

TABLE 1. Various components and corresponding states of study system.

C. OBSERVATIONS FROM EVA
The system’s Eigenvalues are evaluated by linearising the
nonlinear dynamic equations formulated in the previous
section around an equilibrium point. The real part of the
eigenvalue will indicate a particular mode’s stability, whereas
the imaginary part gives the oscillation frequency of that
particular mode. For the system to be stable, all the modes
should have a negative real part [54]. Since the study system

ismodelled using 20 states, the EVAwill have 20 eigenvalues.
The eigenvalues obtained for a wind speed of 7m/swith 50%
series compensation is given in Table 2. Parameters of the
DFIG system are mentioned in the Appendix.

Among the 20 eigenvalues, only six pairs are oscillatory.
They are

1) Higher frequency resonance mode ( λ1,2)
2) Super synchronous resonance mode (λ3,4)
3) Subsynchronous resonance mode (λ5,6)
4) Electro mechanical mode (λ7,8)
5) Shaft mode (λ9,10)
6) System mode (λ11,12)
From Table 2, it is clear that except subsynchronous res-

onance mode, all other system modes have a negative real
part. This indicates that the system is unstable due to sub-
synchronous resonance mode at 50 % series compensation
and a wind speed of 7 m/s. For an oscillatory mode to have
an impact on SSR instability, the frequency of the particular
mode should be close to the subsynchronous complement
of system frequency (50Hz or 314rad/sec). From Table 2,
it is clear that the frequency of higher frequency resonance
mode is 1088.10 rad/sec or 173.28 Hz, which is much higher
than the system frequency. Hence the behaviour of higher
frequency resonance mode is excluded from further analysis.
Since the systemmode is equally participating in all the states
and the frequency of this mode is very close to complement of
system frequency, the behaviour of this mode is not consid-
ered for SSR analysis [3], [20]. The methods to distinguish
these modes and the detailed explanation for these modes’
behaviour at various operating conditions were presented
in the author’s previous paper [55]. The behaviour of the
remaining modes with the change in series compensation and
change in wind speed is explained briefly here.

TABLE 2. Eigenvalue analysis of the study system at 50% compensation
level and Wind Velocity of 7 m/s.

1) BEHAVIOR OF SUPERSYNCHRONOUS MODE
Supersynchronous mode will be unstable only when the
net resistance corresponding to supersynchronous frequency

ADFIG =



−ωbXrrRs
XrrXss−X2

m

(ωb−ωr )X2
m−ωbXrrXss

XrrXss−X2
m

ωbXmRr
XrrXss−X2

m

−ωrXmXrr
XrrXss−X2

m
ωbXrrXss−(ωb−ωr )X2

m
XrrXss−X2

m

−ωbXrrRs
XrrXss−X2

m

ωrXmXrr
XrrXss−X2

m

ωbXmRr
XrrXss−X2

m
ωbXmRs

XrrXss−X2
m

ωrXmXss
XrrXss−X2

m

−ωbXssRr
XrrXss−X2

m

ωbX2
m−(ωb−ωr )XrrXss
XrrXss−X2

m
−ωrXmXss
XrrXss−X2

m

ωbXmRs
XrrXss−X2

m

(ωb−ωr )XrrXss−ωbX2
m

XrrXss−X2
m

−ωbXssRr
XrrXss−X2

m

 (4)
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seen from the generator side is negative. The analysis from
the author’s previous paper [55] shows that the resistance
corresponding to supersynchronous frequency seen from the
generator side will be positive for all possible wind speed and
series compensation. Hence it can be concluded that for all
operating cases, this mode will be stable.

2) BEHAVIOR OF SUBSYNCHRONOUS MODE
Whenever the net resistance corresponding to subsyn-
chronous frequency seen from the generator side becomes
negative, that leads to instability of the subsynchronous
mode. The analysis found that lower wind speed and a higher
level of series compensation can cause undamping of this
mode. The phenomenon in which the system loses its stability
when net resistance corresponding to the subsynchronous fre-
quency seen from the generator becomes negative is termed
as Induction Generator Effect (IGE) [55].

3) BEHAVIOR OF ELECTROMECHANICAL MODE
Electromechanical mode frequency is equivalent to the sub-
synchronous complement frequency of the turbine shaft sys-
tem’s mechanical natural frequency. As this mode is more
connected with the study system’s mechanical parameters, its
stability depends more on wind speed. The change in series
compensation has not much effect on this mode. The analysis
found that this mode is stable for all wind speed and series
compensation.

4) BEHAVIOR OF SHAFT MODE
This mode is more dependent on the stiffness of the generator
shaft system. As long as the system’s mechanical parameters
are fixed, the frequency of this mode is also fixed. Since wind
turbines have comparatively less stiffness than conventional
generators, the shaft mode frequency will be small. For this
mode to be unstable, the electrical, natural frequency of the
system should have a frequency close to complement of the
frequency of shaft mode. This can happen only at a higher
level of series compensation. (Usually, the level of series
compensation is restricted to 70-75 % due to load balancing
with parallel path, high fault current, and load flow control
issues [4]. So those percentage of compensation more than
this is considered as a higher level of series compensation).
Since transmission lines are not operating at such a higher
level of series compensation, it is seen that the shaft mode is
stable for all practical working conditions.

5) SUMMARY OF EVA
• At a higher level of series compensation, sub-
synchronous mode gets excited and leads to instability
of the system.

• Higher wind speed drives the system to operate in stable
operating conditions even with a higher level of series
compensation.

• The only mode that gets unstable while increasing the
series compensation level is the subsynchronous mode.

• SSR damping controller should be configured to damp
the subsynchronous resonance mode for a higher level
of series compensation.

The effect of wind speed, level of series compensation
and stiffness of shaft system on SSCI was analyzed in [13],
and similar observations were obtained. A higher level of
series compensation and lower wind speed are causing SSCI
oscillations in DFIG based wind farms. Moreover, the system
with higher shaft stiffness is more venerable to SSCI oscilla-
tions [13].

The damping ratio and frequency of oscillation of modes
changes with the change in system operating conditions.
Nevertheless, the characteristics of the modes, such as states
which are participating in a particular mode, will not change.
The changes in operating conditions of the power system
will eventually be reflected in the characteristics equation
of the system transfer functions. Since the proposed method
is developed based on the system’s transfer function, the
changes in operating points will eventually be accounted for
in the method. In the author’s previous work [55], it has been
demonstrated that the instability of the system is mainly man-
ifested in the subsynchronous mode for all possible operating
conditions of wind speeds and levels of series compensation.
Hence it is required to consider subsynchronous frequency
mode for designing SDC to damp SSR DFIG based wind
farms by ensuring that the proposed controller is not causing
instability to other system modes.

III. BEST ICS-LOCATION PAIR SELECTION
The schematic diagram of the Sub-Synchronous Resonance
Damping Controller (SSRDC) used in this work is shown in
Fig 2. SSRDC consists of a simple proportional controller
cascaded with a washout filter. The high pass washout fil-
ter is used to bypass the SSRDC action under steady-state
operating conditions. The value of the time constant for the
washout filter is considered as 5s [56]. Since the proposed
work aims to formulate a procedure for finding out the best
ICS-location pair, the SSRDC used in this work only vali-
dates the formulated procedure. Hence a simple proportional
feedback controller based on the root locus method has been
used. Since there are eight converter controllers, four in GSC
controller and four in RSC controller, there are eight possible
locations for placing SSRDC as shown in Fig 3 and Fig 4.
In the case of ICS, any available variables can be considered
for ICS. However, only eight variables are considered for
the analysis. These are DC link voltage, the voltage across
the series capacitor, generator stator voltage, power flowing

FIGURE 2. Schematic diagram of the SSRDC.
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FIGURE 3. Possible locations for placing SSRDC in GSC controllers.

FIGURE 4. Possible locations for placing SSRDC in RSC controllers.

through the GSC and RSC converters, rotor speed, electro-
magnetic torque, and transmission line current. Since there
are eight locations and eight ICS available, 64 ICS- location
pairs are possible. Among these 64 pairs, the best pair has to
be figured out. The systematic procedure for the selection is
explained in the following section.

A. SELECTION PROCEDURE
The eigenvalue analysis shows that only subsynchronous
mode appears to be unstable with the change in series com-
pensation among the six oscillatory modes. So the damping
controller is to be designed to damp the subsynchronous
mode. The procedure to select the best available pair of ICS
and location for the controller to damp the subsynchronous
resonance can be described as follows.
Step 1: Identify the possible locations for placing SSRDC

in DFIG; there are a total of eight locations available for
placing SSRDC: four in GSC controller and four in RSC
controller. These are shown in Fig 3 and Fig 4. The locations
are named from CL − 1 (control location-1) to CL − 8. First,
four locations, CL − 1 to CL − 4 are in the GSC controller,
and the remaining four, CL − 5 to CL − 8 are in the RSC
controller.

Step 2: Identify the available input control signals from the
system. Readily available signals, as well as signals that can
be estimated, are included in the list. In this analysis, eight
signals are considered.
Step 3: Develop a state-space model of the system by con-

sidering voltage injection points at RSC and GSC controllers
(location for placing SSRDC) as inputs and selected ICS as
outputs. The state-space representation will be

Ẋ = A ∗ X + B ∗ U (19)

Y = C ∗ X (20)

where A is the state transition matrix, X represents the states
of the system, Y denotes the output of the system (available
ICS for SSRDC), U is the input to the system (voltage inject-
ing points at RSC and GSC controller- locations for placing
SSRDC), B and C are input and output matrices respectively.
Step 4: From the state space representation develop the

transfer function matrix as

G = C ∗ (SI − A)−1 (21)

Each transfer function in the transfer function matrix, G,
represents a pair of a particular SSRDC location and an ICS
for SSRDC. For example, elementG23 in the transfer function
matrix G would correspond to the second ICS pair and third
location (CL − 3/GSC − 3).
Step 5: For each transfer function in the transfer function

matrix, G, plot the Right Half Plane Zero (RHPZ) plots. If any
open-loop zero is encountered on the right half side of the
s-plane in the 5 to 45 Hz (31.4 -282.6 rad/s) frequency region,
then that pair of ICS and location should be discarded from
further investigation.
Step 6: Calculate the Relative Gain Array (RGA) number

for the remaining pairs from step 5 for the 5 to 45 Hz
(31.4−282.6 rad/s) frequency range. RGA is also a screening
tool used to exclude pairs that are not suitable for decen-
tralised control. The candidates with larger RGA values are
excluded from further analysis, and those candidates hav-
ing smaller RGA values are considered for Henkel Singular
Value (HSV) analysis.
Step 7: Finally, the HSV value for the remaining pairs

obtained from RGA analysis are calculated. The pair with the
largest HSV (Henkel Singular Value) should be selected as
the best pair. The second-best pair and the consecutive best
pairs will be available from HSV analysis. HSV gives the
system’s joint controllability and observability index, which
can be used to identify the best ICS-location combination.

B. CRITERIA FOR SELECTION
A brief introduction to the methods used for selecting the best
ICS – location pair is discussed in this section. In this work,
three approaches are analysed to formulate the selection pro-
cedure. The performance of the procedure is then compared
with the residue analysis based selection method. Hence this
section provides a short introduction to the residue method
also. Consider a Multi-Input Multi-Output (MIMO) system
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with state-space representation as represented in Eqn (19)
and (20). From this, the transfer function matrix for the
system can be derived as

G(s) =
Y (s)
U (s)

= C ∗ (SI − A)−1 (22)

Here I is the Identity matrix. For each transfer function in
the transfer functionmatrix,G represents the transfer function
for the corresponding input and output. For example, element
G23 in the transfer function matrix G will correspond to the
transfer function of the second output (second element of Y
matrix) and third input (the third element of U matrix).

1) RIGHT-HALF PLANE ZEROES (RHP-ZEROS)
Consider a system with open-loop transfer function as GOL
and the open-loop transfer function can be expressed as

GOL =
ZOL
POL

(23)

where ZOL and POL are the zeros and poles of the open loop
transfer function. The closed loop transfer function of the
system with feedback gain K will be

GCL =
GOL ∗ K

1+ GOL ∗ K
(24)

Substituting Eqn 23 in Eqn 24,

GCL =
K ∗ ZOL

POL + K ∗ ZOL
= K ∗

ZCL
PCL

(25)

Hence, it can be understood that the zeros of the
closed-loop transfer function would be the same as the zeros
of the open-loop transfer function. Nevertheless, the location
of closed-loop poles will move from open-loop pole position
to open-loop zero position as feedback gain increases. If the
open-loop system has a zero at the right half side of the
s-plane, then the closed-loop pole will cross the imaginary
axis and move towards the open-loop zero while increasing
gain K . This contributes to system instability. In order to
avoid this, it is necessary to have no open-loop zeros at
the right half-side of the s-plane at the frequency range of
interest [30]. In the analysis, open-loop zeros of all possible
ICS-location pairs are plotted, and those pairs having zeros on
the right half side of the s-plane in the desired frequency range
are discarded. This method is considered as a primary screen-
ing method for screening out the most unsuitable options.

2) RELATIVE GAIN ARRAY (RGA)
RGA can analyse the impact of decentralised control. RGA
is the ratio of the gains of the system under two extreme
cases [30], [43]. In order to calculate the RGA for a particular
transfer function, the gain for the corresponding transfer func-
tion is calculated for the required frequency at two extreme
cases. The first case is that all other loops are open, and all
other input changes are zero. Then in the second case, all
other loops are closed, and all output changes are zero. The
first case to second case gain ratio gives the RGA value for the
specific transfer function. The pair with the minimum RGA

value is considered the best choice. The RGA method filters
out those pairs of ICS-location pairs that are not so suited
for decentralised control. In this study, a single feedback
based SSR damping controller is designed for damping SSR
and hence the ICS- location pairs that are best suited for
decentralised control is preferable.

3) HANKEL SINGULAR VALUES (HSV)
HSV is an advanced method based on controllability and
observability principle. Unlike PBH test, mutual controllabil-
ity and observability can be found using HSV technique [39],
[44], [30]. Controllability Gramian matrix (P) is given by,

P =
∫
∞

0
eA∗t ∗ B ∗ BT ∗ eA

T
∗t
∗ dt (26)

Observability Gramian matrix (Q) is given by,

Q =
∫
∞

0
eA

T
∗t
∗ C ∗ CT

∗ eA∗t ∗ dt (27)

and Hankel singular value (σ ) is given by,

σi =
√
λi ∗ P ∗ Q (28)

Here λi is the eigenvalue corresponding to the ith mode,
A is the state transition matrix, B and C are input and output
matrices, respectively. HSV for each input (ICS)- output
(location for this study) pair should be calculated, and the pair
with a maximum value of HSV should be selected as the best
input (ICS)- output (location for this study) pair.

4) RESIDUE METHOD
The transfer function of a system can be represented as

G(s) =
Y (s)
U (s)

=

n∑
i=1

Ri
S − λi

(29)

G(s) =
K ∗ (S − Z1) ∗ (S − Z2) ∗ . . . (S − Zm)
(S − P1) ∗ (S − P2) ∗ . . . (S − Pn)

(30)

Ri = Ck ∗ Vi ∗Wi ∗ Bj (31)

where m is the number of zeros and n is the number of
poles of the system. The number of poles equals the number
of modes of the system. Vi and Wi are the right and left
eigenvectors corresponding to the mode λi. Ck and Bj are
the corresponding columns and row for k th and jth output
and input. In residue analysis, the dynamics due to only
one eigenvalue are considered by neglecting the dynamics
of all other eigenvalues. Now the system gets reduced into
a single-pole system with transfer function [3], [29], [30].

G(s) =
Ri

S − λi
(32)

Ri is the residue value corresponding to the ith mode, and
the input-output pairs with larger residue values are con-
sidered as the optimal pair. Residues depend on the scale
of the input and output signals and do not necessarily offer
a reliable comparison among transfer functions associated
with variables with different units. So the results of residue
analysis cannot be interpreted explicitly. Hence, in this work,
this method is used for comparison purposes only.
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5) JOINT GEOMETRIC CONTROLLABILITY AND
OBSERVABILITY MEASURE (JGCOM)
This method is based on the controllability and observability
principles of linear systems. The geometric controllability
(Gcg(m)) and observability (Goh(m)) are defined as [40], [41]

Gcg(m) = cos(Bg, ψm) =
|BTg , ψm|

‖ψm‖‖BTg ‖
(33)

Goh(m) = cos(Ch, φm) =
|Ch, φm|
‖φm‖‖Ch‖

(34)

where Bg and Ch are the gth and hth column and row of B
and C matrix respectively. ψm and φm are the left and right
eigenvectors of A matrix corresponding to mth oscillation
mode. || and ‖‖ are the modulus and Euclidean norm of the
matrix, respectively. The geometric measures provide how
aligned the columns of matrix B and the rows of C are with
an eigenvector of A. If Gcg(m) = 0, the column of Bg is
orthogonal to eigenvector ψm and a controller will not be
effective to modify the state associated with eigenvalue λk .
Similarly, if Goh(m) = 0; Ch and φm are orthogonal and
mode λk will not be observable from the output. [34]. Since
the geometric controlability and observability are unrelated
to each other, to get the best controllable-observable pair,
joint geometric controllability and observability measures are
used. Which is the product of the above two, Gco(gh) =
Gcg(m) ∗ Goh(m). Geometric measures, like residues, pro-
vide similar information but have the advantage of being
normalised and independent of signal scale.The combination
with the highest value of the joint geometric controllability
and observability measure is the best match.

IV. SELECTION OF BEST ICS-LOCATION PAIR
Total eight locations, four on the GSC controller and four on
the RSC controller, are considered for the selection process.
Electromagnetic torque, rotor speed, the current through the
transmission line, active power flowing through GSC and
RSC converters, voltages across the capacitor, DC link and
DFIG stator winding are considered as ICS. Therefore, a total
of eight locations and eight ICS requires 64 pairs to be
checked.

A. RHPZ PLOTS
The right half-plane zero plots for all the 64 pairs have been
mapped, and the result obtained from the RHPZ analysis are
tabulated in Table 3. From Table 3, the pairs with open-loop
zeros on the right side of the s-plane in the 5 to 45 Hz
(31.4 -282.6 rad/s) frequency range were observed and ruled
out from further evaluation. From the RHPZ plots, it is
evident that only ten pairs among the 64 are suitable for
further analysis. It is worth noting that control locations
GSC3, GSC4, RSC1 and RSC2 have open-loop zeros in the
right half side of the s-plane in the desired frequency range.
So these locations are completely excluded from further anal-
ysis. A similar observation can be made for ICS such as

TABLE 3. ICS-location pair having open loop zeros on right half of
s-plane.

FIGURE 5. ICS-location pairs with large RGA values.

IL , Wr , Te and Pr . Hence these inputs are also completely
excluded from further analysis.

B. RGA
The relative gain array number for all the ten pairs obtained
from the RHPZ method are calculated for the 5 to 45 Hz
(31.4 -282.6 rad/s) frequency range. The analysis shows that
four pairs have a significantly higher value of the RGA
number. They are VS − GSC1, VS−GSC2, Pg − GSC1, and
Pg − GSC2. The RGA plot for these pairs is given in Fig. 5.
On the other hand, RGA numbers of the other six pairs have
lower values, which are considered for further analysis. They
are VDC − GSC2, VC − GSC2, VS − RSC3, VDC−GSC1,
VC − GSC1, and VS − RSC4. The RGA plot for those pairs
is given in Fig 6.

C. HSV
The Hankel singular values corresponding to those six pairs
obtained from RGA analysis are calculated for the desired
frequency range and plotted in Fig 7 and 8. The pairs with
large Hankel singular values are considered as the best
choices. The best ICS-location selection list obtained from
the HSV method is given in Table 4. Table 4 show that the
best possible pair is VDC−GSC2, the second preferred choice
is VC−GSC2, and the least preferred pair is VS−RSC3.
From HSV, it is found that the second-best choice is pair
VC−GSC2 and pair VDC−GSC1 is the fourth-best choice.

V. VALIDATION OF THE PROPOSED STRATEGY
Validation of the proposed algorithm is achieved by
implementing SSRDC at the identified locations with the
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FIGURE 6. ICS-location pairs with lower RGA values.

FIGURE 7. ICS-location pairs with large HSV values.

FIGURE 8. ICS-location pairs with lower HSV values.

corresponding input signal as the ICS for the controller.
A supplementary damping controller to the existing DFIG
converter controllers, which is a proportional feedback con-
troller appended, is designed by the root locus method and
is considered for the study. Since the intention is to validate
the proposed strategy, a classic proportional feedback con-
troller is used as SSRDC. The gain value for the proportional
controller is found out by using the root locus method. The
root locus diagram for the transfer function corresponding to
the selected ICS-location pair (VDC−GSC2) is plotted and
given in Fig 9. From the figure, the gain corresponding to the
subsynchronous mode for a damping ratio of 5 percentage is
obtained as 4.2. Fig 9 depicts shifting of closed loop poles
from the right half side of the s-plane to the stable left half
side while the value of gain, K , increase from zero to infinity.
At K = 4.2, the subsynchronous mode attains a five per-
centage damping level, and this value of gain is selected for
designing a proportional controller. Here the selection of the
damping ratio is arbitrary. The behaviour of subsynchronous

TABLE 4. The best ICS-location selection list obtained from HSV method.

FIGURE 9. Root locus diagram for the transfer function corresponding to
VDC − GSC 2 pair.

mode and other oscillatory modes while placing SSRDC
with various ICS-location pairs is demonstrated in Table 5.
The corresponding value of gain, K for the five percentage
damping ratio obtained by root locus method, is also pro-
vided in Table 5. The table shows that the value of gain, K ,
is increasing when moving down the ICS-location priority
list, which justifies the proposed method.

A. TIME DOMAIN SIMULATION RESULTS
In order to validate the proposed strategy, the time-domain
simulation of the system is performed using MATLAB/
Simulink. The performance of the SSRDC with the first
three ICS – location combinations obtained by the proposed
procedure is analysed for a wind speed of 8m/s. Initially,
the series compensation is kept as 40%, but at time t = 5s
series compensation is changed to 70%. This switching action
triggers a disturbance in the system. This disturbance excites
SSR mode and leads to undamped oscillations if SSRDC is
not provided. By the introduction of SSRDC based on the
proposed method with proper choice of location and input
signals, SSR oscillations are damped out, and the results are
shown in Fig 10. It shows the response of active power for
the three cases. The plot shows that the SSR damping by
SSRDC based on the first choice with the proposed procedure
is better than that of the consecutive choices. Choice 1 imparts
better damping than choice 2, and similarly, choice 2 is better
than choice 3. This substantiates the observations from the
analytical study of the proposed procedure.

B. COMPARISON OF PROPOSED METHOD WITH OTHER
METHODS
The results obtained by the proposed method is compared
with the results obtained by the residue-based method and
joint geometric controllability method. For comparison pur-
poses, the most unsuitable combinations with open-loop zero
on the right half side of the s-plane have been filtered out
using the RHPZ method. Hence the total number is reduced

VOLUME 9, 2021 160341



S. R. Jayakrishnan et al.: Best Input—Location Pair Selection for SSR Damping Controller in DFIG

TABLE 5. The behavior of different oscillatory modes while placing SSRDC based on various ICS- location pairs at 60 % series compensation and Wind
Velocity of 7 m/s.

FIGURE 10. Dynamic response of active power with SSRDC implemented
at the first three ICS – location combinations obtained by the proposed
procedure by changing the level of series compensation from 40 % to 70
% at t = 5s for a wind speed of 8 m/s.

to ten from 64. The observation from the comparison is
explained below.

1) COMPARISON OF PROPOSED METHOD WITH RESIDUE
ANALYSIS
The residue values corresponding to the subsynchronous
mode for the ten pairs obtained by conducting RHPZ analysis
are listed in Table 6. The results obtained from the proposed
method are compared with the result of residue analysis
and given in Table 8. Proposed method and residue analysis
yield the same results for the first two choices. However, the
third and fifth choices are different. The fourth preference is
found to be the same with both methods. This variation arises
because the residue relies on the scale of input and output
signals. The third preferred choice from the residue method
is not indicated by the proposed method. Under such circum-
stances, the residue analysis cannot be considered reliable.
The comparison of residue values is meaningful only if all
the ICS are of the same type. In this case, a different set of
signals such as machine voltages, currents, speed, and power
are involved [39]. In addition to that, residue analysis con-
siders only one mode at a time and the performance of SDC
affects the stability of other modes [33]. Hence, a detailed

TABLE 6. Preferable input-location pairs by residue method.

TABLE 7. Joint geometric controllability and observability values
correspond to subsynchronous resonance mode for all possible ICS and
SDC locations combinations.

TABLE 8. Comparison of proposed method with residue method and
JGCO method.

procedure proposed in this paper can be employed for select-
ing the most suitable ICS and the best location for placing
SSRDC.
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TABLE 9. Comparison of proposed method with RGA and HSV analysis
conducted independently.

2) COMPARISON OF PROPOSED METHOD WITH JOINT
GEOMETRIC CONTROLLABILITY AND OBSERVABILITY
METHOD (JGCOM)
The joint geometric controllability and observability values
corresponding to subsynchronous resonance mode for all
the possible combinations of the input control signal and
SDC locations are evaluated and is given in Table 7. The
combinations having larger values are to be considered as
preferred choices. The comparison of the result obtained from
the proposed procedure and the joint geometric method and
is given in Table 8. From the Table 8, it is evident that the first
choice is the same from all the methods. However, the results
are not identical for the remaining choices. This is because in
addition to the joint controllability and observability property,
the choice most suited for decentralised control application is
selected using RGA method in the proposed method. How-
ever, this kind of filtering is not possible by the JGCOM.
By the JGCOM method, the combinations having maximum
controllable and observable properties can be find out. But
that does not confirm that they are suitable for decentralised
control applications.

Mitigation of SSCI oscillations on DFIG based wind farms
was achieved by proper tuning of the RSC andGSC controller
parameters in [13]. Like that work, in this paper also DFIG
converter controllers have been used for SSR damping in
DFIG based wind farms. Unlike that work, the ICS and loca-
tion for SSRDC are selected based on a systematic procedure.
The impact of controller parameters on SSCI was explained
in [13]. Since the scope of this work is limited to the study of
SSR analysis only, the study of damping controller parame-
ters changes on SSCI oscillations is suggested as future work.

C. JUSTIFICATION OF PROPOSED METHOD
The proposed method is validated by comparing the obser-
vations from the proposed procedure with the observations
based on independently conducting RGA analysis and HSV
analysis. The list of best ICS-location choices obtained by
conducting RGA analysis and HSV analysis independently
is given in Table 9 along with the choice preferences of the
proposed procedure. From Table 9, it can be concluded that
the first four choices made by conducting RGA analysis inde-
pendently cannot be considered for designing SSRDC. Since

from RHPZ plots, it is identified that all choices involving
ICS Pr are not suitable due to the open-loop zero at the right
side of the s-plane. This shows that the observations based
on RGA analysis alone would not be reliable. Similarly, the
first two and last two choices obtained by conducting HSV
analysis alone are also not acceptable. Because, from RHPZ
plots, it is identified that all choices involving GSC3 and
GSC4 are unacceptable due to the presence of open-loop zero
on the right half side of the s-plane. Hence from these two
observations, it can be concluded that the selection of ICS-
location pair made by conducting RGA and HSV analysis
independently would not result in the best choices. So, the
best ICS – location pair should be selected by conducting
RHPZ analysis, RGA analysis and HSV analysis simultane-
ously as per the proposed procedure detailed in this work.

Here RHPZ method is used as a primary screening method
to filter out the ICS- location combinations having open-loop
zeros on the right half side of the s-plane that are not suited
for control application. The computational complexity can
be reduced substantially by eliminating the vast number
of unsuitable choices from further analysis by the RHPZ
method. A decentralised control strategy is required since
the proposed SDC has to control the MIMO system using
a single controller. So the ICS-location pair selected should
be suitable for decentralised control applications. Hence the
combinations of ICS-location pairs that are not suited for
decentralised control application is filtered out using the
RGA method. Like the RHPZ method, the RGA method is
also used as a screening method to filter out those choices
which are not suited for decentralised control applications.
Hence RGA method is executed in the second stage. In the
last stage, the choices remaining from the previous stage are
sorted based on joint controllability and observability index
using the HSV method. Here HSV method is not used as an
elimination method but only to sort the combinations in joint
controllability index. If HSV analysis has been conducted
before the RGA method, then more combinations have to be
considered for HSV analysis. So for reducing the computa-
tional complexity without compromising on the outcome, the
proposed procedure is sequenced in this pattern.

This paper addresses the selection of the best input-location
pair for designing SSRDC to damp SSR in DFIG based wind
farms based on a systematic procedure. The dynamics of
PLL is not included in this analysis. The interaction between
phase-locked loop (PLL) and weak grid can result in the
instability of doubly-fed Induction generator (DFIG)-based
wind power systems [57], [58]. This is because the weak
grid introduces an open-loop zero in the right half side of
the s-plane, and this will eventually result in oscillation
at low power output as well as undamped oscillations at
high power output [59]. Since the proposed procedure fil-
ters out the input-location combinations having open loop
zero at the right half side of the s-plane using the RHPZ
method, the effect of PLL dynamics does not alter the
selected input-location pair through the proposed method.
However, for designing an optimum damping controller,
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detailed multi-machine modelling with PLL dynamics is
required [26] and is beyond the scope of this paper. The
proportional feedback controller designed in section V is
used to validate the proposed procedure. Hence the design
of SSRDC for mitigating SSR in DFIG based wind farms by
incorporating PLL dynamics and multi-machine modelling
of the study system is proposed as future work.

VI. CONCLUSION
The performance of the SDC for damping SSR oscillations in
DFIG based wind farms highly depends on its ICS-location
pair selected. Hence, this paper proposes a strategy for select-
ing the best location and best input control signal for the
supplementary damping controller based on RHPZ plots,
RGA method and HSV analysis. The best input control
signal obtained by the proposed procedure for designing
SSRDC is the voltage across the DC link, and the best loca-
tion for providing SSRDC is identified as GSC2. In order
to validate the proposed procedure, a proportional feed-
back controller is designed based on the root locus method,
and the behaviour of all oscillatory modes with SSRDC
placed is observed. A time-domain simulation analysis using
MATLAB/Simulink is conducted by introducing SSRDC to
the existing DFIG converter controllers based on the pro-
posed procedure’s first three choices. On analysis, the first
choice made by the proposed procedure has better damping
compared to the consecutive choices. This validates the pro-
posed procedure. Observations based on the proposedmethod
is then compared with the results of the residue-based anal-
ysis and joint geometric controllability method. The justi-
fication of the proposed procedure is made by comparing
the results obtained from the proposed method with RGA
analysis and HSV analysis done independently. The pro-
posed procedure is applicable for DFIG based wind farms
to select the best ICS-location choice for designing SDC to
damp SSR when multiple signals and locations are avail-
able for selection. The design of a sliding mode controller
based SSRDC for mitigating SSR in DFIG based wind
farms constituting the multi-machine system, including the
Phase-Locked Loop (PLL) dynamics is considered for future
research.

APPENDICES
See Table 10, 11 and 12.

TABLE 10. Parameters of the single 2 MW and 100 MW aggregated DFIG.
(Values given are in pu).

TABLE 11. Parameters of the network and the shaft system.

TABLE 12. MPPT Curve Data of the DFIG sytsem.
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