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ABSTRACT Automated manufacturing systems (AMSs) are vulnerable to failures. Trust evaluation is
becoming a novel technique for detecting faults in AMSs. In this article, a two-step robust deadlock control
strategy for systems with unreliable resources is proposed. Recovery subnets are added for all failure-prone
resources of the system model in the first step based on Petri nets. The recovery subnets are applied to a
system to ensure the systemworks in a reliablemodel. In the second step, a novel hybrid technique combining
a trust-model and colored Petri nets is proposed to the detection and handling of faults obtained in the first
step. The proposed approach includes the descriptive features of a modular Petri net integration with the
trust method. It provides the combination of three kinds of procedures: management of all resource failures,
detection, and treatment of faults in a system. Consequently, the proposedmodel considers not only resolving
resource failures in AMSs, but also their treatment once they are detected. Finally, an example from the
literature is used to test the proposed approach.

INDEX TERMS Fault detection, fault treatment, deadlock, colored Petri net, automated manufacturing
system, trust model.

I. INTRODUCTION
Automated manufacturing systems (AMSs) are one of the
typical real discrete event systems [1]. The distribution of
resources like automated tools, robots, buffers, machines,
and automatic guided vehicles, allows several types of prod-
ucts to enter into a system at discrete times and there are
asynchronous operations in the system. In an AMS, each
element of the set of resources can be treated according to
a specified process concatenation. Nevertheless, this distri-
bution of resources can result in deadlocks; consequently,
some processes may not be completed as expected. There-
fore, deadlock control is necessary and sometimesmandatory,
particularly in highly automated production processes. The
inability of a system’s element to perform its function is
referred to as a fault [2], and it is synonymous with dis-
turbances, mistakes, failures, or errors that lead to undesir-
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able equipment behavior [3]. In an actual production system,
resource failures cannot be ignored. However, most previous
studies take into consideration the definition of the process
and optimization under ideal conditions. In order to guarantee
effective, safe, and reliable processes in AMSs and to avoid
performance degradation, early detection and handling of
faults are of utmost importance. Therefore, a robust dead-
lock prevention strategy must be developed that can per-
form failure detection, diagnosis, and recovery to guarantee a
deadlock-free operation of AMSs.

In [4], [5], Petri nets are considered a commonly used tool
for the design, analysis and control of deadlocks of AMSs.
They are thought of as outstanding tools for modelling the
features and behaviour of AMSs, such as synchronisation,
conflict, sequencing, and causal dependency. Petri nets can
also be used to model behavioural characteristics, such as
liveness and boundedness [6]–[8]. Most of the deadlock pre-
vention policies using Petri nets are based on the reachability
graph [9]–[11] or structural analyses [5], [13]. These policies
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suffer from the problems of structural complexity, computa-
tional complexity, and behavioral permissiveness [7], [11].
There have also been studies in the literature that deal with
the evolution of deadlock control policies [62]. Most studies
in the literature assume that the resources in an AMS are
reliable [12], [14]–[21], while others assume they are unre-
liable [6], [22]–[32].

The study in [27] proposes two policies to tackle deadlocks
arising as a result of failures of failure-prone resources in sin-
gle resource allocation systems. The first approach considers
only one unreliable resource, while the second considers mul-
tiple unreliable resources. In [26], two policies are developed
to deal with deadlocks in an AMS with unreliable resources
by utilizing central buffers. The idea of using recovery sub-
nets for unreliable resources is introduced in [25]. Control
places are designed to prevent deadlocks in the presence or
absence of a resource failure. In some cases, a waiting period
is necessary, which leads to a significant decrease in the
use of resources. Two robust deadlock control methods are
presented in [6] based on a reachability graph analysis tech-
nique for GS3PRs (Generalised Systems of Simple Sequential
Processes with Resources) with unreliable resources. The
markings are classified into prohibited and legitimate ones.
Consequently, by avoiding the prohibited markings, the con-
trol of deadlocks in a robust manner is achieved. A two-step
deadlock control strategy and robust supervisory control are
proposed in [33].

An elementary siphon policy, consisting two steps,
is reported in [34] to configure control places to ensure
that a system is deadlock-free without considering resource
failures in the first step. The second step deals with the
deadlock problems produced by resource failures. Recovery
subnets are used to model failures. In order to suggest a
deadlock control approach to an AMS with several unreli-
able resources, Yue et al. [24] used a modified Banker algo-
rithm and propose a set of resource capacity restrictions. The
authors of [35] suggest a deadlock control strategy together
with unreliable resources for S3PRs using the elementary
siphons theory [36], [37]. A robust deadlock strategy for
feedback control consisting of a two-stage system of shared
resources with unreliable resources is presented [6]. A con-
trolled system (deadlock-free) is achieved in the first stage
by controlling strict minimal siphons without taking resource
failures into account. The second stage involves addressing
the deadlock caused by resource failures. To ensure the reli-
ability of the system, a recovery subnet is employed in the
system earned in the first stage.

Within the last few years, various methods have been sug-
gested to tackle AMSs faults. The work in [38] presents an
approach for examining the behavior of faults on resources
in failure-prone discrete event systems, addresses the fault-
tolerant problem, and offers a solution to keep the system ful-
filling its obligations while the resource failures are repaired
and recovered.

The authors of [39] propose a fault detection and diag-
nostic method in industrial processes. It is a multi-layered

feed-forward neural network approach that needs concurrent
monitoring of multi-data. Their results demonstrate that neu-
ral network-based methods are effective against detecting
and diagnosing related defects. Moreover, for real industrial
processes, this approach may also be sufficiently generalised.
In [40] a distributed Petri net approach is used to construct
a supervisory structure for manufacturing systems to detect
and treat the operation failures of a system. The proposed
technique is effective, and several diagrams are created to
depict the operational units for AMSs. It could use networks
that have already been analyzed without taking the conditions
that are anomalous into consideration for modelled systems.

A novel three-step deadlock control technique is proposed
in [43] for failure detection and repair of a system with
unreliable resource. An approach formodeling and evaluating
fault-tolerant industrial systems is suggested in [42], which
enhances regular manufacturing processes in the detection
and handling of faults, which integrates networks and Petri
nets hierarchically. The distributed Petri net is presented
in [44] to develop a control mechanism for identifying and re-
mediating defects in manufacturing system operations. The
proposed technique is efficient and several graphs depicting
operating units are produced effectively. In [41] Bayesian
and Petri nets are incorporated to tackle fault detection and
repair in AMSs. Automated recovery processes are also stud-
ied in machining processes and electric autonomous driven
vehicles.

In [45], fault detection methods are divided into three
classes, namely model-based, knowledge-based, and signal-
based ones, to reduce faults in manufacturing industry and to
establish methods for understanding and diagnosing faults,
which can achieve satisfied results in cost reduction and
improve quality control with several other advantages. On the
basis of mathematical models of the electrical machines,
observers for residual generation can be created in order to
isolate faults, and online parametric identification is proposed
as a diagnosis tool, since some faults affect primarily self
and mutual inductance and friction coefficients [46]. In [47],
the authors propose a fault diagnostic technique for AMSs.
This technique guarantees proper maintenance and operation
of a system and consists of three parts: identification, diag-
nosis, and decision-making parts. Kaid et al. [5] presented
a two-step deadlock control strategy established on Petri
nets for AMSs in which the structural complexity of the
Petri net supervisor is greatly reduced. In [48], the authors
propose a system for fault detection modelled on partially-
observable timed hybrid Petri nets. Liu et al. [35] studied
robust deadlock control problems of AMSs with numerous
unreliable resources by employing a deadlock detection tech-
nique. In [6], conventional Petri nets are utilised to model,
control, simulate, and analyze a multi-unit resource system.

Zhang et al. [49] suggested an adaptive deadlock controller
based on elementary siphons that can switch system modes
between regular and robust modes based on resource fail-
ures and normal operating modes. Feng et al. [50] establish
a deadlock prohibition controller of AMSs by considering
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resource failures. If one of the unreliable resources fails,
the suggested controller guarantees that the system is able
to process parts continuously. Du and Hu [51] propose a
recursive deadlock control technique for AMSs with multiple
unreliable resources. The controlled system is able to con-
tinue to work smoothly even if certain unreliable resources
fail. Based on structural analyses using three-step colored
Petri nets, the work in [52] develops a robust deadlock control
strategy, aiming at shared resources and unreliable resources
within AMSs.

In [53] a trust-based formal model (TFM) is designed for
fault detection of wireless sensor networks and, based on
TFM, the detection of a fault process is established. For-
mal models for public-key infrastructures for security in dis-
tributed systems (trust models) donate immensely to a deeper
comprehension of the desirable design essentials based on
the modelling technique of coloured Petri nets, as seen
in [54].

Trust-model networks are of considerable importance as
a problem-resolving technique in detection and handling of
faults. The feature of trust-model networks is that it can
handle noisy or partial inputs generally. Networks of trust-
models may also deal with continuous input data. The study
must be made easier to resolve the problem of failure diag-
nosis and detection. In [56], a problem of finding the max-
imal number of forbidden first-met bad marking, namely
MFFBMP1, is addressed in order to prevent as many first-
met bad markings (FBMs) as possible by construct a place
invariant (PI). To present a three-step controller synthesis
technique to detect fault and handle an unreliable system
resource is the main objective of this research. The controlled
system is achieved in the first step using a linear programming
problem, namely (MFFBMP1), without considering resource
failures. The deadlock control is affected by resource failures
in the second step. If there is a resource failure in the Petri
net model, a recovery subnet is added. Adding the recovery
subnet ensures that the system is reliable in the first step.
To detect and treat faults in the second step, the third step
is a novel hybrid methodology that combines a trust-based
model with colored Petri nets. The main contribution of
this strategy is as follows: (1) It is more robust compared
with the previous works in the literature; (2) the proposed
supervisor has an uncomplicated structure; (3) it combines
three kinds of procedures: a deadlock-free system without
considering a resource failure, fault detection, and fault treat-
ment; (4) it takes into consideration not only the solution
of AMSs deadlock problems but also failure detection and
treatment.

The structure of this article is organized as follows.
Section II elaborates upon the programming problem MFF-
BMP1 and trust-based colored Petri nets and presents basic
notions of Petri nets and the deadlock avoidance policy for
fault detection and treatment. Section III illustrates a real-
world AMS case study. The future research and conclusions
are provided in Section IV.

II. PRELIMINARIES
A. BASICS OF PETRI NETS
This section presents the fundamentals of Petri nets, a dead-
lock avoidance policy based on colored Petri nets and an
iterative method, as well as a trust-based colored Petri net
for fault detection and handling.
Definition 1 [55]: A Petri net is a four-tuple N =

(P,T ,F,W ), where P and T are nonempty, finite, and dis-
joint sets. P and T are the sets of places and transitions
respectively, with P∩ T = ∅ and P∪ T 6= ∅. F ⊆ (P× T )∪
(T × P) is called the flow relation of the net, represented by
arcs with arrows from places to transitions or from transitions
to places. W : F → N is a mapping that assigns a weight
to an arc: W (f ) > 0 if f ∈ F , W (f ) = 0 otherwise,
where N = {0, 1, 2, . . .} is the set of non-negative integers.
N = (P,T ,F,W ) is said to be an ordinary net, denoted
as N = (P,T ,F), if for all f ∈ F,W (f ) = 1. A marking
M of N is a mapping from P to N. Given a markingM ,M (p)
is the marking of place p. (N ,M0) is said to be a marked net
or net system. For economy of space, we use

∑
p∈PM (p)p to

indicate markingM . For mathematical convenience, a mark-
ing M can be written as a vector.
Definition 2: Let h ∈ P∪T be a node of netN = (P, T , F ,

W ). The preset of h is defined as •h = {q ∈ P ∪ T | (q, h) ∈
F}; the postset of h is defined as h• = {q ∈ P ∪ T | (h, q) ∈
F}. This notation can be extended to a set of nodes in the
following way: given H ⊆ P ∪ T , •H = ∪h∈H •h, and H• =
∪h∈Hh•. Given place p, we denote max {W (p, t) | t ∈ p•} by
maxp• .
Definition 3: A transition t ∈ T is said to be enabled

at a marking M if for all p ∈ •t , M (p) ≥ W (p, t); this
fact is denoted as M [t〉. Firing t produces a new marking
M ′ such that for all p ∈ P, M ′(p) = M (p) − W (p, t) +W
(t, p), denoted as M [t〉M ′. Marking M ′ is said to be
reachable from M if there exist a sequence of transitions
σ = t0t1 · · · tn and markings M1,M2, . . ., Mn such that
M [t0〉M1 [t1〉M2 · · ·Mn [tn〉M ′ holds. R(N ,M ) indicates the
set of markings reachable from M in N , i.e., R(N ,M ) =
{M ′ ∈ N|P| | (∃σ ∈ T ∗)M [σ 〉M ′}.
Definition 4: A net is pure (self-loop free) if there do not

exist h, q ∈ P ∪ T such that (h, q) ∈ F ∧ (q, h) ∈ F . A pure
net N = (P,T ,F,W ) can be alternatively described by its
incidence matrix [N ], where [N ] is a |P| × |T | integer matrix
with [N ](p, t) = W (t, p)−W (p, t).
Definition 5: A transition t ∈ T is live at M0 if for all

M ∈ R (N ,M0), there exists M ′ ∈ R(N ,M ), M ′[t〉 holds.
N is dead at M0 if there does not exist t ∈ T such that M0[t〉
holds. (N ,M0) is deadlock-free if for all M ∈ R (N ,M0),
there exists t ∈ T , M [t〉. (N ,M0) is live if for all t ∈ T , t is
live at M0. (N ,M0) is bounded if there exists k ∈ N, for all
M ∈ R (N ,M0), for all p ∈ P, M (p) ≤ k holds.
Definition 6: A column vector I : P→ Z indexed by P is

a P-vector and a column vector J : T → Z indexed by T is
a T-vector, where Z is the set of integers. A P(T)-vector I (J )
can be represented by

∑
p∈P I (p)p

(∑
t∈T J (t)t

)
for economy
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of space. A column vector in which each entry equals 0(1)
is represented by 0(1). [N ]T and IT are the transposed ver-
sions of matrix [N ] and vector I , respectively. P-vector I is
a P-invariant (place invariant) if I 6= 0 and IT [N ] = 0 T .
P-invariant I is called a P-semiflow if no element of I is
negative. ‖I‖ = {p ∈ P | I (p) 6= 0} is said to be the support
of I . ‖I‖− = {p | I (p) < 0} indicates the negative support of
I , while ‖I‖+ = {p | I (p) > 0} indicates the positive support
of P-invariant I . When the support of an invariant is not a
strict superset of any other invariant support and the greatest
common divisor of its entries is one, it is said to be minimal.
If I is a P-invariant of (N ,M0), then for all M ∈ R (N ,M0),
ITM = ITM0.
Definition 7: Let (N ,M0) be a Petri net system. Marking

M0 is reversible if M0 is reachable from M ′ for all markings
M ′ ∈ R(N ,M0).
A class of Petri nets, namely System of Simple Sequen-

tial Processes with Resources (S3PR), that can be used to
model automated manufacturing systems is proposed in [59].
The net class has been received much attention from many
researchers and even practitioners. This paper proposes a
new class of Petri nets based on S3PR nets, called colored
S3PR nets. Due to the limited space, the related definitions
regarding S3PR are not presented here. For details, see [59].
Definition 8: Net systemN = (PA∪PR∪P0, T ,W , F ,Cf ,

SC , Af , Nf , Gf , If ,M0) is a colored S3PR net if the following
statements are satisfied:

(1) PA,PR, and P0 denote the sets of activity places,
resource places, and process idle places, respectively; T , W ,
F , and M0 are defined as above.

(2) Cf is the function of colors, which assigns a color ci to
a place p ∈ PC , where ci ∈ SC and SC is a set of colors.
(3) Af is the arc function that tracks the term e to all flow

(arc) f ∈ F .
(4) Nf is the function of the nodes which tracks F into

(PC × T ) ∪ (T × PC ).
(5) Gf is the guard function that traces a Boolean value to

a guard expression g for all transitions t ∈ T .
(6) If is the initialization function that in an initialization

expression tracks each place p ∈ PC .

B. DEADLOCK AVOIDANCE POLICY PREMISED ON
COLORED PETRI NETS AND AN ITERATIVE METHOD
MFFBMP1 is developed in this section by using place invari-
ants (PI) that can prevent the largest possible number of first-
met bad markings (FBMs). Subsequently, the vector covering
method is used to define the minimum coverage range for
legal labeling and FBMs [3]. Invariant place coefficients
and monitors can then be derived by the resolution of the
integer linear programming problem (ILPP). The iterative
monitor design process carried out is as follows. A PI aims
to inhibit the largest possible amount of FBMs at each iter-
ation. Every FBM that the PI forbids is omitted from the
minimum covered set of FBM. This approach terminates if
the prohibition of all the minimum covering set of FBMs are
achieved.

Definition 9 [57]: Let (N ,M0) be an S3PR with N =
(PA ∪ PR ∪ P0,T ,F,W ), and letM andM ′ be two markings
in MFBM. M covers M ′ (or M ′ is covered by M ) if for all
p ∈ P,M (p) ≥ M ′(p), which is represented as M ≥ M ′ (or
M ′ ≤ M

)
. Marking M A-covers M ′ (or M ′ is A-covered by

M ) if for all p ∈ PA,M (p) ≥ M ′(p), which is represented as
M ≥A M ′ (or M ′ ≤A M ).
Definition 10 [57]: Let (N ,M0) be an S3PR with N =

(PA ∪ PR ∪ P0,T ,F,W ), and letMFBM be the set of FBMs
in (N ,M0). For all M ∈ MFBM, a subset of MFBM that
A-coversM is defined as FM =

{
M ′ ∈MFBM | M ′ ≥A M

}
.

Definition 11 [57]: Let (N ,M0) be an S3PR with N =
(PA∪PR∪P0,T ,F,W ) andML be the set of legal markings.
For all M ∈ ML , the subset of ML that is A-covered by M is
represented as RM = {M ′ ∈ ML | M ′ ≤A M}.
Definition 12 [57]: Let (N ,M0) be an S3PR with N =

(PA ∪ PR ∪ P0,T ,F,W ). A subset of FBMs in N is M∗FBM,
referred to as the minimal covered set of FBMs, fulfilling:

1) for all M ∈ MFBM, there exists M ′ ∈ M∗FBM, subject to
M ≥A M ′; and

2) for all M ∈ M∗FBM, there does not exist M ′′ ∈ M∗FBM
such that M ≥ AM′′ and M 6= M ′′ hold.

Definition 13 [57]: Let (N ,M0) be an S3PR with N =
(PA∪PR∪P0,T ,F,W ) andM∗L be a subset of legal markings
inN . It is said to be theminimal covered set of legal markings
if

1) for allM ∈ ML , there existsM ′ ∈ M∗L such thatM ′ ≥A
M , and

2) for all M ∈ ML , there does not exist M ′′ ∈ M∗L such
that M ′′ ≥A M and M 6= M ′′.

The techniques of computing the sets of legal markings
ML , the set of FBMsMFBM, the minimal set of FBMsM∗FBM
and the minimal set of legal markings M∗L are presented
in [57]. The model developed in [56] is illustrated by the
mathematical model below.

MFFBMP1:

max f =
∑

k∈N∗FBM
fk

Subject to
∑
i∈NA

li ·Mi (pi) ≤ β,∀Mi ∈ M∗L (1)∑
i∈NA

li ·Mk(pi)≥β+1−(1−fk)·Q,∀Mk ∈M∗FBM

li ∈ {0, 1, 2, 3, . . .}

β ∈ {1, 2, 3, . . .}

fk ∈ {0, 1}, ∀k ∈ N ∗FBM . (2)

To maximize the number of FBMs that are prevented by
a place PI, the objective function f is utilized. Indicate by
f ∗ its optimum value. In Definitions 12 and 13, M∗L and
M∗FBM are defined, respectively. N ∗FBM is utilised to describe{
i | Mi ∈ M∗FBM

}
. If f ∗ = 0, we have fk = 0, for all k ∈

N ∗FBM, implying that no FBMs inM∗FBM can be prevented via
the place invariant. In (2), let I be a place invariant, while β
is a positive integer variable, and li’s ({i | pi ∈ PA}) are the
coefficients of I , for all Ml ∈ M∗L . Ml (pi) is the number
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of tokens in the legal markings minimum covering set. All
legal markings must be retained after adding amonitor, which
means that each marking Ml ∈ M∗L cannot be prohibited.
It must fulfill the coefficient li’s in (2), which is referred to
as the reachability condition. In (3), the positive integer Q is
a constant and must be large enough; in a minimal covering
set of FBMs the number of tokens is denoted byMk (pi); fk is
a set of M∗FBM variables and for all Mk ∈ M∗FBM, fk ∈ {0, 1},
k = 1, 2, . . .. Furthermore, in (3), fk = 0 indicates that this
restriction is redundant; fk = 1 denotes that Mk is prevented
by I and Mk cannot be prevented by I .
Definition 14: Let (Nh,Mh) and

(
Nq,Mq

)
be two S3PRs

with Nh = (PCh,Th,Fh,Wh) and Nq = (PCq,Tq,Fq,Wq).
A concurrent Petri net (Ns,Ms) is generated from the inte-
gration (composition) of (Nh,Mh) and

(
Nq,Mq

)
, denoted

as (Nh,Mh) ‖
(
Nq,Mq

)
, satisfying: (i) Ps = Ph ∪ Pq and

Ph ∩ Pq = ∅. (ii) Ts = Th ∪ Tq, (iii) Fs = Fh ∪ Fb, (iv)
M (p) = Mi(p), p ∈ Pi,i = h, q, and (v)W (b) = Wi(b), where
b ∈ Fi, i = h, q.

Let (N ,M0) be an S3PRwithN = (PA∪PR∪P0,T ,F,W ).
We use (DC,MDCo) to represent a deadlock controller for
(N ,M0) via the methods in [56], where (DC,MDCo) = (PDC ,
TDC , FDC , MDCo). It is possible to simplify (DC,MDCo)
and replace it with a colored subnet of common dead-
lock control. A Petri net NCC = ({pcombined 1} ,FCC ,Cvsi,
{TCCi ∪ TCCo} ,MCCo), where pcombined 1 is referred to as the
combined monitor of PDC . TCCo = {t | t ∈ V •S } is the set
of output transitions of VS and TCCi = {t | t ∈ •VS} is
the set of input transitions of VS . FCC ⊆ ({pcombined 1} ×

{TCCi ∪ TCCo}) ∪ ({TCCi ∪ TCCo} × {pcombined 1}) is referred
to as a flow relation of NCC . Ccri is the color that maps
{pcombined 1} into colors Cvsi ∈ CR, in which CR =

∪i∈Vs{Cvsi}. (NCC ,MCCo) is referred to as a colored subnet
of common deadlock control. MCCo(pcombined 1) is an ini-
tial marking including the combined monitor’s color mark-
ings, represented as MCCo(pcombined 1) =

∑
MDCo(VS ),

VS ∈ PDC .
Let (N ,M0) be an S3PR with N = (PA ∪ PR ∪

P0,T ,F,W ). As shown before, (DC,MDCo) is a deadlock
controller for N due to [56], represented as (DC,MDCo) =
(PDC ,TDC ,FDC ,MDCo). Now we explain the related nations
in (DC,MDCo):

(i) PDC =
{
VS\VS ∈ Vp

}
is the control places set, and

Vp = {VS1,VS2,VS3, . . . ,VSi} is the control places set to
be revealed. (ii) TDC =

{
t | t ∈ •VS ∪ V •S

}
. (iii) FDC ⊆

(PDC× TDC ) ∪ (TDC × PDC ) is said to be a flow relation
of (MDCo,DC) (iv) The initial marking of a control place
is MDCo ( VS), defined as MDCo (VS) = β, where VS ∈
PDC . (NDC ,MDCo) is said to be a controlled Petri net model
resulting from the integration of (N ,M0) and (DC,MDCo),
represented as (N , M0) ‖ (DC,MDCo)

Definition 15 [4]: Let (N ,M0) be an S3PR with N =
(PA ∪ PR ∪ P0,T ,F,W ). A common colored deadlock
control subnet is a common colored subnet (NCC ,MCCo).
A controlled colored S3PR Petri net is called (NCN ,MCNo).

Furthermore, (NCN ,MCNo) = (N ,M0)||(NCC ,MCCo) is
the integration of (NCC ,MCCo) and (N ,M0), in which
NCN = (PA ∪ {pcombined 1} ∪ {p0} ∪ PR,T ∪ TCCi ∪
TCCo,F ∪ FCC ,CR,MCo), and let its reachable graph be
R (NCN ,MCNo).
Theorem 1: The controlled colored S3PR Petri net

(NCN , MCNo) is live.
Proof: It requires to demonstrate that each transition

T ,TCCi,TCCo is live in (NCN ,MCNo).
There is no M∗FBM, since all th ∈ T are live. For every

tq ∈ TCCi, if for all pi ∈ •tq,MCN (pi) > 0, then, in any
instance, tq can fire in any situation because it is uncon-
trollable. Hence, MCN (pcombined 1) > 0; for all ts ∈ TCCo,
if MCN (pcombined 1) > 0, then ts can fire. Consequently, the
controlled colored S3PR Petri net (NCN ,MCNo) is live. �

The deadlock-prohibition algorithm is developed accord-
ing to the colored Petri net [5] and themethod ofMFFP1 [56],
as shown in Algorithm 1.

Algorithm 1 Deadlock-Prohibition Procedure Based on Col-
ored Petri Nets and an Iterative Method
Input: An S3PR (N, M0)
Output: An S3PR Petri net with controlled colored (NCN ,

MCNo)
Initialisation :Vp = ∅.

Step 1: Compute M∗FBM , MFBM , M∗L , ML .
Step 2: while M∗FBM 6= ∅ do

1. Build MFFBMP1.
2. Resolve MFFBMP1. Let β and li’s be the

resolution
if f ∗ 6= 0 then
Let β and li’s be a solution

else
Exit, if the solution does not exist.

end if
3. Design a monitor Vs and PI.
4. M∗FBM = M

∗
FBM - FI. /*FI is wrapped

M∗FBM Vp: = Vp ∪ {VS} and
end while

Step 3: Combine monitors into a common monitor
(pcombined1) all Vp and follow the following procedures:

1. Insert output arcs of pcombined1 TCCo. /* Via
Definition 14.*/

2. Insert input arcs of pcombined1 TCCi. /* Via
Definition 14.*/

3. Assign colors Cvsi for all monitors PDC /* Via
Definition 14.*/

4. Compute with the colors marking an initial token
of an incorporated monitor MCCo (pcombined1)
=
∑
MDCo (VS )/* Via Definition 14.*/

Step 4: The combined monitor adds to the net (N, Mo)
Step 5: Output a controlled colored S3PR Petri net (NCN ,

MCNo)
Step 6: End
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C. ROBUST CONTROL ESTABLISHED ON COLORED PETRI
NETS FOR OVER UNRELIABLE RESOURCES
In Algorithm 1, it is generally assumed that the resources
of a system are reliable. One common monitor is inte-
grated after using Algorithm 1 for a system. In fact,
the system resources may probably fail. Hence, a com-
mon recovery subnet is developed to model all system
resource failures. The correlation between Algorithm 1 and
resource failures of the controlled system is the topic of this
section.
Definition 16 [6]: Let PUR be an unreliable resource set,

and let (NCN ,MCNo) be a controlled colored S3PR Petri net
with NCN = (PA ∪ {pcombined 1} ∪ PR ∪ P0,F ∪ FCC ,T ∪
TCCi ∪ TCCo,MCo,CR). For all ru ∈ PUR, insert a com-
mon subnet for recovery to all pi ∈ PH , ending in a
colored controlled unreliable S3PR Petri net represented as
(NCU,MCUo) = (NCN MCNo) ‖ (Nccr ,Mccro), which is the
integration of (Nccr ,Mccro) and (NCN ,MCNo).
Definition 17 [6]: Let ru ∈ PR be an unreliable resource

in NCN and (NCN ,MCNo) be a controlled S3PR colored Petri
net. A common colored recovery subnet for ru is a Petri
net Nccr = ({pi, pcombined 2}, {tfj , tri},Fccr ,CF ), where tfi
is a failure transition, pcombined 2 is said to be the recovery
place for all pi, and tri is the recovery transition. Fccr =
{(pi, tfi ), (tfi , pcombined 2), (pcombined 2, tri), (tri, pi)}, and when
the resource is busy (its holders) or ru is idle, an unreliable
resource can fail.

Here we denote by PH = {ru}∪H (ru) a set of places, while
H (ru) is a set of holders of ru, defined by H (ru) = {p ∈ PA |
p ∈ ••ru∩PA 6= ∅}; pi ∈ PH . CF is a set of colors that mapps
pi ∈ PH into colors Cccri ∈ CF in which CF = ∪i∈pi{Cccri}.
(Nccr ,Mccro) is termed a colored common recovery subnet,
where Mccro(pi) ≥ 0 and Mccrio (pcombined 2) = 0.
Definition 18 [6]: Let NCU = (PA ∪ {pcombined1,

pcombined2}∪PR∪P0, T∪TCCi∪TCCo∪TF∪TR,F∪FCC∪Fccr ,
{CR,CF }, MCUo) be a colored unreliable controlled S3PR
Petri net, TF be the set of transitions of failures, and TR be
the set of recovery transitions, where TF = ∪i∈NA

{
tfi
}
and

TR = ∪i∈NA {tri}, NA = {i | pi ∈ PH }, and MCUo is an initial
marking of NCU .
Theorem 2: The net (NCU ,MCUo) is alive.
Proof: We need to prove that all transitions in T , TCCi,

TCCo, TF , and TR are live in (NCU ,MCUo). If the failure in
ru ∈ PUR for all th ∈ T does not occur with MCU (pi) >
0 for all pi ∈ •th, then th can fire. For all tq ∈ TCCi,
if MCU (pi) > 0 for all pi ∈ •tq, then tq can fire. For
all td ∈ TF , if for all pi ∈ •td ,MCU (pcombined 2) > 0,
then td can fire, leading to MCU (pcombined 2) > 0. For all
ts ∈ TCCo, if MCU (pcombined 1) > 0, then ts can fire. For
all tz ∈ TR, if MCU (pcombined 2) > 0, then tz can fire.
Consequently, it can be said that the net (NCN ,MCNo) is
live. �

Based on Theorem 2 and Definitions 16–18 as well as the
algorithm of colored Petri net, the unreliable resources are
identified by the following algorithm.

Algorithm 2 Unreliable Resources Handling Based on Col-
ored Petri Nets
Input: A net (NCN , MCNo) due to Algorithm 1
Output: A net system (NCU , MCUo)

Initialisation : Design a pcombined2.
Step 1: do for all ru ∈ PUR

1. Add tfi a failure transition. /* Via
Definition 17.*/

2. Assign color Cccri for tfi failure transition. /* Via
Definition 17.*/

3. Add tri a recovery transition. /* Via Definition
17.*/

4. Add an arc to tfi from pi. /* Via Definition 17.*/
5. Add an arc to pcombined2 from tfi. /* Via
Definition 17.*/

6. Add an arc to tri from pcombined2. /* Via
Definition 17.*/
7. Add an arc to pi from tri. /Via Definition 17.*/

end for
Step 2: : Output a net (NCU , MCUo)
Step 3: End

D. TRUST-BASED COLORED PETRI NET FOR FAULT
DETECTION AND TREATMENT
Definition 19: A net system (NTM ,MTMo) is a trust-based

colored unreliable controlled S3PR Petri net with NTM =
(PA ∪ {pcombined 1, pcombined 2} ∪ PR ∪ P0,T ∪ TCCi ∪
TCCo∪TF ∪TR,F ∪FCC ∪Fccr , {CR,CF },MTMo, ψ, η), and
R(NTM ,MTMo) being its reachability graph if

1) η is the weight of an arc, which indicates the signif-
icance of input arcs into a transition or probability.
If there is an arc(p, t), then η(p, t) = c denotes that
there is a probability of η(p, t) supporting the token
from p entry t . A new capacity will be h∗c if it has a
capacity h.

2) ψ is the threshold of tokens in a place p, ψ : p → R,
where R is an actual kind of data. 9(p) = r1 denotes
the fact that if the number of tokens in p is equal to or
greater than r1, p is able to reach a new position.

In an unreliable controlled S3PR Petri net, a variety of factors
can influence its trust. Therefore, to model a trust-based
colored unreliable S3PR Petri net for fault detection and
treatment, the value of each factor type can be represented by
a non-negative value of a real number. In order to assemble
a novel trust value, the evaluation process will consume the
factors. E in is used to describe the input factors ingested, and
Eou is used to describe the aggregation trust value. E in(xi)
and Eou(yi) correspond to the input place and the output place
respectively in a fault detection assessment process. In a trust-
based colored unreliable controlled S3PR Petri net, the laws
for firing transitions are presented as follows.
Definition 20: Let (NTM ,MTMo) be a trust-based colored

unreliable controlled S3PR Petri net with NTM = (PA ∪
{pcombined1, pcombined2}∪PR∪P0,T ∪TCCi∪TCCo∪TF ∪TR,
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F ∪ FCC ∪ Fccr , {CR,CF } , η, ψ,MTMo). A fault detection
transition tdi can fire at a marking if:
1) tdi ∈ Tk is a fault detection transition,
2) E in (xi) > 0,
3) Eout (yi) ≥ 9(yi), Eout(yi) =

∑nf
i=1

∑|Tk |
j=1 ηi∗ E

in
i(xi),

where nf is the number of input factors,
4) for all p ∈ •tdi,M ′(p) = M (p)−W (p, tdi)+W (tdi, p).

where E in (xi) is the flow value of the token in the input place
of the fault detection transition. In the output place of the fault
detection transition, Eout (yi) is the current value of the token,
and 9(yi) is the threshold for entering yi.

Algorithm 3 A Trust-Based Colored Unreliable Controlled
S3PR Petri Net Construction
Input: An unreliable controlled S3PR with NCU = (PA ∪
{pcombined1, pcombined2}∪PR∪P0,T ∪TCCi∪TCCo∪TF ∪
TR, F ∪ FCC ∪ Fccr , {CR,CF }, MCUo), and η→ [0, 1].

Output: A trust-based colored unreliable controlled S3PR
Petri net NTM = (PA∪{pcombined1, pcombined2}∪PR∪P0,
T ∪ TCCi ∪ TCCo ∪ TF ∪ TR, F ∪ FCC ∪ Fccr , {CR,CF },
η, ψ , MTMo) and fault type;

1. Design all places of input factors
2. Design all places of a trust output
3. Design all fault detection transitions
4. Design all fault treatment transitions
5. for all 1 ≤ i ≤ |TF | do
6. if tfi fires then
7. for all 1 ≤ j ≤ nf do
8. for all 1 ≤ l ≤ |Tk | do
9. calculate the Eout (yl);
10. end for
11. Calculate the winner yl;
12. end for
13. else if
14. Break;
15. end if
16. end for

If the Eout (yi) value meets the threshold for entering
yi, then it is called the winner and its output value yi is
asserted as 1; otherwise, another output value is asserted as 0,
expressed by

yi =
[
1, Eout (yi+1) < Eout (yi)
0, otherwise

]
(3)

The trust-based colored unreliable controlled S3PR Petri
net is stated in Algorithm 3.

III. NUMERICAL EXAMPLE
Consider the AMS outlined in Fig. 1(a) to illustrate the pro-
posed methodology. In Kaid et al. [5] and Chen et al. [56],
the S3PR Petri net model is provided. The system consists
of two M1 and M2 machines. All machines handle a single
piece at a time and the robot R1 carries the single piece at a
time. There are two unloading/loading buffers. Furthermore,

two types of pieces A and B in the system are processed.
The processing routes for two types of products are depicted
in Fig. 1(b). Fig. 2 illustrates the Petri net model of this
AMS example. It is composed of 8 transitions and 11 places.
The descriptions of places as configured partitions are as
follows: PR = {p9, p10, p11}, PA = {p2, p3, . . . , p7}, and
P0 = {p1, p8}. There are twenty reachable markings in the
Petri net model. We haveM∗L = {p5+ p6+ p7, p2+ p3+ p4}
and M∗FBM = {p3 + p5, p2 + p5, p2 + p6}.
By considering the implementation of steps 1 and 2 of

Algorithm 1, suppose that Il is the invariant place to be
computed and Equation (2) for the two legal markings inM∗L
is satisfied, i.e., l2·1+l3.1+l4.1 ≤ β and l5.1+l6.1+l7.1 ≤ β.
Therefore, we have two constraints:

l2 + l3 + l4 ≤ β and

l5 + l6 + l7 ≤ β

To represent that I1 prohibits FBM1s FBM1 = p3 +
p5,FBM2 = p2 + p5, and FBM3 = p2 + p6, respectively,
we need three variables f1, f2, and f3. Then, three constraints
are derived:

l3 + l5 ≥ β − Q · (1− f1)+ 1

l2 + l5 ≥ β − Q · (1− f2)+ 1, and

l2 + l6 ≥ β − Q · (1− f3)+ 1

Consequently, MFFP1 is described as
MFFBMP1:

max f = f1 + f2 + f3
subject to l5 + l6 + l7 ≤ β

l2 + l3 + l4 ≤ β

l2 + l5 ≥ β − Q · (1− f1)+ 1

l3 + l5 ≥ β − Q · (1− f2)+ 1

l2 + l6 ≥ β − Q · (1− f3)+ 1

β ∈ {1, 2, 3, . . .}

li ∈ {0, 1, 2, 3, . . .}, ∀i ∈ {2, 3, 4, 5, 6, 7}

f1, f2, f3 ∈ {0, 1}

The MFFBMP1 is solved and an optimal solution is
obtained: l6 = 1, l5 = 1, l2 = 2, β = 2, f2 = 1, f3 = 1,
and all the other variables are zero. A control place VS1 for
II : 2µ2 + µ5 + µ6 + µVS1 = 2 is therefore developed.
As a consequence, I1 forbids FBM2 and FBM3, and we have
•VS1 = {2t2, t7}, VS1• = {2t1, t5}, and MCNo(VS1) = β = 2.
Hence, we have FI1 = {FBM3,FBM2},M∗FBM := M∗FBM −
FI1; thus, M∗FBM = FBM1 = {p3 + p5}.
Let the place invariant I2 be calculated and fulfill (2)

for the two legal markings in M∗L at the second reiteration,
i.e., l5.1+ l6.1+ l7.1 ≤ β and l2.1+ l3.1+ l4.1 ≤ β. Hence,
we have two restrictions:

l5 + l6 + l7 ≤ β and

l2 + l3 + l4 ≤ β
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FIGURE 1. (a) Example of AMS and (b) Sequence of operation.

We have one variable f1 to show whether FBM1 FBM1 =

p3 + p5 is prohibited by I2. Thus, we have one constraint:

l3 + l5 ≥ β − Q · (1− f1)+ 1

Consequently, a novel MFFP1 is depicted below.
MFFBMP1:

max f = f1
subject to l5 + l6 + l7 ≤ β

l2 + l3 + l4 ≤ β

l3 + l5 ≥ β − Q · (1− f1)+ 1

β ∈ {1, 2, 3, . . .}

li ∈ {0, 1, 2, 3, . . .}, ∀i ∈ {2, 3, 4, 5, 6, 7}

f1 ∈ {0, 1}.

The new MFFBMP1 is now solved, with l3 = 1, l5 = 1,
β = 1, f1 = 1, being the optimal solution, and all the
other variables being zero. After that, a control place VS2
for I2: µ3 + µ5 + µVS2 = 1 is developed. Consequently,
I2 forbids FBM1; we have •VS2 = {t3, t6} ,V •S2 = {t2, t5},
and MCNo(VS2) = β = 1. Therefore, we have FI2 =
{FBM1},M∗FBM := M∗FBM−FI2. Thus,M

∗

FBM = ∅, and Steps
1 and 2 are finished. Therefore, for this net, two control places
are computed in total.

Consider the implementation of Step 3 in Algorithm 1.
The two control places that are obtained are combined into
pcombined 1. For pcombined 1, the output arcs TCCo are repre-
sented as TCCo = {2t1, t2, 2 t5}. For pcombined 1, the input
arcs TCCi are represented as TCCi = {2t2, t3, t6, t7}. In addi-
tion, MCNo (pcombined 1) =

∑
MDCo (VS) = MDCo (VS1) +

MDCo (VS2) = 2 + 1 = 3. Therefore, CR = {Cvs1 , Cvs2}
are two types of colors. Hence three colored tokens are the
total: one and two token for Cvs2, Cvs1 colors, respectively.
Fig. 3 shows the developed single controller of the controlled
colored S3PR Petri net model displayed in Fig. 2, which is
obtained via Algorithm 1. If transition t1 fires, as shown in

FIGURE 2. Petri net S3PR model of the AMS.

Fig. 3, it selects from the common place pcombined 1 two
tokens with color Cvs1, from the input place p1 one token,
from p9 one token, and drops them into p2. If transition t2
fires, it selects one token from the common place pcombined 1
with the color Cvs2, one token of p10, from p2 one token, and
drops it into p3. Moreover, if transition t5 fires, it selects from
the common place pcombined 1 one token with the color Cvs1,
and also one token with the color Cvs2 from the same place,
from the place of input p8 one token, from the p11 one token,
and deposits them into p5. It creates on the tokens from p10
and p2 two colors Cvs1 if transition t2 fires, and drops them in
the common place pcombined 1. Moreover, if transition t3 fires,
from p3 and p11 on the tokens it creates one color Cvs2 and
drops it into the common place pcombined 1. It creates from
p5 and p10 one color Cvs2 on the tokens if transition t6 fires,
and places them inside the common place pcombined 1. Finally,
if transition t7 fires, it creates one Cvs1 color on the p9 and p6
tokens and deposits them in the common place pcombined 1.
Consider an S3PR net shown in Fig. 3 to demonstrate the

efficacy of Algorithm 2. We have PUR = {p9, p10, p11},
H(p11) = {p4, p5}, H(p10) = {p3, p6}, and H(p9) = {p2, p7}.
A common recovery subnet for p11, p10, and p9 is introduced
in an unreliable S3PR net model, as shown in Fig. 4. Hence,
NA = {2, 3, 4, 5, 6, 7, 9, 10, 11} is the index set, TF =
{tf 2, tf 3, tf 4, tf 5, tf 6, tf 7, tf 9, tf 10, tf 11}, TR = {tr2, tr3, tr4, tr5,
tr6, tr7, tr9, tr10, tr11}, and CR = {Cccr2, Cccr3, Cccr4, Cccr5,
Cccr6, Cccr7, Cccr9, Cccr10, Cccr11}.
When machine 1 fails in busy state p7 or p2 has a token,

i.e., tf 7 or tf 2 fires, to release a token of color Cccr7 or Cccr2
from p7 or p2 respectively and deposits them into pcombined2.
When machine 1 fails and there is a token in p9, i.e., tf 9 fires,
it creates from p9 a token of the color Cccr9 and drops it
into pcombined2. Machine 1, which has a token in p9, is then
repaired by moving the color token to p9, p7 or p2 from
pcombined2 by firing tr9, tr7 or tr2. If the transition tr9, tr7 or
tr2 fires, it selects from pcombined2 the token with color Cccr9,
Cccr7, or Cccr2 and drops it into p9, p7 or p2, indicating the
accomplishment of the recovery process of machine 1 p9.
If robot 1 fails in the busy state p6 or p3 has a token, i.e., tf 6

or tf 3 fires, it creates from p6 a token Cccr6 or from p3 a token
Cccr3, and drops them into pcombined2. When robot 1 fails in
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FIGURE 3. Controlled model of colored S3PR Petri net by Algorithm 1.

idle status or p10 has a token, i.e., tf 10 fires, it creates from p10
a tokenCccr10, and drops it into pcombined2. Robot 1 p10 is then
repaired, and by firing tr10, tr6, or tr3, the token with color in
pcombined2 moves into p10, p6, or p3. If the transition tr10, tr6,
or tr3 fires, it selects the token Cccr10, Cccr6, or Cccr3 from
pcombined2 and drops the same into p10, p6, or p3, indicating
that the recovery process of robot p10 is accomplished.
Ultimately, if machine 2 fails in the busy state p5 or p4 has

a token, i.e., tf 5 or tf 4 fires, it creates from p5 or p4 a token
Cccr5 or a token Cccr4, correspondingly, and drops them into
the pcombined2. When machine 2 fails in idle position or p11
has a token, i.e., tf 11 fires, it creates from p11 a token Cccr11,
and drops it into pcombined2.Machine 2 is then repaired, and by
firing tr5, tr4, or tr11, the token with color in pcombined2 moves
into p5 or p4, or p11. If the transition tr11, tr4, or tr5 fires,
it selects from pcombined2 the token Cccr11, Cccr4, or Cccr5 and
drops it into p11, p4, or p5, implying the accomplishment of
the recovery process of machine 2 p11.
Finally, let us consider the unreliable S3PR net model

presented in Fig. 6 to demonstrate the applicability of Algo-
rithm 3. In order to detect the failure that results in different
faults, Algorithm 3 is used. The necessary data are obtained,
utilizing the unreliable S3PR net model presented in Fig. 6.
The six input variables are presented as follows:
x1: the mechanical vibration accelerator-meter caused by

the force-oscillation cutting;
x2: the current sensor that detects alterations in the current

drained via the electrical motor;
x3: tool torsion that is disclosed via the strain gauges;

FIGURE 4. Using Algorithm 2 colored, unreliable, controlled Petri net
model.

x4: coolant sensor that observes the coolant level;
x5: sensor in the grip of the robot, which detects collapse

or collision effects from sensor signals differences with kine-
matics/ dynamic effects; and
x6: acoustic emission sensor detected for tool break-

detection acoustic effects of stress waves.
One output is expressed as a fault at a time, such as tool

wear failure y1 represented as [1 0 0 0 0], tool break failure
y2 represented as [0 1 0 0 0], coolant failure y3 represented
as [0 0 1 0 0], programming errors failure y4 represented as
[0 0 0 1 0], and robot’s wrist or grip failure y5 represented as
[0 0 0 0 1].
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FIGURE 5. Comparison of Kaid et al. [58] and Al-Ahmari et al. [6] with
Algorithm 3.

MATLAB R2015a is used to implement the proposed trust
colored controlled unreliable S3PR Petri net model. A PC

with 16 GB RAM, Intel(R) Core (TM) i7-4702MQ CPU
@ 2.20 GHz, 64-bit operational system was employed and
running on Windows 10.

The sensors in the input factors of the trust model shown
in Fig. 6 are acquired by a collection signal system for
machine tool states (abnormal or normal). The ‘‘uniform’’
or ‘‘random’’ signal peaks may be created via the machine
tool. Signals with random peaks indicate tool-break. The
machining parameters programmed in the wrong way or wear
small tools refer to signals with uniform peaks. Sensors in
the robot’s wrist or grip can monitor the loading or unloading
process. The collision or crashing influences can be detected
from the disparity between the kinematics/dynamics effects
and the sensor signals. In the output of the trust model shown
in Fig. 6, programming errors that cause failures result-
ing from tool-break produce random peaks, and generate

FIGURE 6. Trust colored controlled unreliable S3PR Petri net model utilising Algorithm 3.
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TABLE 1. Time performance comparison with [6], [58] and Algorithm 3.

uniform peaks from non-appropriate tools or wrong machine
parameters. Variations among sensor signals and dynam-
ics/kinematics effects are recognized because of failures due
to the robot’s wrist or grip. Defaults caused via the lack of
coolant lead to coolant failures, and the failure of the tool-
wear is recognized through motor oscillations and uniform
peaks.

The proposed treatments utilised to recover a failed robot
or machine are parameter change, tool change, the interven-
tion of a human operator, and coolant change, which are
represented by tt1, tt2, tt3, and tt4, respectively. If a wear
failure is the output trust model, the change in the parameter
is the proposed treatment. If a tool break failure is the output
trust model, the proposed handling is a tool alteration. When
coolant failure is the output trust model, the suggested remedy
is a coolant change. Moreover, if a machining parameter
failure or a programming error is the output trust model, the
suggested remedy is a parameter change. Finally, when a
robot’s wrist or grip failure is the output trust model, the pro-
posed treatment will require intervention of a human operator.

Algorithm 3 is finally compared with Kaid et al. [58]
and Al-Ahmari et al. [6]. The performance time criteria are
shown in Fig. 5 and Table 1. Altogether, the performance
due to Algorithm 3 is better than that in Kaid et al. [58] and
Al-Ahmari et al. [6] in relation to resource utilization. Fur-
thermore, the suggestedmodel could provide high throughput
with less throughput time than the latter two.

IV. CONCLUSION
This study offers a robust control strategy for failure detec-
tion and handling of failures of unreliable resource in
an AMS, falling into the domain of discrete event sys-
tems [?], [63]–[66]. The proposed strategy consists of three
steps. The controlled system is established in the first step
using MFFBMP1 that is an integer linear programming prob-
lem, without considering resource failures. A treatment of
deadlock control problems caused by resource failures in an
AMS is provided in the second step. Using a Petri net model
of AMSs, recovery subnets for all resource failures are estab-
lished in colored Petri nets. The recovery subnets are added to
the system to guarantee the reliability of the system in the first
step. The third step is a new hybrid approach, which combines
a trust-based model together with colored Petri nets to detect
and treat faults in the second step. In comparison with the

existing approaches, the strategy presented in this paper is
effective, carrying the advantages of high resource utilization,
which is validated with the GPenSIM tool.

The main benefits of the reported strategy are as fol-
lows: (1) The proposed supervisor has an uncomplicated and
straightforward structure, and the strategy is considered to be
more robust compared with the one given by Kaid et al. [5],
Ezpeleta et al. [59], Al-Ahmari et al. [6], and Chen et al. [57];
(2) it combines three kinds of procedures: a deadlock-free
systemwithout considering a resource failure, fault detection,
and fault treatment; (3) it takes into consideration not only
the solution of AMSs deadlock problems, but also failure
detection and treatment. The method proposed in this paper
will be applied to multi-agent manufacturing systems [60].
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