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ABSTRACT Artificial intelligence (Al) is one of the emerging technologies. In recent decades, artifi-
cial intelligence (AI) has gained widespread acceptance in a variety of fields, including virtual support,
healthcare, and security. Human-Computer Interaction (HCI) is a field that has been combining Al and
human-computer engagement over the past several years in order to create an interactive intelligent system
for user interaction. Al, in conjunction with HCI, is being used in a variety of fields by employing various
algorithms and employing HCI to provide transparency to the user, allowing them to trust the machine. The
comprehensive examination of both the areas of Al and HCI, as well as their subfields, has been explored
in this work. The main goal of this article was to discover a point of intersection between the two fields.
The understanding of Explainable Artificial Intelligence (XAI), which is a linking point of HCI and XAI,
was gained through a literature review conducted in this research. The literature survey encompassed themes
identified in the literature (such as XAl and its areas, major XAl aims, and XAl problems and challenges).
The study’s other major focus was on the use of Al, HCI, and XAl in healthcare. The poll also addressed the
shortcomings in XAl in healthcare, as well as the field’s future potential. As a result, the literature indicates
that XAl in healthcare is still a novel subject that has to be explored more in the future.

INDEX TERMS Artificial intelligence, deep learning, explainable artificial intelligence, healthcare,

human-computer interaction, human-centered design, machine learning, usability, user-centered design.

I. INTRODUCTION

Nowadays, digital technologies have been adopted for inter-
action in the modern world. Computing has become one of
the most essential and integral parts of all industries and
disciplines. Among all the advanced technologies, mobile
computing has become one of the dominant factors in today’s
era [1]. Technological interaction has been given importance
in many advanced areas. Interaction factors also have sig-
nificant importance in the technical perspective for being
easily used and managed by the person using it [2]. Artificial
intelligence playing a vital role in making interaction more
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flexible and intelligent by integrating itself within the systems
with the help of different technology acceptance theories [3].
Human-Computer Interaction is the field that is mainly used
for making technological interaction easy for the user [4].
Artificial intelligence, in other words is known for making
interactions intelligent [5]. A new era has created a bridge
between human-computer interaction and artificial intelli-
gence by introducing Explainable artificial intelligence. The
main focus of XAl is mainly to explain the interaction to the
end-user in order to create a trustworthy environment [6].
Explainability in Al is a field that is active in a variety of
domains, including medical healthcare, business processes,
security, financial and legal decisions, autonomous vehicles,
smartphones, and Al for designers [7].
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The research mainly focuses on the emerging field of
Explainable Artificial Intelligence and its challenges and
problems in health care. The major goals of this research
paper are:

(a) Toidentify problems in Human-Computer Interaction.

(b) To review Machine Learning Characteristics.

(c) To identify different techniques for Explainable Arti-

ficial Intelligence.

(d) To identify problems and challenges in Explainable

Artificial Intelligence.

(e) To review Explainable Artificial Intelligence in

healthcare.

(f) To identify challenges of Explainable Artificial Intel-

ligence in healthcare.

Il. METHODOLOGY OF RESEARCH

This section will elaborate on the research design and set of
research papers explored in the literature, with additional data
sources and explanation criteria.

A. RESEARCH QUESTIONS
The research questions addressed in the research are:
(a) What are the problems in HCI?
(b) What is the Significance of ML Characteristics?
(c) What are the Various Explainability techniques?
(d) What are the problems and challenges in XAI?
(e) What are the challenges of XAl in healthcare and how
to overcome it?
(f) What is the research gap existing in XAI in
healthcare?
(g) What is the future of XAl in healthcare?
The above-mentioned questions are answered below by
the effective information gathered through research related to
HCI, A, and XAI. The responses are described below:

1) WHAT ARE THE PROBLEMS IN HCI?

The research has shown that HCI has further divided into two
of its subfields, which include usability and Human-Centered
Design (HCD). Usability is mainly concerned with issues
related to interfaces and the only problem they can encounter
is a deficiency in the interfaces. For that purpose, the
user can check the usability of the interfaces given in
section Il (A) below. The HCD problems that may be
encountered are described in [8], which includes require-
ments that are not clear, the design solution is not correct,
and the context of use is not clear. These problems can be
neglected by taking clear requirements from the client in
the beginning and involving the client in it. For the design
purpose, usability should be considered so that the user level
can be encountered, and for the last problem, concerning the
HCD context of the system, it must be understandable to
achieve satisfaction from the user.

2) WHAT IS THE SIGNIFICANCE OF ML CHARACTERISTICS?
Machine learning is the subfield of Al, which is performing
in many domains. Machine Learning (ML) has many of the
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characteristics that have huge importance and can provide
easy adaptability to the users working in machine learning.
The accountable factor is directly concerned with conse-
quences related to any event if occurs [9]. The autonomous
concern of machine learning is related to autonomous sensing
and decision making in a dynamic environment. It usually
works with software agents and autonomous vehicles [10].
The fairness of the ML model ensures individuals will not
be treated based on their race, gender, and disabilities [11].
Transparency of the ML model provides the end-user with
information on how the model works [12]. The other factor in
the explainability of ML is associated with providing the user
with information on why the model is working this way [12].
A trustworthy model provides safety to the user, which makes
them use the system with no concern [13]. The last thing
covered by the ML model is privacy, which will not lead to
the unauthorized use of services [14], [15].

3) WHAT ARE THE VARIOUS EXPLAINABILITY TECHNIQUES?
The focus of the paper is on XAI, which is the combinational
field of Artificial Intelligence and Human-Computer Inter-
action. The primary concern of XAl is explainability, so we
have picked the factor of explainability and described 11 tech-
niques of explainability. Every technique has its importance,
which discussed explainability concerns in different areas or
fields. The first technique is text-based explainability, which
is used to bring the explainability model for generating text
explanation of the results [7]. The local explanation is used to
express the individual decision of the classifier [16]. A global
explanation is another explainability technique that is used as
a whole for explaining the entire function of algorithms [12].
Visual explanation, on the other hand, provides visual expla-
nation and the behavior of the model [7]. Another model
explanation by example is concerned for the data extraction
and better understanding of the model itself [17]. Expla-
nation by simplification is a type of explanation in which
a whole new system is rebuilt based on the trained model
to be explained [7]. Feature relevance is another technique
related to the post-hoc explainability of the internal function
of the system for defining how it affects the decisions [7].
Provenance-based explainability technique is used for illus-
trating explainability and is said to be one of the effective
usability techniques. The surrogate model technique on the
other hand, uses other models as a proxy for explainability.
The declarative induction technique sets rules, trees, and
programs that are said to be a human-readable representation.
Last explainability technique rule-based methods are good
for learning the classification of data [18]. The techniques
discussed above prove the importance of explainability in
different domains.

4) WHAT ARE THE PROBLEMS AND CHALLENGES IN XAl
AND HOW TO OVERCOME IT?

The survey disclosed many of the challenges related to the
field of XAI It is emerging in many domains and has many
issues and problems identified in the literature. The major
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challenges identified and discussed in the papers from the
literature are security, performance, vocabulary, evaluation
of explanation, generalization of XAI. For the challenge of
vocabulary, the expertise of the audience should be involved
in the XAI model to determine what explanation they expect
from the XAI model [7]. Evaluation of explanation can
be explained by Ad-hoc experiments or the KPI method
or in the general case, other proxy measures can be used,
such as the number of rules, nodes, or input variables con-
sidered in an explanation or explainable model for evalu-
ation. The improvement of XAI performance by creating
hybrid Al combining different approaches. Use of Machine
Learning algorithms to work from existing expert-built sym-
bolic representations of physical models to leverage existing
knowledge [19]. The generalization problem of XAI can be
resolved through a focus on domain-level explanation and
work towards local generalization from a domain standpoint.
For the security purposes of XAI perturbations have been
given importance as input data to learning models, bias, and
fairness are the key enablers for the security of Al mod-
els [20]. Hence, domain adaption in XAl remains a challenge
along with the XAI twin and the performance factor of XAl
needs to be worked further for future directions.

5) WHAT ARE THE CHALLENGES OF XAl IN HEALTHCARE
AND HOW TO OVERCOME IT?

The research in this paper has reviewed many articles which
identify the gaps in XAI. The domain gaps which have been
viewed in this article are related to healthcare. The paper
has identified many of the challenges related to XAl in the
healthcare domain, which include System Evaluation, Orga-
nizational, Legal, socio-relational, and Communicational
issues, XAl. A few papers from the literature have identi-
fied some solutions for the identified issues but, others have
suggested it as a research gap that needs to be filled in the
future. Systematic plans for Al implementation management
can improve the Organizational challenge of XAl in health-
care. Communicational issues can be resolved by the doctor’s
awareness on how the patients will perceive the system and
by double-check of health information with patients. The
socio-organizational issue or challenge can be resolved by
patient education that will be helpful in AI usage [21]. The
paper has identified the need to work on the improvement of
abstraction and lack of explainability of models by including
feature importance, which will help in prediction or classi-
fication of ML models [22]. Another study proposed devel-
oping more transparent models for major diseases such as
diabetes and cancer, as well as doctors and health profes-
sionals with basic Al knowledge, in order to achieve the goal
of XAI [23].

6) WHAT IS THE RESEARCH GAP EXISTING IN XAl IN
HEALTHCARE?

Regarding the advancement in the field of XAl in healthcare,
some gaps still exist in the literature. Gaps identified in the
literature include the development of the XAI model capable
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of XAI methods that should be useful for the end-users and
clinical expertise in the medical domain or normal users
or individuals. Interface development for XAl for medical
domains is still a challenge. The model agnostic Al model
is still an open area of research [24]. Despite XAI models
advancement and working in the healthcare domain, trans-
parency remains an issue that needs to be worked on in
the future for improvement in the models [25]. The study
in [23] has given importance to focusing more emphasis
on studying uncommon diseases for etiologies in predictive
analytics to prevent extensive and expensive workups, among
other things. The researchers have given the focus on using
XAl to assist medical professionals to overcome their medical
knowledge biases.

7) WHAT IS THE FUTURE OF XAl IN HEALTHCARE?

XAl is a new field that was started in 2017 by DARPA [26].
The field is now emerging and is integrating into many of
the new fields. The research related to XAl in healthcare has
many challenges and gaps described in (e) and (f) above that
can be worked in the domain of healthcare. The other thing is
that XAl is a relatively new field that can be worked on and
can provide many future pieces of research.

B. RESEARCH CRITERIA

Well-known researchers from the past have performed s sys-
tematic analysis of HCI, Al, XAlI, and their different aspects.
The following research string was used when the litera-
ture survey was performed for this paper Human-Computer
Interaction, HCI, Human-Centered Design, Usability, HCI
in healthcare, Artificial Intelligence, AI, Deep Learning,
Machine Learning, Al In healthcare, Explainable Artificial
Intelligence, XAI, XAI IN HEALTHCARE, and Challenges
of XAl in healthcare.

C. DATA SOURCES

Several different data sources were used for searching the lit-
erature. Figure 1 above shows the percentage of papers taken
from each data source. The research papers that were found
include journal papers and conference papers in Google
scholar, books, Scopus, and blogs. The databases that were
used in the search are mentioned in Table 1. Below.

D. EXPLORATION CRITERIA

Research for this paper was performed from 2016 to 2021.
The paper that was explored was evaluated first according to
the criteria and keywords to be included.

Figure 2 below shows the percentage of papers read
between 2016 and 2021.

E. EXCLUSION & INCLUSION CRITERIA

The articles that were selected include the HCI field and
its information on subfields and the problems that are being
encountered in these fields. The key terms of HCI, Usability
and Human-Centered Design were used for selecting articles
in the HCI domain. For the Field of Artificial Intelligence key
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FIGURE 2. Percentage of Paper included between 2016 and 2021.

TABLE 1. Database engines.

Sources Address
https://ieeexplore.ieee.org
https://www.acm.org/
https://www.semanticschola
r.org
https://taylorandfrancis.com
https://www.springer.com
https://www.elsevier.com

Database Engines
IEEE Xplore

ACM Digital Library
Semantic Scholar

Taylor & Francis
Springer
Elsevier

terms of Al, Deep Learning, and ML were used for defining
the introductory part of this field. Explainable Artificial intel-
ligence domain papers were selected by the key term XAl
and by including the keyword of health care along with it and
the challenges and gaps of this field. Prisma model below in
Figure 3. Shows the overall paper reviewed for this paper, the
paper included, and provides the number. of papers according
to each domain.
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Ill. BACKGROUND OF RESEARCH

In this section, HCI and Artificial Intelligence will be
explored in terms of the fields in which they are working.
This section will first give the basic understanding of HCI,
and after that, Al and its related fields will be discussed in
this section.

A. HUMAN COMPUTER INTERACTION

Human-Computer Interaction (HCI) is one of the fields that
is emerged and has been successful in both the fields of
computer science, and psychology & cognitive sciences [27].
HCl is also contributing to other fields of ergonomics, sociol-
ogy, graphic design, and business. HCI helps human beings to
understand and interact with and through technology by pro-
viding a good means of communication [28]. Figure 4 shows
the detailed illustration of HCI and its fields, along with their
subfields and functions of each subfield, which is the aim
of completing them. HCI aims to improve the interaction
between users and computing devices. The main aim sup-
ported by HCI is to provide interaction following the needs
and capabilities of users [29]. The easy structure of com-
munication is mainly supported by technology. Psychology’s
role in HCI includes a general framework for the interaction
of human beings with systems and software, and it includes
verifying the usability of the system and software after it is
developed [30].

Problems that are covered by HCI include better describing
design and development work for understanding. The other
thing is to better describe the role that psychology, in particu-
lar, social and behavioral science broadly plays in HCI [31].

One of the factors for which HCI has been given impor-
tance in every field is improving the visual design for the
interaction of users and the cognitive abilities of users. The
visual design of the computer system and applications can
be improved by applying usability [32]. Although ISO does
not directly provide a standard for HCI, it does define HCI in
terms of usability and human-centered design [33].

1) USABILITY

Usability is considered to be one of the factors that impacts
the user’s decision to use your system [34]. If your interactive
system does not provide the required product or service to
the users of the system, the users will search for alternative
options for better results and services which will provide them
usability [35]. In the past, many evaluation methods have
been developed to determine the usability of an interactive
system. The methods that were developed previously only
focus on the usability problems and some of them provide
numerical value about the usability of a software product.
There are two methods in which the usability of the system
can be justified includes qualitative assessment and quanti-
tative assessment. Qualitative assessment includes heuristic
evaluation and cognitive walkthroughs, which mainly allow
the identification of issues in interface design. In quantita-
tive assessment, software metrics are used to determine the
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Records identified through
database search

n=422

Identification

Records identified based on
title and abstract

Records excluded

Screening

n=379

Full-text articles assessed for
eligibility

n=49

Not relevant to research
question's aims and objectives

n= 330

Eligibility

Articles included in the final
review

Included

n=135

n= 200

12- HCI, HCD, USABILITY
60 - Deep Learning, Machine Learning & its
characeristics, Artificial Intelligence
24 - AL, HCI & XAI in Healthcare
38- Explainable Artificial Intelligence and its
Goals
1- Diagrammic reference.

FIGURE 3. Prisma Model Depicts no. of record included and excluded.

usability of a software product by identification of the
aspects in which software needs to be more intuitive and
functional [35].

Software metrics are used as the primary technique to
quantify the usability of the system by the user’s task per-
formance. The user is performing the task, and the observer
is taking notes on the satisfaction level of the user [35]. ISO
has set many standards for the evaluation of software prod-
ucts and usability metrics calculation of the software system.
ISO 9126 is used for the inspection or evaluation of software
products in a specific domain. While the other standard of
ISO 9241 is used for providing the usability metrics, it pro-
vides some factors that need to be checked for calculating
the usability of the system. Some of the factors that need
to be focused on the usability metrics include effectiveness,
efficiency, and satisfaction [36].

a) The effectiveness of the system can be measured
through the user performance of the system. In other
words, effectiveness can be defined as the level at
which the user can properly and fully achieve the stated
goal [37].

No. of Tasks accomplished
Total No. of Tasks

Effectiveness = x 100

153320

b) Efficiency can be defined as the time taken by the user
to achieve the specified objective [37].

e D T i
Jfficiency = NR

where,
N = Total No. of Goals
R = No. of Users
nij = Task result i by user j
tij = Time to complete the task i by user j (in seconds)

¢) Satisfaction or success rate can be defined as the extent
to which user requirements are fulfilled by using the
system for a particular task [37]. It defines the success
rate of the system.

S + (Tu x 0.5) 5
Tp

Success Rate = 100

where,
S = Successful attempts
T, = Total User
T, = Total attempts for performing the task.
These are some of the ways discussed above to calcu-
late the usability of the system, from the user’s perspective.
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For evaluating the usability of the system these things can be
calculated manually or with the help of integrating them into
the application being used by the end-users.

2) HUMAN CENTERED DESIGN

Human-centered design (HCD) is a field of HCI in which
methods have been developed to understand people, culture,
and co-evolution of these factors in technology. It is a field
that focuses on the development of an interactive system on
making the system usable. In other words, we can define HCD
as a process in which systems understand the perspective of
how people think to design an effective system [38].

The term Human-Centered Design (HCD) is named or
grown as user-centered design (UCD) due to the intersection
of psychology and artificial intelligence. HCD, also known
as Design Thinking (DT), and UCD can be classified as the
same thing [33].

Human-Centered Design or HCD is divided into four
phases. In the first phase, stakeholders for the system or
product that is being developed are identified with the help of
the context of use. In the second phase, after the analysis has
been done, the functional & non-functional requirements are
assembled, which can also include domain-specific require-
ments. Design solutions or interfaces are collected in the third
step of HCD. When the design solutions are finalized, those
design solutions are evaluated in the last phase [39], [40].

When we talk about the HCD phases, certain problems
may occur and require certain steps to be performed. The
possible continuation includes an analysis of context to be
done for a second time if serious problems are occurring or
tend to occur. If the analysis step has been done correctly but
the requirements do not seem to be according to the domain
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Efficiency

Satisfaction

Analysis

Requirements

— Design

- Completed task
- Ratio of success to failure

- Task Time
- Time to learn
Users Reviews
Completion Rate
—_— Identify Stakeholders

- Functional & non functional
Domain specific Requirements

Interfaces solutions
Design solutions are evaluated

or not specified according to functional & non-functional
requirements, the step needs to be performed again. The
third possibility that may occur is improving the design
solutions [8].

When we talk about usability and human-centered design,
both fields are subfields of HCI and have many similari-
ties. The focus of both of the fields is to provide ease to
the user. The difference between the fields is that usability
is performed on interfaces to check whether the particular
interface is efficient and effective to achieve the satisfaction
level of the user [35]. On the other hand when we talk about
Human-Centered Design, its main focus is to go through
some of the steps to achieve the design that will be made
according to the user’s needs or expectations [41].

B. ARTIFICIAL INTELLIGENCE

The main concept or idea behind Artificial Intelligence (Al) is
to understand intelligent entities. Many definitions address Al
in different terminologies and frameworks. In 1990, Kurzweil
defined Al as “the art of creating machines that perform func-
tions that require intelligence when performed by people”.
The other idea of Al was proposed by Winston in 1992, who
defined Al as “‘the Study of the compilations that make it
possible to perceive reason and act”. In 1993, Luger defined
Al as “The branch of computer science that is concerned with
the automation of intelligent behavior” [42].

Artificial Intelligence means the study of intelligent agents,
which means a device that perceives its environment and
takes action, which is the reason for maximizing its success
in the goal. In other words, we can say that Al works as
an intelligent agent that takes the best possible action in a
situation [43]. Al is working in many fields, like network
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Artificial
Intelligence
Deep Learning

FIGURE 5. Artificial Intelligence.

load balancing, smart agriculture strategies, security, live-
stock, inventory management, and manufacturing and pro-
duction [44]-[46]. Figure 5 briefly summarizes artificial
intelligence its subfields, and their further division into other
subfields. Some of the fields related to Al are discussed
below:

1) MACHINE LEARNING

Machine Learning (ML) is the subfield of AI that dis-
covers and constructs algorithms that can learn from and
make predictions on data. It is also said that ML gives
the computer the ability to learn without being explicitly
programmed. ML is used in those areas where designing
and programming explicit algorithms with good perfor-
mance is difficult or unfeasible. ML includes applications
like email filtering and the detection of network intrud-
ers. ML also deals with computational statistics which
focuses on prediction making through the use of comput-
ers [47]. ML includes the four widely used methods discussed
below [48]:

Supervised: Supervised learning algorithms are used
where the desired output is known and is trained using
labelled data.

Unsupervised: In unsupervised learning, no historical
labels are used and the algorithm has to figure out what is
being shown.

Semi-Supervised: Semi-supervised algorithms are used for
the same applications as supervised learning. It includes both
labelled and unlabeled data for training.

Reinforcement Learning: The reinforcement learning
algorithm works on the mechanism of the best policy. This
algorithm includes three primary components the agent, the
environment, and actions. The objective is for the agent to
choose actions that make the most of the expected reward
over a given amount of time. The agent will reach the goal
much faster by following a good policy.

153322
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a: DEEP LEARNING

Deep learning is a field of ML, known as deep machine
learning, deep structured learning, and hierarchical learning.
In deep learning, features are extracted by deep learning itself
without human intervention. This technique is inspired by the
structure of the human brain known as an artificial neural
network [49].

Artificial Neural Network (ANN): Solves the problems that
would prove impossible or difficult by human or statistical
standards. ANN can be said to as a piece of computing
system design intended to simulate the way the human brain
analyzes and processes information. ANN is further divided
into three classes known as Multilayer Perceptrons (MLPs),
Convolutional Neural Network (CNN), and Recurrent Neural
Network (RNN) [43].

Multilayer Perceptrons (MLPs): They are used to distort
the input space to make the classes of data linearly separable.
They are known as feed-forward neural networks, with a
small set of requirements for data set consisting of three
layers of the dataset with inner, hidden, and outer layers [50].

Convolutional Neural Networks (CNNs) or ConvNet: Are
designed in the form of multiple arrays. An example can
be taken as a simple image containing three 2D arrays.
CNN’s has many applications in the fields of image, video
processing, natural language processing, and recommender
systems [43], [50].

Recurrent Neural Networks (RNNs): Tasks that involve
sequential inputs in the form of speech or language, in such
cases, recurrent neural networks are best used. It is used in
applications for speech recognition, machine translation, and
language modeling [50], [51].

IV. CHARACTERISTICS OF MACHINE LEARNING

The section mainly covers the main characteristics of
machine learning and provides a literature review of the
fields in which machine learning and its characteristics are
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FIGURE 6. Machine Learning & its Characteristics.

being instigated. Figure 6 summarizes the features of machine
learning in the form of a diagram.

The characteristics are those entities that are the main
concern or said to be the things needed to be completed
by the specified model. Some of the main characteristics
that are predictable from ML Includes privacy, account-
ability, transparency, fairness, trustworthiness, autonomous
and explainability. A detailed discussion of these fields and
their expected characteristic consumption is discussed below.
Table 2 at the end of this section summarizes the characteris-
tics of machine learning-focused in the literature in different
fields, along with the algorithms and techniques of artificial
intelligence that have been used.

A. ACCOUNTABLE
In terms of Al or ML, accountability can be defined as
terminology which is directly connected to the consequences.
In some factors, the system cannot be held accountable for all
the actions, and at every stage, Al or ML can be involved in
taking any accountable action [9]. For achieving accountabil-
ity in Al systems, many pieces of research have been done,
which are being discussed below. The MapReduce Model is
an existing model which is used as a powerful parallel data
processing model. It is used for solving large-scale computing
problems. The paper [52] proposes an Accountable MapRe-
duce Model in place of the existing model which employs
an auditor group to conduct an A-test on every worker in the
system. The model is also able to detect malicious behavior
if it occurs. To improve the performance, P-Accountability is
introduced as a means of trading the degree of accountability
with efficiency.

The study in [53] was done for the ethical accountability of
applications. The basic idea behind the study was to identify,
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analyze and explain the ethical consequences that can result
from the datafication of services. The study used a midrange
conceiving approach of the presently disconnected perspec-
tives on technology-enabled services, data-driven business
models, data ethics, and business ethics to introduce an inno-
vative logical framework centered on data-driven business
models as the general metatheoretical unit of analysis. The
resulting midrange theory offers new insights into how using
machine learning, Al and big data sets can lead to unethical
implications. — Future research based on the framework can
help guide practitioners to implement and use advanced ana-
lytics more effectively and ethically with the declaration of
accountability.

The paper [54] focused on four aspects of machine learn-
ing, which include fairness, accountability, trust, and privacy.
Federated learning allows the development of a machine
learning model among collaborating agents without requiring
them to share their fundamental data. The study has used
federated learning to close the gaps in trust and accountability
by developing a Block Flow system. The main theme or
idea behind developing this system was providing a federated
learning platform. The future work of the system is recom-
mended by providing improved performance.

Research conducted in [55] has proposed a system called
BlockFLA based on the blockchain framework. The main
purpose of the proposed model is to achieve decentral-
ization and transparency by integrating public and private
blockchains. The other purpose of this is to provide account-
ability to the responsible parties for discouraging back-
door attacks on federated learning algorithms. The proposed
framework facilitates the adoption of any federated learning
and it also provided the implementation of Federated Aver-
aging and SignSGD our general blockchain framework and
the empirical results conclude that the proposed framework
maintains the communication-efficient nature of algorithms.
For future purposes, the researchers have decided to develop
s Trojan detection algorithm for SignSGD.

As machine learning spreads in an open world, system
accountability has become a top priority. In the paper [56],
Pandora, a hybrid component-based human-machine method
and tools, have been presented for describing and explaining
system failures. The evaluation of the system is done with an
image captioning system. Results show that Pandora provides
information about the failures hidden in the statistics of tradi-
tional metrics. For future purposes, the research proposed the
conceptualization of views that can jointly cluster different
types of failure.

B. AUTONOMOUS
The Factor of autonomous is an intelligent class of ML which
works on Autonomous sensing, decision making and work in
a dynamic environment. It works in the field of intelligent
software agents and autonomous vehicles [10].

Many pieces of research have been done in the field
of Autonomous vehicles with machine learning. One of
the research studies [57] has proposed simulation-based
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TABLE 2. Characteristics of machine learning and algorithms/techniques.
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g = = oy 'S z 2 Algorithm/ Techniques
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References > = R S = Z
< < =~ <3 [
[52] v Random Forest
[9] v v N4 V4 Bootstrap Methods
[68] N4 N4 Convolutional Neural
Network, Pattern
Refinement Algorithm
[63] v Brain Imaging technique
[64] N Genetic Algorithm,
Regression Algorithms
[12] v v Genetic Algorithm, Logistic
Regression, Support Vector
machine
[65] v Reinforcement Learning
Algorithms, Convolutional
Neural Network, Artificial
Neural Network
[53] v Topic Modeling Technique
[54] V4 V4 N4 V4 Differential Privacy,
Multi-party computation,
Blockchain-based
Accountability.
[70] v Deep Learning Models
[14] v Cryptographic Approaches,
Homomorphic Encryption
Techniques, etc.
[60] v Risk Assessment Technique
[61] v Adversarial bias framework
[57] v Optimization based
Algorithm
[58] v Signal Temporal Logic
[59] v Deep Neural Networks
[69] v N4 Blockchain-Based
Framework
[62] v Active Learning Algorithm
[55] v v Blockchain-Based
Framework
[56] v Decision Tree
[66] v Convolutional Neural
Network
[67] v Random Forest
[71] v Neural Networks, Logistic
Regression, Linear
regression.

adversarial test generation to be used for the testing of testing for autonomous vehicles due to some of the chal-
autonomous vehicles. The paper has provided the idea of lenges that exist related to testing, debugging and certifying
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the performance of the autonomous driving system. The
study has proposed a testing framework that is compatible
with test case generation and automatic falsification methods
for evaluating cyber-physical systems. The framework pro-
posed evaluated closed-loop and test case generation meth-
ods. The study concludes that the framework could be used
in the future to increase the reliability of autonomous driving
systems.

Study in [58] has focused on providing a testing framework
for signal temporal logic (STL) for component level and
system-level behavior. The key component of the research
is that ML components are being supported in the system
design, such as deep learning. The framework given in the
research is used for the evaluation of test cases and also
automatically discovers the test cases that have failed the
requirements. The study demonstrated a simulation-based
adversarial test generation framework for autonomous vehi-
cles. The study is useful for finding new ways to find the
critical behavior of vehicles.

The literature review [59] on the emerging field of Al and
autonomous surgeries was conducted, with a focus on the
legal, regulatory, and ethical aspects of Al and autonomous
robotic surgery. The paper also provides discussion on the
responsibilities and classification which includes Account-
ability, Liability, and Culpability. Accountability has been
discussed in the current reflection as Blackbox. Liability has
been discussed as what has already been done for surgical
robots. Culpability in the context of literature is less clear
because its capabilities are far beyond the current technolo-
gies. The study showed that in the future, robots will learn
from the humans and will perform the daily operative tasks.

C. FAIRNESS

Fairness is a field of ML that studies how to ensure that
partialities in the data and model imprecisions do not lead to
unfavorable models. Unfavorable models are those that treat
individuals based on characteristics such as e.g. race, gender,
and disabilities [11].

In [60], researchers have shown the existing definitions
and criteria of fairness which include classification, anti-
classification, and calibration. These suffers from some sig-
nificant limitations which may cause harm to the purpose
for which they have been designed. The research shows
that in past literature, many people have used one of these
criteria for the evaluation of their systems or used one of
them as a constraint when developing new algorithms. The
researchers have provided the consequences of the system
for future fairness, which include randomized control trials
and decoupling the statistical problem of risk assessment. The
study has provided a risk assessment to help researchers and
practitioners productively work in the area of fairness.

In other research [61], researchers have proposed an adver-
sarial bias framework for data positioning attacks against fair
machine learning. Adversarial bias adds a fairness gap to the
test data, and these are said to be attacks in which something
is added intentionally into the model to make a mistake.
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The experiment conducted in the research concluded that
adding a small adversarial sample/data point can reduce the
model accuracy which can easily be achieved in an uncon-
strained model.

D. TRANSPARENCY

Transparent or transparency of a system is enhanced by
explainable systems. When we talk about transparency, its
main aim is to provide the end-user with information on
how a model works. The form of providing information to
the end-user can include publishing the algorithmic code
and disclosing the properties of the data set and training
procedure [12]. Many of the studies conducted in the past
have communicated explainability and transparency together.
Some of the studies have been discussed in this section.

In [62], a robot was built that could leverage transparency
and help the teacher to provide better instructions. The study
suggested that active learning is characteristically a part of the
transparent machine learning approach. The study provided
an active learning approach implemented on Simon Robot.
The pilot study firstly indicates the potential for transparency
in active learning that will help improve the accuracy and
efficiency of the learning process. The study also shows some
of the undesirable effects which need to improve by applying
control strategies for social learning interaction.

E. EXPLAINABLE

Explainable or explainability is the term that is nowadays
referred to as being used as a technique that helps users of
machines understand why the model is working or behaving
the way it does [12]. The term can be used in many forms and
many fields. This section will focus or provide the knowledge
of some of the recent studies that provide the knowledge of
explainability or explainable systems and the fields in which
they have been used in the past and can be used for future
purposes.

Counterfactuals, defined in [63], is a concept that is being
used for prediction to explain past outcomes and for pre-
diction of what could happen in the future. It is used in
Al applications and is now also used in Explainable Artifi-
cial Intelligence (XAI). The paper discussed counterfactuals
and their causes, as well as fault management. The study
suggested incorporating psychological experiments in XAI
about the knowledge of what people create and comprehend
counter-culturally.

The research in [64] provided a systematic literature review
on the generation of contrastive and counterfactual explana-
tions. Based on the survey, a state-of-the-art computational
framework was stated. The fields of contrastive and counter-
factual are found to be in great demand across different fields
of Al mainly in Computer Vision and Natural Language Pro-
cessing. The survey first examined the theoretical foundation
of contrastive, computational, and contrastive-counterfactual
frameworks. The survey provided the various properties of
areas of study and also provided the shortcomings of the fields
that can be improved in the future.
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Another study in [12] explores the use of explainability for
the consumption of stakeholders by organizations. The study
shows that there is a gap between explainability and the goal
of transparency. In a study conducted, the mechanism has
been observed to be different among different organizations,
deployment explainability algorithms. The interviews were
conducted in two groups to assess the explainability. The
study has provided the limitations based on the results of the
current techniques, which include feature importance, Adver-
sarial Perturbation, and counterfactual explanations that pre-
vent the model from performing its functions to end-users.
The study has suggested overcoming the limitations of a
domain expert to evaluate explanations, the risk of spuri-
ous correlations reflected in model explanations, the lack of
causal intuition, and the latency in computing and showing
explanations in real-time.

A study in [65] has presented a framework named
explAlner for interactive and explainable machine learning,
grasping the theoretical and practical state-of-the-art notions
in the field. The study has focused on the XAl field as its core
concept or framework. For explaining the XAI framework,
the XAI pipeline was described in this study. Which includes
an interactive workflow of three stages: understanding of the
model, diagnosis, and refinement. The XAI pipeline, along
with the framework global monitoring and steering mecha-
nisms by providing provenance tracking, was implemented
in the framework presented in this study. The user study with
nine participants was performed to check the usability and
usefulness of the tool presented. The presented framework
was found intuitive by the users and considered to be com-
bined in their daily workflow.

The paper in [66] has demonstrated that the subfield of
artificial neural network, CNN, can serve as an ultra-fast
electromagnetic simulator for predicting and explaining the
optical properties of nanophotonic structures with remarkable
precision. The algorithm that has been demonstrated accord-
ingly is Deep Shapely Additive Explanations, or SHAP which
identifies the contributions of individual image features.
CNN Predicted unknown structures with an accuracy of 95%.
The offered explainable artificial intelligence method shows
that the patterns and principles encoded within the ML model
can be extracted to originate valuable intuitions into the
nanophotonic structure behavior, even in complex freeform
structures whose behavior is typically not easy to understand.

A study conducted [67] is used to compare different
ML algorithms on a dataset of 43,420 oxide glass compo-
sitions and their respective glass transition temperature. The
use of the ML Algorithm in this research is an investigation
of different ML algorithms for predicting the glass transition
based on their chemical composition. Six different algorithms
were used for this research. The result of the study indicates
that Random Forest (RF) provides the best prediction per-
formance along with the best visual explainable model as
compared to other algorithms. RF provides an explainable
model which provides individual importance of chemical ele-
ments for developing glass with very low and very high glass
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transition. The future of the study proposed that this study
can be further used for the prediction of other composition
property combinations.

F. TRUSTWORTHY

A trustworthy system is said to be the system in which the
user feels safe and secure while using it. It is said in one of
the papers that some of the technologies need to be considered
while ensuring the trustworthiness of the system. It includes
fairness, explainability, auditability and safety [13].

Research in [68] has proposed a new framework named
PriModChain which is used for trustworthy ML and the
Industrial Internet of Things (IIOT). For assuring the aspects
of privacy and trustworthiness. Federated Learning is used
as an ML model and differential privacy imposes privacy on
ML models. In this paper, five pillars of trustworthiness
(security, privacy, reliability, safety, and resilience) have been
given importance for making it a feasible solution.

The study [69] has proposed a blockchain-based
framework for achieving more trustworthiness and XAl by
leveraging features of blockchain, smart contracts, trusted
oracles, and decentralized storage that can reduce biases and
adversarial attacks. The study has focused on the lack of
explanation of the Al algorithms that are critical for decision
making. The proposed model in the research can be used to
develop more trustworthy decentralized Al & XAI systems
and applications.

G. PRIVACY

Privacy is about protecting the information of users against
unintended information outflow. Such as unauthorized use
of services, data leaks, and privacy compromised due to
unpredictable providers and some accidents [14], [15].

In [70] Chiron, a new system design, implementation, and
evaluation has been done for privacy-preserving outsourced
machine learning (ML) has been presented. Chiron is imple-
mented through Software Guard Extensions (SGX) enclaves
that enable data holders to use ML-as-a-service without
disclosing their data to the service providers. The Chiron
platform is different from the existing ML platform since it
does preserve the privacy of the service provider by securing
their data. The evaluation of the model was done through
deep learning models shows that its training performance and
accuracy of the resulting models are practical for common
uses of ML-as-a-service.

The research conducted in [14] has provided the inter-
section between machine learning and privacy by providing
techniques that can be used for data protection. The paper
addresses some of the issues and techniques related to privacy
preservation. The techniques discussed in the study include
Cryptographic Approaches, Homomorphic Encryption, Gar-
bled Circuits, Secret sharing, secure processors, Perturbation
Approaches, Differential Privacy, Local Differential Privacy,
and Dimensionality Reduction. Although privacy techniques
can be helpful in privacy-preserving, some of the issues are
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there, which include flexibility, scalability, security, and pri-
vacy policies.

SecureML was introduced in [71] for the privacy-preserving
concern for Machine Learning. According to their research,
the privacy of the data becomes a challenge when the amount
of data is large. For distributing the data and training it
accurately, the system was implemented in C++ with a new
technique for the support of secure arithmetic operations.
A new and efficient protocol was introduced in the paper for
preserving ML for linear regression, logistic regression, and
neural network training using the stochastic linear descendent
method. The working of protocols takes place in a way
that protocols fall between two servers. The server data is
distributed between two non-colluding servers by the owner.
The models are then trained on data using secure two-party
computation (2 PC). Experiments conducted recently show
that protocols introduced in research are several orders of
magnitude faster than state-of-the-art implementations for
privacy-preserving linear and logistic regressions, and can
scale to millions of data samples with thousands of features.

V. HUMAN COMPUTER INTERACTION & ARTIFICIAL
INTELLIGENCE

HCI and AI work hand in hand in such a way that AI mimics
human beings to build intelligent systems, and HCI attempts
to understand human beings to adapt the machine to improve
safety, efficiency, and user experience. Al focuses on the
internal mechanism of intelligent systems and HCI focuses
on the fundamental phenomenon of interaction among people
and tools. Al fieldwork to create intelligent interfaces that
provide the capability to perceive, act and learn by them-
selves. On the other hand, HCI is focused on usability, cre-
ativity, and innovation of the system. This section addresses
some of the papers that have focused on the fields of HCI and
Al together as both of the fields overlap each other in various
domains and the technologies that are developed using both
of these.

The paper [72] provides the gap identified between HCI
and ML. The Gap mainly focuses on how to improve the
design in ML for user experience (UX) Using HCI. 2494
research publications related to HCI were analyzed for this,
and 3 under-explored areas were identified through this paper
that can help to prepare for design innovation. The main
thing that was identified during the research was that UX
and ML are not addressed together. 9 papers have mentioned
machine learning, 3 papers have described or given impor-
tance to the design in ML system. Two of the groups were
created in this research in which the first group identified the
well-established ML topics. The second group identified the
under-explored ML topics. The study, after analysis, provided
seven clusters of HCI concerning ML: 1) intelligent UI and
usability; 2) intelligent environment; 3) recommenders and
user modeling; 4) social network and sensor framework; 5) Al
and knowledge systems; 6) search and deep learning) and
7) sentiment analysis and affective computing. The analysis
identified two clusters of ML technical advances that have
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not yet been destined to particular conveniences, interactions,
or user experiences. The first is sentiment analysis, the second
is social network mining.

In [73], an Al-infused orchestration system named Forma-
tive Assessment Computing Technologies (FACT) was devel-
oped for teacher management of classroom workflow that
mixes small groups, individual, and whole-class activities.
FACT technology can provide a user experience for students
that they can use on a desktop, laptop, or tablet with the help
of a web browser. Students are also provided with the right to
edit, draw, type, erase, or move the activities they are perform-
ing, similar to other online collaborative editors like Google
Docs. The usability of the system is also being evaluated in
the testing method by working on two of the factors, including
time consumed in FACT and the amount of time wasted in the
paper, what are the failures that are occurring in FACT and
how frequently do they happen? Management on the teacher’s
side can be done with the help of a tablet. Al intelligence is
involved in FACT in such a way that it monitors the students
and edits and updates teacher dashboards in real-time to show
progress and alerts.

Another paper published in [74] addresses the association
of HCI and Al in different systems. The paper proposes that
an intelligent system cannot perform its functions properly
without a concept and design based on solid HCI principles.
This paper reviews the following domains: intelligent user
interfaces, and more specifically, conversational animated
effective agents; capitalization, formulation, and use of HCI
ergonomic knowledge for the design and evaluation of inter-
active systems; and synergy between visualization and data
mining.

In [75], Based on a proposed psychological model in the
past and improvement in the intelligent system, an Intelligent
interactive computing model based on the human-computer
cooperation mental model is proposed. For designing the
proposed model, the first module was natural interaction
behavior characteristics, as the design principles are used
for the interface module. The second module includes the
perceptual module, which was based on the human-computer
cooperation mental model and includes sensations, attention,
and perceptions. It provides the acquisition of multi-modal
interactive data and, based on this, the user task intention is
extracted and forwarded to the cognitive computing module
to solve the task, which was the third module of this model.
The cognitive computing module receives the task and solves
the interaction task. Task solving is dependent on knowledge
experience that is based on ML models for self-learning and
knowledge updates. The results are obtained and handed over
to the action response evaluation module. which is the fourth
and last module of the proposed model. It provides feedback
of the task processing results to the user in a natural and
suitable form of representation.

The paper presented in [76] proposes that Al and HCI are
supposed to be the era of intelligent information. Many com-
mercial applications have an intelligent user interface that is
presented in this paper. HCI and Al as the core fields include
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applications like natural gesture interaction, emotional com-
puting, and voice dialogue systems. The human-machine
dialogue-based technologies that are also named in this paper.
including Apple Siri, Microsoft xiaoic, Google home, and
amazon are solving human-machine dialogue. The paper also
includes a part that focuses on some of the research publica-
tions done in the past that focused on combining research in
HCI and AI and their future scope. This paper summarizes
the ways in which we anticipate that Al and HCI research will
continue and even increase, and is a useful area of research.

The paper in [77] explains the history of HCI and some
of the core issues addressed through the use of HCI in the
interface. New thinking or ideas regarding HCI are given by
describing that HCI is not said to belong only to the perspec-
tive of interface or GUI but also to its transit to the natural
user interface. The interface should be more humanized that
will be easy and comfortable from the user’s point of view.
It is also discussed from a research perspective that increased
use of HCI in commercial products is also increasing for use
with Al as discussed in some names in [76].

The paper [78] also provides the knowledge and use of
HCI with AI technologies. The purpose that was covered
in this paper is to provide an understanding and assessment
of how HCI knowledge can be used in studying new inter-
action modalities in intelligent built environments to make
advancements in the Al field. In this direction, it is intended
to review the applicable research methodologies that can
be derived from the HCI research community to envision
the gradual change in human experiences with and within
buildings alongside the advancements in information, com-
munication, sensor, and actuation technologies.

DARPA’s Explainable Al system proposed in [26] is a
program that endeavors to create Al systems whose learned
models and decisions can be understood and appropriately
understood by end-users. The main idea behind XAl technol-
ogy is to provide a variety of new ML techniques. With the
advancement in modified DL techniques that learn explain-
able features; methods that learn more structured, inter-
pretable, and causal models. Results indicate that these three
broad strategies merit further investigation and will provide
future developers with design options covering the perfor-
mance versus explain-ability trade space.

VI. EXPLAINABLE ARTIFICIAL INTELLIGENCE

The boundary between HCI and Al is narrowing these days,
and new technologies are being developed to bridge the
gap between the two. To close the gap, a concept known
as Third-wave Al was introduced in several trends, includ-
ing Human-Centered Al (HAI), Useful and Usable Al, and
Explainable Artificial Intelligence (XAI). In HAI, Al is used
to enhance humans rather than replace them. It focuses on
technically reflecting the depth characterized by human intel-
ligence to improve human capabilities rather than replac-
ing them and focusing on AI’s impact on humans. Usable
Al can be defined as an Al solution that is easy to learn
and use via optimal UX created by effective HCI design.
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XAl enables the users to understand the algorithm and param-
eters used. The main concern with it is to address and resolve
the Al-black box problem. A black box problem or phe-
nomenon causes users to question the decision made by the
system. 1) Why did you do this? 2) Why is this the result?
3) When have you succeeded and when have you failed?
4) When can I put trust in you? The main things that con-
cern XAI are human trust and decision-making efficiency.
DARPA’s XAI program was introduced in 2017. Its main
concern was to develop new or improved XAI algorithms.
The program also investigated user interfaces (UIS) with
advanced HClI techniques (i.e. Ul visualization and Conversa-
tional UI)[78]. Figure 7. Below demonstrates the overall view
of XAl

XAI has gained popularity because it was launched by
the Defense Advanced Research Projects Agency (DARPA),
which aims to create new techniques to understand, appropri-
ately trust, and effectively manage these artificially intelligent
partners [26]. XAl is divided into three stages. Explainable
construction process, explainable decisions, and explainable
decision-making process. In the first stage, explainability is
key to improving the adoption and performance of Al applica-
tions. In the second stage explainability of Al, decisions have
been made to build trust with users and supervisors. The third
stage is regarding the interoperability of Al systems with each
other and other software [19].

A. STEPS OF XAl

The main purpose behind XAI, given by DARPA was to
create a set of ML techniques that produce more explain-
able models for humans to understand and trust emerging
Al systems. XAl impact is characterized by three stages,
starting from the higher level, which has a great impact, to the
lower level, which is the lightest [19].

The paper in [19] focused on systems that are built based
on ML, but the proposed three stages are relevant to any class
of AL The three stages are presented and are discussed below,
along with an illustration in Figure 8.

1) EXPLAINABLE BUILDING PROCESS

In the first step of explainable artificial intelligence, the
process for the improvable implementation and performance
of Al applications. In this step, the main focus is creating a
team of experts who can provide the knowledge related to the
field of artificial intelligence they are working on. The other
focus is given to the visualization techniques, as they provide
a scheme of the output against the context variable to get a
feel for how an artificial intelligence performs over the target
domain. In this step, debugging tools or techniques are also
discussed. Tensor Flow Playground, ConventJS, and Seq2Seq
are examples of tools originally designed for data scientists.

2) EXPLAINABLE DECISION

The second step explains every Al decision taken by the
system to build trust with users and supervisors. Trust is a
key priority of a system. In the explainability decision, it has
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FIGURE 7. Explainable Artificial Intelligence (XAI) [79].
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FIGURE 8. Steps of XAl.

been focused that the system is not surprising and it behaves
according to the mental model of users. The ability to explain
Al decisions is an active field of innovation with methods
such as Tree Interpreter, LIME, and SHAP. The main purpose
of this stage is explanations needed for the business value
of AL

3) EXPLAINABLE DECISION PROCESS

The third step of XAl is used to enable the interoperability of
Al systems with each other and other software using business
logic.

B. XAl GOALS

Explainable artificial intelligence is working in many fields,
like HCI, security, and business processes. As the field is
explored and used in many fields, its goals have started to
expand in many fields. XAl also has goals that somewhere
touch the areas of Al and ML classification and the expecta-
tion of users in these areas. The goals of XAl are described
as the expectations of the intended audience from the system
which is achieving providing XAI capability [80]. The main
goals of XAl are given in Figure 9. Below.
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1) TRUSTWORTHINESS

It is considered to be one of the major purposes to be consid-
ered for explainable Al. For achieving explainable Al, trust-
worthiness is one of the main concepts that is measured. Trust
of the system will be considered to be the intended behavior
expected from the system as the user performs the function
or task on the system. A trustworthy system is important for
individuals who may be affected by the decisions of the model
or domain experts [7], [81].

2) CAUSALITY

The impact of causality involves correlation. Its basic neces-
sity in explainable Al is to find a causal relationship among
involved variables. For witnessing the causal relationship,
prior knowledge is mandatory for observing and acknowl-
edging that the effects are causal. The main targeted audi-
ence for checking the causality among variables is domain
experts [7], [82].

3) TRANSFERABILITY

The main aim of transferability means making users reuse
the knowledge in another problem domain. This may cause
a problem when the assumption of the user is not correct
according to the domain or some of the constraints may not
allow the transferability of the model. Explainable AI helps
explain the boundaries for better understanding & implemen-
tation. ML models can be provided with the training-testing
technique for checking their transferability, but not all the
models can be explainable [7], [83].

4) INFORMATIVENESS

In this factor, an explainable model can provide the nec-
essary information for solving the problem encountered
by the user. The main goal behind this is to provide
the information needed for decision-making to the user
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FIGURE 9. XAl Goals.

and to avoid any delusion. The main factor that needs
to be measured is explaining the internal functioning or
relations of the model by providing all the knowledge
needed [7], [84].

5) CONFIDENCE

The explainability of a model will be considered confident
enough if it has confidence in its working rule. If the model
is enough to provide the factor of reliability to the user, then
it can be considered stable and robust to provide confidence
to the user while using the system. For checking the confi-
dence of the system, factors might be different for different
models [7], [85].

6) FAIRNESS

From the fairness perspective, the system should provide a
clear visualization or moral analysis of the system’s internal
functionalities which might affect the results. As models are
developed, they involve human life, so interpretability should
provide confidence to eliminate unethical and unfair use of
algorithms [7], [86].

7) ACCESSIBILITY

The literature has provided accessibility among the third
goal to be considered for explainability. Accessibility in
XAI can be pondered and comprised with the help of inter-
faces. We can think about using visual explanations to provide
accessibility in explainable Al. Visual explainable provides
access to information to the user with the help of explaining
internal functions to the user [7], [87].
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8) INTERACTIVITY

The other goal of the explainable AI model is to be interactive
with the end-user through proper design of contact between
the human and technology. The system should understand-
ably provide information to the end-user. This needs to be
ensured where the user interaction with the system is manda-
tory and the user success will be only valid when the user can
perform an interaction with the system [7], [88], [89].

9) PRIVACY AWARENESS

Assessing the privacy of the system is the factor or goal of
explainable Al. Some of the ML models provide a complex
representation of their learned patterns. The complex repre-
sentation might be the source of difficulty in the system’s
understandability, which may cause privacy breaches. The
literature suggests including privacy as one factor to be con-
sidered during the system development life cycle [7], [90].

C. PROPERTIES OF EXPLAINABILITY
The key properties that are included in the explanation
model [91] should have the following properties:

o Social in being able to model the explanations of the
interpreter.

« Selective in selecting explanations related to the differ-
ent competing hypotheses.

« Contrastive in being able to differentiate between the
properties of three hypotheses.

o Local use for a particular decision.

« Global use for a complete model.
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TABLE 3. Explainability techniques.

Techniques

Text
Local
Global
Visual
based

References

Provenance

Surrogate

Model
Explanation
by Example
Explanation

by
Simplification

Rule-based

Method

Feature
Relevance
Declarative

induction

~

[12]

[92]

[16]

[7]

(18]

(7]

[7]

[96]

[100]

[18]

[7]

[110]

[18]

[95]

[101]

[17]

(98]

[97]

<
«

[99]

[102]

[103]

[111]

[108]

[104]

[105]

[106]

[107]

[109]

o Abstraction is used when the model is complex and a
simplified model can provide useful feedback.

D. TYPES OF EXPLAINABILITY
Explanation of a model has different types [91] to be used,
including:

« Plan-based is used to explain the plans as a set of
observations.

o Model-based is used when the user of the model
requires the explanation of the system to understand why
the system performs the way it does. In which the user
can be engaged in the criteria of the explanation and the
user can use a mental model for designing the system.
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o Algorithm-based is used when the model explanation
is based on a specific algorithm.

E. EXPLAINABILITY TECHNIQUES

Behind many of the characteristics of machine learning dis-
cussed in Section A of this background study, the main
characteristic that combines the concepts of HCI and Al is
explainability or XAl. The summary of explainability tech-
niques in the literature is shown in Table 3. Which shows the
literature review of various papers and provides the future of
these fields together. Keeping in mind the adherence literature
review, we show explainable machine learning techniques
which are listed down below:
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1) TEXT

The technique of text explanation is used to increase the
explainability of a model, which will help generate text for
the explanatory results of the model. The text model will also
include method-generating symbols that will help represent
the functioning of the model [7]. Text explanations work in
the natural language processing and computer vision domain
and generate the rationales/explanations derived from input
data [92].

Text-based explanation techniques have been used in many
domains, like neural networks, legal lawsuits, natural lan-
guage processing, and the medical domain. The researchers
in [93] concentrated on the explainable text-driven neural net-
work for stock prediction. The paper discussed that the previ-
ous work done in the field has not focused on the explanation
perspective but only on stock prediction. The paper proposed
a dual-layer attention-based neural network to address the
issue. The workflow was based on the initial extraction of
financial news, then the most influential news is given input
attention. In the last stage, an output attention mechanism is
then used to weigh different days in terms of contribution. The
presented model in the last produced remarkable explanation
results as compared to the traditional way. The researchers
in [94] have focused on the attention of legal communities
towards Al. The researchers have reviewed the literature and
proposed that it is possible to develop Explainable systems
which have the potential for completing the demands of
legal systems related to document review matters. For the
document review process, predictive coding is used as one
of the best ways to enhance the quality and speed of the doc-
ument review. Predictive coding is said to be one of the best
methods that provides confidence to lawyers with results sim-
ilar to supervised learning tasks. Hence, the results provide
an open space for future research in explainable predictive
coding.

2) LOCAL

The Local explanation is used to express the individual fea-
ture attributions of a single instance. It is also said to be
the level of explaining individual decisions made by the
classifier [16].

The study conducted in [95] has shown the effect of confi-
dence score and local explanation on a particular problem.
The confidence score in the experiment is shown with the
help of two human experiments that help build people’s trust
in the Al model. The study shows some of the problems
related to local explanations and suggests working on them
in the future. Another piece of research conducted in [96]
has provided a way of evaluating local explanations. The
proposed methodology in the paper uses synthetic ground
truth explanation to assess the level of explanations returned
by the local explanation methods. The proposed methodology
generates a synthetic ground explanation for the decision
taken. The results show that the proposed methodology pro-
vides easy evaluation for a local explanation.
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3) GLOBAL

Global explainability refers to techniques that attempt to
explain the model as a whole [12]. It refers to explaining all
of the algorithm’s functions.

The paper presented in [97] has provided a complete
framework for defining the right level of explainability by
combining the technical, legal, and economic aspects of
explainability. The main idea behind this was to achieve trust
and accountability, as designers and operators of machine
learning must know the internal workings of the algorithms,
its results, and failures of algorithms. For defining the frame-
work, three logical steps are proposed. The first is to define
contextual factors, the second operational context, and the
third is to provide a legal/regulatory framework. The first
step will mainly define the audience involved. The second
step will identify the technical tools available, which will also
include post hoc approaches and hybrid Al approaches. The
third step as a function of the first two steps will involve
choosing the right level of global and local explainability.
The paper provided seven types of cost and emphasis. It also
concludes that explainability is both a functional and an
ethical requirement, and that it will become part of the perfor-
mance over time. Another study published in [98] developed
a new performance explainability analytical framework for
evaluating and benchmarking machine learning methods. The
framework mainly provides a set of characteristics that will
systemize the performance-explainability assessment. The
main idea was to identify ways for improving current machine
learning methods and for designing new ones. The main focus
in the paper was given to local and global explainability
criteria. To illustrate the framework used, it is applied to
the current state-of-the-art multivariate time series classifiers.
The future work includes extensively applying the framework
to different machine learning methods.

The research conducted in [99] proposed a risk manage-
ment framework for the implementation of Al in banking.
The main consideration was given to the explainability and
outlining of implementation requirements. Financial institu-
tions and the customers and markets they assist can achieve a
positive outcome through Al The work presented in the paper
evaluates three algorithmic approaches for nine banking use
cases. The algorithms involved include Neural Networks,
Type 2 Fuzzy logic, and Logistic Regression. The results of
the research show that Type 2 fuzzy logic can deliver good
performance in terms of precision, accuracy, and recall and
has more advantages over other algorithms on both global
and local levels. The future work for the paper suggested
including more popular algorithms for evaluation purposes.

4) VISUAL

Visualization or Visual technique, is a post-hoc explainabil-
ity technique that is used for visualizing model behavior.
Visualization is coupled with other techniques for improving
understanding and is said to be one of the most suitable ways
for introducing complex interaction [7].
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Visual explanation is one of the new fields in Al which is
mainly working in the field of deep learning and is providing
a new way to introduce and add explanations related to the
given tasks. One of the research conducted in [100] has
provided a review in academia and industry, including basic
toolkits, advanced computational techniques, and intuitive
and interactive visual analytics systems. In this research, new
gaps and opportunities such as a human in the loop, visual
analytics integrating human knowledge, and a data-driven
learning approach related to visual analytics have been pro-
vided for future research. Deep learning will help achieve
accurate, interpretable, efficient, and secure artificial intel-
ligence. Another survey conducted in [101] has provided
a state of artwork for providing a way of enhancing trust
in ML models with the use of visualization. The research
includes 200 articles that are categorized to make it accessible
to the public online. An interactive survey browser, TrustM-
LVis Browser, is implemented and made available online.
The browser supports the reader’s exploration of the rich
information provided and the enhancement of trustworthiness
with the help of the ML model for interactive visualization.
The future of the survey includes the extension of the data set,
categorization, and corresponding analysis.

5) EXPLANATION BY EXAMPLE
It considers the explanation for the data extraction that can
relate to the result generated by a certain model for a better
understanding of the model itself or returning data instances
as examples for explaining the model behavior [7], [17].

In one of the research studies, the researchers provided
a review of various explanation techniques developed in Al
and law. In the common-law tradition of the United States,
explanation by example is defined as taking examples from
the past cases and trying to solve the case by matching them
with the cases that need to be solved. In the past, this was
said to be a form of contrastive explanation. Examples can be
said to be the use of both negative and positive. Explanation
by example, in the case of law, takes place in three-step
dialogues. First, the plaintiff cites a case similar to the current
case. Second, the defendant replies with the help of offering
counterexamples, and third and final step is the plaintiff’s
attempt at contradiction, which means distinguishing the
counter examples for which the reason will be offered [102].

6) EXPLANATION BY SIMPLIFICATION
It is a type of explanation in which a whole new system is
rebuilt based on the trained model to be explained [7].

The study conducted in [103] has provided an exten-
sive survey on text simplification. Text simplification is
one of the fields which reduces the chances of complex-
ity and improves the readability and understandability of
the text. Text simplification is mainly focused on pro-
viding knowledge to those non-native learners and those
struggling with reading problems. The survey has provided
text simplification with covering resources, corpora, and
evaluation methods being used in this field. The study
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provided the text simplification approaches along with
machine translation techniques and languages in which text
simplification has been applied so far. The study also
addressed the recent work of monolingual machine
translation which covert the original text translation into a
simple one. The study concludes that automatic text simplifi-
cation is far from perfect and needs further improvement. For
improving automatic simplification reverse engineering has
been proposed for the next breakthrough in automatic text
simplification. Another paper presented in [104] proposed
two solutions for convolutional neural network simplification
named objective pruning with progressive retraining which
eliminates kernels of a given convolutional layer based on
objective relevance criterion and subjective pruning with
progressive retraining works similarly as the other except
kernel relevance criterion. The proposed model produced
or achieved more network simplification than the original
model. The conclusion of the study is the two solutions objec-
tive pruning and subjective pruning are relevant contributions
to the literature of kernel pruning methods. The future work
of the study proposed methods to construct CNNs in a layer-
by-layer fashion.

7) FEATURE RELEVANCE EXPLANATION
It is used for post-hoc explainability which provides clarifica-
tion for the internal functioning of the system. It is also said to
be pointing out how each feature affects the decision [7], [17].
The research published in [105] proposed a novel archi-
tecture for XAl based on semantic technologies and Al. The
scenario was tailored to the scenario of forecasting and it was
validated with the real-world case study. Explanation com-
bines the concept of feature relevance for a particular forecast,
related media events, and metadata regarding an external
dataset of interests. The proposed model also used a surrogate
model for the prediction of the sample. A knowledge graph
was used in the proposed architecture for conveying feature
information at a high abstraction level, domain knowledge
forecasted values, forecast explanation, and for keeping the
sensitive details safe. The ontology and the data set for the
research conducted for the use case are available publically
and can be used for future research.

8) PROVENANCE BASED

It is used for explaining by illustrating some or all of the
prediction derivative process. It is said to be an intuitive and
effective usability technique [18].

The paper presented in [106] has focused on the impor-
tance of machine learning in many fields, like healthcare,
security, investment, and many other critical applications.
Hence, machine learning can be manipulated and used in
many applications. Machine learning can be used in manipu-
lating data models. One way is introduced, which was through
a poisoning or causative attack in which the adversary feeds
carefully crafted poisonous data points into the training set.
Taking advantage of recently developed tamper-free prove-
nance frameworks, the researchers in the paper proposed
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a methodology that uses contextual information about the
origin and transformation of data points in the training set
to identify the poisonous data. The proposed methodology is
said to be the first defense strategy for preventing poisonous
attacks. The study presents two variations of the provenance
defense for both partially trusted and fully untrusted datasets.

9) SURROGATE MODEL

The Surrogate model is a model in which another model
works as a proxy for them to work as a more explainable
model. In other words, they are said to be interpretable
using other explanation models like feature attribution and
example-based. An example of a surrogate model is LIME,
which learns surrogates using an operation called input per-
turbation [18], [17].

Surrogate explanation in the field of machine learning is
said to be one of the fields which can be applied to any type of
data like images, text, and tabular form. The surrogate model
is often unified with LIME and is considered that LIME is
the solution to surrogate explainability. In this research, the
researchers have proposed a principle algorithmic framework
for building a custom local surrogate explainer of the black
box model itself, including LIME itself. The paper also dis-
cussed the danger associated with algorithmic choices and
for avoiding common pitfalls. In future investigations of the
behavior, surrogate models and the quality and stability will
be investigated [107].

The review conducted in [108] has proposed that a frame-
work for selecting an appropriate surrogate model for a given
function or problem is lacking. The framework for such a
model will help industry personnel get information about
themselves before applying it to any of the problems. The
researchers in the paper worked on the three main parameters’
including size, accuracy, and computational time to get the
gap that existed in the existing model and to create practi-
cal guidance for use in the future, this will help save time.
The results provided 6 different quantitative categories for
the surrogate model. These categories provide a framework
for selecting an efficient surrogate modeling process for the
assistance of selecting an appropriate surrogate model.

10) DECLARATIVE INDUCTION

They are said to be human-readable representations which
can be said as rules, trees, and programs are induced as an
explanation [18].

The paper in [109] provides an overview of the key points
and important developments in the area of computational
sense-making. It is used for developing methods and systems
for making sense of complex data and information. The main
goal of it is to provide insights to enhance the understandabil-
ity of subsequent intelligent actions. The declarative induc-
tion will help to include guiding knowledge into the process,
and explication will provide interpretability, transparency,
and explainability in the process, which are also said to be
the key elements.
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11) RULE-BASED METHOD

The rule-based explainability method is considered to have
good interoperability. The rules that are made are good for
learning and classification of data. There is a large ecosystem
of software tools established which work with the help of
rules [110].

Rule-based models have been given importance in many of
the domains. The research discussed here provides the rule-
based models in the paper in terms of the law. It is a rule-
based technique that mainly provides the rules that needs to
be matched with the result. Law cases have a strong feature
of common law traditions and laws are found in statutes
that define the particular concept in different case areas. The
research proposed that some of the traditional expert systems
have used production rules and rules based on knowledge
from the domain experts which provide all the standard expla-
nations of how, why, and what-if. One of the things that were
suggested in the study is that more insights from Al and law
should be provided with an explanation as to the main concern
for future explainable AI [102].

Another research conducted in [111] discussed the signif-
icance of rule interpretability and how it should be taken
seriously. Five experiments were conducted for insight into
the plausibility of rule learning results. The main focus in
the paper was that a longer explanation is more significant
than a shorter one, which makes the learning of models easier.
Users in the study have been confronted with pairs of learned
rules. The gap that was observed in the study was the issue
of background knowledge by picking a domain in which the
participants may have clear domain knowledge. The results of
the research reveal that simple rules have a strong preference
and longer rules in some domains have been given a weak
preference.

VII. CHALLENGES IN XAl

When we talk about the advancements related to the field
of XAl As this is a new field that came into existence, it is
somehow facing some of the challenges in it. Table 4. Below,
we provide a summary of challenges and problems related to
the field of XAIL

While there are many progressions in the field of XAlI, the
literature identifies gaps that have been identified in this field
that need to be worked on for improvement. One of the papers
in [19] has identified the challenges that have been recog-
nized while reviewing the literature that includes evaluating
explanations and performance of XAI. Evaluating explana-
tion means providing the best explainability techniques for
explaining the transparency of the model. The performance of
XAI will affect the performance of the system. This challenge
is said to be used as one of the primary goals to overcome for
the future.

Another paper in [7] also identified the performance of
XAI as a challenge which means, if we include more explain-
ability in the model, it will produce unmatched results when
solving complex computational tasks. The paper also pointed
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TABLE 4. Summary of XAl challenges.

References | Challenges Description
[19] Evaluating Explanation The techniques to be used for the best explainability [19].
Performance of XAl More explainability in the model can cause an effect on the performance of
the system [19].
[7] Performance Unmatched results produced by the model when solving complex
computational tasks [7].
Vocabulary Lack of agreement on vocabulary and definitions concerning XAI [7].
Evaluating Explainability Concepts and Researches for the explainability of the model [7].
Deep Learning Challenges in obtaining explainability in deep learning models [7].
[16] Black-Box Black-Box nature of deep neural networks raising ethical and legal concerns
including the absence of trust [16].
[112] Human Machine (Brain) Developing intuitive interfaces that can fit into existing workflows and
Interface processes [112].
XAI Twin Developing an explainable twin system to work in parallel with a deep
learning system for optimization performance [112].
Defense Against Attacks Developing a defense mechanism that can recognize targeted attacks against
DL and XAI engines [112].
[113] XAI System Evaluation What explanation means from a sociological viewpoint? Evaluating the
quality of explanation [113].
XAI Interpretation Interpretation of the model sometimes becomes difficult for the users [113].
Legal Challenges Working with sensitive information might create legal challenges in XAl
[113].
Practical Challenges Fewer practical applications for ensuring Al factor in XAI [113].
[114] Manual Evaluation The manual system involves human assistance for the judgment of XAl
method results which is time-consuming [114].
Automated Evaluation Automated evaluation can cause distribution shifts in the test data and can
with High Computation violate assumptions in training data [114].
Time
XAI Methods are not Literature shows that XAl can show similar results with normally trained
Stable and could be models and modern trained models [114].
Attacked
[20] Generalization of XAl XAl is vastly environment and domain-dependent thus the generalization

of XAI might take time [20].

Adaption of XAI The applicability of XAl in different domains still needs effort and research
to be adapted [20].

Security of XAI By the use of adversarial machine learning thus the effect on ML and DL is
a vast topic to be used for its security in research [20].

XAI and Responsible Al The real-world application should be investigated in terms of responsible
Al where the effect of XAl on usability should also be investigated [20].

Performance of XAI The performance of XAI should be checked by adding additional features
in the baseline of AI models [20].

[115] Interpretability A major thread of Al in explanation explore techniques and limitation of

interpretability [115].

Tailor explanation

Explanation of Al tailored according to the user and should be made
interactive by adding humans in the loop [115].

Abstraction

Systematizing the discovery of abstraction has been a challenge [115].

Explaining Decisions

The new situation should have the ability to help end-user to understand
and explaining the abilities of Al systems [115].
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towards another challenge that was vocabulary. According to
the results, there was a lack of vocabulary and definitions
related to XAI, which needed to be increased to improve
performance in this field. This paper also provided concern,
as in [19], for the evaluation of the explainability of choosing
the best explainability techniques to be used. The last concern
or challenge that was provided in the paper was related to
deep learning explainability. The paper is trying to convey
the work being done on providing explainability models for
deep learning.

The paper in [16] was concerned about the issue of the deep
neural network black box, which is creating trust issues for
people. The main concern with this is to provide transparency
to the people, which may improve the trust issues for them.

Another paper in [112] came up with the challenge of
human brain interfaces that needed to be created sponta-
neously in the existing workflows. Another challenge was the
XAI twin, which means an issue with the deep learning twin
system, if created, will work in parallel with deep learning,
which will improve the explainability issue. Another issue
was security issues that can arise from deep learning and
explainable artificial intelligence. The study proposed work-
ing on defense security mechanisms to fight against such
attacks.

The paper in [113] also provided the challenge concerning
XAI system evaluation, which was also discussed in [19]
and [7], which mainly means that choosing the best tech-
nique for explainability is still a challenge that needs to be
improved by providing evaluation criteria for explainability.
The research also pointed toward the challenge of interpreta-
tion, which means that users sometimes are not able to clarify
the things concerning the explainability model. The legal and
practical issue are also one of the factors that needs to be
worked on, which means that, from a legal perspective, using
sensitive information or data might create some issues, and
for practical purposes, there are only a few applications that
can provide reassurance of the Al factor in XAI.

The research in [114] has pointed out some of the chal-
lenges in which one of the challenges is related to the
manual evaluation of the explainability model, which will
be time-consuming and may produce bias and inaccurate
evaluations. The research also provided the challenge con-
cerning XAI automated data and identified that it may also
cause distribution shift which results in the assumption of
training data. The other concern was the security issues
which mean that XAI methods are not suitable and can be
attacked.

In [20], researchers have provided a list of challenges
which include XAl being massively independent and it being
strict about the environment and domain. The paper also
pointed toward XAl security, as in the previous papers. The
paper also pointed toward the challenge of XAI adaptability,
which is still vague and will require some time for people to
trust it and work with it. Another concern was the usability
and performance of the XAI application, which still needed
to be tested on real-world applications for Al.
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The research in [115] has proposed to keep humans in the
loop while taking their concerns and making the XAI appli-
cations tailored according to them. The research also pro-
vided the challenge of interpretability in terms of Al. Other
challenges include abstraction and explainability decisions.
Abstraction of explainability remains a challenge, as does
explaining your decision in relation to the system that you
are using and what the benefits of the system are.

VIil. HEALTHCARE

Many advances have been made in the field of healthcare
in the past few years by improving healthcare and shifting
to digital health technology, which includes many areas like
artificial intelligence, big data, wearable’s, and medical tech-
nology and devices. In this section, a literature survey of
articles from the field of HCI, AI, and XAI are discussed to
explore the focus of these fields in healthcare. This section
will provide the survey results of healthcare that have been
discussed in the past and the main focuses. Table 5. Brief
about the summary of HCI in the field of healthcare along
with the topic addressed, solution, achievement or results, and
weakness or limitations.

A. HUMAN COMPUTER INTERACTION IN HEALTHCARE
The growing demand for healthcare technology is increasing
day by day. There are many challenges and gaps that need to
be closed between industry and academia to improve accep-
tance of technology, ensure compliance, good ergonomics,
and high-performance design for all users and contexts of use.
Many applications have been named for improving HCI in
different research in the past regarding healthcare. Some of
them include a natural user interface, child computer inter-
action, and interpretation for people with disabilities, and
human factors for healthcare [116]. This section is regarding
some of the other research that has been done in the past to
talk about HCI and healthcare.

The paper is presented in [117] it gives human-robot
interaction details in general. Human-robot interaction is the
leading field when we talk about AI & HCI. In the past,
robots have been used for industrial purposes. But nowa-
days, robots are also being used for social purposes. The
important purpose that social robots fulfill is to fit into the
human environment and socializing with humans. Healthcare
sector robots are being deployed to overcome the shortage
of healthcare professionals, rising costs in healthcare, and
growth in vulnerable populations like the sick, aged, and
children with disabilities. The challenges faced in robots are
safety, usefulness, acceptability, and appropriateness. At the
interaction end, the usability issues include privacy, trust,
safety, users’ attitude, culture, robot morphology, as well as
emotions and deception.

Another article in [118] has also discussed social robots
as a new viewpoint in the healthcare sector. The paper dis-
cussed various robots developed in the past. Some of them
include Nao Robot (2006), which mimics human behavior
like a toy, Paro (2009), developed for supporting therapy and
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TABLE 5. Summary of HCI in healthcare.

Reference Topic Addressed Solution Achievement/ Results Weakness/Limitation
[117] Shortage ~ of  health | Robot Technology e Social use e Safety, privacy
professionals e Usefulness
e Acceptability
e  Appropriateness
e usability issues
e  ftrust
[118] Care of elders in hospital Social Robots e Use of social e Sensing emotions
robots in in care and use of
healthcare implanted
sensors.
[119] Review for checking the Review of Most used HCI e Healthcare
most used HCI categories available HCI categories in automation
healthcare Healthcare Safety
categories e  Usability e Home health and
e  Security, privacy & security
trust
e Automation
e Training &
simulation
e Information/patient
records
e Human Factors/
machine
Interaction
o At- Home
healthcare
[120] Review of HCI theories in | Activity Theory, e The active theory is e Some
healthcare Actor-Network considered to be the contradictions
Theory, most useful theory need to be worked
Distributed on for smoother
Cognition, system
Structuration implementation.
Theory, and
Situated Action
[121] Review for checking | Review on e  Computer . Poor
sufficiently rules of HCI | Existing internet- interaction understanding of safety.
and user-centered design | based applications importance in e- . Effectiveness
for mental illness health . Dependable
and depression . Credible
. Reliable
. trustworthy
implementation of the
interventions
[123] Cross functioning of HCI | A literature review e For big data health services have
and Visualization tool was conducted problems,  users e huge amount of
can use complex
visualization tools e unstructured
and HCI principles . high dimensional
data
[122] Need for medical care for | Successful active e Factors for e  Trust
adults aging and e- improvement  of e  personal integrity
health. HCI in Healthcare e technological
acceptance
e  e-health literacy
e Accessibility
e  Information
Communication
Technology
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TABLE 5. (Continued.) Summary of HCl in healthcare.

[124] Healthcare improvement | Narrative review e Address the e HCI, embedded
for clinicians and identified gaps. within the clinical
managers e The narrative setting, may lack

review summarizes academic  rigor
and provides a and potential
pragmatic LHS efficacy.
framework and e Clinician
context ‘road map’ engagement and
for clinicians is leadership in
warranted. improvement
needs  aptitude
with both
technical
(clinical) and
change
management
skills

[125] Challenges and Digital Health e New strategies are e Improved
Opportunities in technologies needed for usability.
healthcare review designing and e  Safety and

deploying efficiency.

interactive e A new model of

healthcare systems. digital-enabled
technologies.

care of elderly patients in hospitals, Robear (2015) provide
support for lifting a patient out of bed and the most popular,
Sophia (2017), which learns and adapts to human behavior.
The main theme behind this paper was to make it look like
social robots have gained popularity in the healthcare sector
and can somehow fulfill the requirements of the sector.

The article presented in [119] has presents a review of
papers from 2010-2017 in which the most popular topics
of HCI in healthcare are presented, including information
and patient records. Some of the main important topics that
were covered in the reviewed articles related to HCI include
usability, security/privacy/trust, automation, training & sim-
ulation, information/ patient records, human factor/machine
interaction, and safety. These are some of the factors that need
to be covered when implementing applications relating to the
medical healthcare system.

The literature review [120] presented here discussed five of
the HCI theories that are considered to be the most suitable
for use in the healthcare context. Theories are selected based
on their popularity and include activity theory, actor-network
theory, distributed cognition, structuration theory, and situ-
ated action. The results of the study show that activity theory
is less popular than structuration theory, but with regard
to HCI, it is by far the most applied theory in research.
Actor-network theory and situated action are the least popular
theories. Distributed cognition is not as regularly applied
as activity theory, but still has a reason for its existence,
as several case studies have shown. The results declared
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that activity theory is considered to be a valuable theory
for facilitating a better understanding of technologies in a
healthcare context. Some of the contradiction layers that have
been proposed in the paper will help to reveal key issues that,
when resolved, can lead to smoother system implementation
and more streamlined processes.

The literature review conducted in [121] shows that many
health professionals are creating internet-based treatments
for mental health conditions like depression and anxiety.
The main reason for conducting this literature review is to
find out how sufficiently the rules of HCI and user-centered
design is being incorporated. Some of the negligence that
is still made in developing those applications include poor
understanding of safety, effectiveness, dependable, credible,
reliable, and trustworthy implementation of the interventions.
The endorsement arising from this review is that HCI should
be carefully considered when mental health nurses and other
practitioners adopt e-mental health interventions for thera-
peutic purposes to assure the quality and safety of e-mental
health interventions on offer to patients.

The systematic literature review in [122] pointed out the
main concern about the need for medical care, which has
been increasing for adults around the globe. The main theme
behind this is successful active aging and e-health. The key
research question behind the study conducted was to identify
the factors for improved HCI in technology-enhanced health-
care systems for older adults. The findings of the studies show
several factors needed to be considered for improvement,
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which include trust, personal integrity, technological accep-
tance, e-health literacy, and accessibility of Information and
Communication Technology (ICT) as the most determinant.
The following challenges need to be addressed and improved
to make independent living easier for older people.

The literature review in [123] pointed out the cross func-
tioning of HCI and visualization tools in detail. The main
theme of the review was to check how we use the HCI
and visualization tool to get the users desired information
from a large amount of data. Healthcare services have cru-
cial and high-dimensional data that needed to be analyzed
and integrated. The effective analysis and management of
large amount of data in healthcare has become a priority.
To overcome the integration problem, a new approach has
been utilized in the study for effective analysis. Based on
the sample research, the study focused on the capabilities
and opportunities of working together with these two fields
on healthcare services to get accurate and effective results.
The researchers investigated and used the most popular D3 js,
Welkin, and Gephi visualization tools in this study for their
research.

The narrative review conducted in [124] provides a review
of the previous studies conducted in the field of HCI in health-
care and how HCI can help improve clinicians’ engagement
and leadership. The literature also addresses the issue of not
providing necessary information focused on frontline prac-
tice. The issues are addressed in the literature for the improve-
ment in the complex health system to assist clinicians. The
review integrated the field of HCI into the health system
by highlighting the key role of clinicians. The review also
proposed a clinicians and manager’s guide for the planning,
enacting, sustaining, and scaling of HCI.

The paper in [125] has discussed a variety of digital health
technologies for professional patients and analysts that sup-
port health management and discovery. The review also high-
lighted the benefits of digital health technologies. The survey
also provided ways of improving healthcare by providing an
integrated development cycle in which step-by-step work will
help create a good healthcare technology.

B. ARTIFICIAL INTELLIGENCE IN HEALTHCARE

Al s the field that is providing opportunities for advancement
in many fields. In healthcare, Al is providing insights to
improve patient and clinical team outcomes, reduce costs,
and influence population health [126]. The other role Al is
performing in healthcare includes early detection and diagno-
sis [127]. Al is said to be applied in various types of health-
care data, which may include structured and unstructured
data. Popular AI techniques of include machine learning,
vector machines for structured data, and natural language
processing for unstructured data. The most common dis-
ease areas in which Al is working are the fields of neu-
rology, cancer, and cardiology [128]. It is said in many
articles that AI will add capabilities that will lead to more
efficient and effective care by healthcare providers [129].
Al in healthcare is said to be The hope, The hype, and The
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promise [127]. In this section, some of the paper from the
literature have been reviewed from the Al perspective in
healthcare, the challenges, and what could be the future of Al
in healthcare. Table 6. summarizes the literature that has been
done focusing on the importance of Al in healthcare in the
past.

A paper published in [128] reviewed the importance of Al
in healthcare and provided a literature survey of the applica-
tions of Al in healthcare in three major areas of early detec-
tion, diagnosis, and treatment as well as outcome prediction
and prognosis evaluation. The motivation of Al systems is
to reduce diagnostic and therapeutic errors that are unable to
be overcome in normal human clinical practice. The paper
provided the analysis of ten diseases in which the Al working
fields include neoplasms, nervous, cardiovascular, urogen-
ital, pregnancy, digestive, respiratory, skin, endocrine, and
nutritional diseases. The most common areas among these
diseases include cancer, neurology, and cardiology due to
the severity of these diseases. This is the reason that early
diagnosis is an important factor in these fields. The review
provided the importance of Al based on the fact that Al
will unlock massive hidden information from the field of
healthcare that will assist physicians in making better clinical
decisions in the near future. The paper provided machine
learning algorithms in the medical literature which are used
for searching the data within healthcare. The most common
algorithms that have been used in ML include Support Vector
Machine (SVM) and Neural Network (NN). Input to the
ML algorithm includes patient traits and some medical out-
comes. Some of the baseline traits of patients include age,
gender, and disease history, and disease-based data such
as diagnostic imaging, gene expression, EP tests, physi-
cal examination results, clinical symptoms, and medication.
Patient medical outcomes that may be needed for ML inputs
include indicators, patient survival time, and quantitative dis-
ease levels.

Another paper published in [129] is a review of ML in
healthcare, traditional, clinical, and public health applications
with an important role in privacy, data sharing, and genetic
information. This paper focuses on the implementation of
Al in the healthcare fields in disease diagnosis & prognosis,
treatment optimization and outcome prediction, drug devel-
opment, and public health. In ML, Al is used for making
automated clinical decision systems. The main concern with
technological advances is that they require collecting and
sharing a massive amount of data, which will generate pri-
vacy concerns. The paper points selected areas in which ML
has high potential in clinical translation and public health,
which include clinical disease prediction and diagnosis, drug
discovery and repurposing, and public health (epidemic out-
break prediction). The study pointed out that the research
done in the past has focused on cancer, the nervous system,
and cardiovascular disease. Studies show that many of the
drug discoveries done in the past are the reason for combining
different domains accidentally. ML is used in drug discovery
for making cross-domain linkage due to the high cost of drug
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TABLE 6. Summary of Al in healthcare.

Ref. Year Topic Addressed Technique/ Algorithm Diseases Weakness/Limitati
on/ Future work
[25] 2021 Review of common Rule-based e  General e Unstable Rule-
healthcare applications Decision support system based model
and Projects e Poor
Abstraction
[128] 2017 Review of Common Al Support Vector/ Neural e Cancer e Safety
diseases Network e Cardiology |e Efficacy
e Neurology |e Performance
e Adaptive
Design
e Data Exchange
[127] 2019 Review of Al in SWOT Analysis e Radiology e Al development
applications in India e Strategic
positioning
o cthical
considerations
e joint  public-
private  sector
collaborations
[129] 2019 Review of ML in Not Identified e Cancer e Privacy
[130] 2019 healthcare traditional, e nervous Interoperability
clinical & public health system Trust
applications e cardiovascular
disecase
[131] 2019 Implementing privacy- Random Forest e General e More research is
preserving classification Decision tree healthcare to be done for
system making the field
more common.

development. In public health epidemic outbreaks predictions
such as peak and duration of infection can be easily made
possible if model parameters are partially known, as done
in [130]. Some of the challenges regarding healthcare that
have been identified in this study include privacy, interoper-
ability, and the issue of trust.

The paper published in [127] reviews the status of Al
in developing nations like India and highlights some of the
factors that can be beneficial for providing new directions and
opportunities for Al in healthcare. The field that is pointed out
in this review is the field of Radiology. Radiology is said to
be one of the most evolving fields of medicine. Al-infused
systems have already been developed in the past for the
field of radiology, including the Missouri Automated Radiol-
ogy System (MARS), a computer-based expert system being
developed for radiologists (ICON), Pheonix, and MARS II.
The ethical framework for Al in radiology includes auton-
omy, beneficence, justice, explicability, and transparency.
The study proposed that Al and radiology can be combinable
in the form of Augmented Intelligence, which will make the
future of healthcare lively.

Reviews for Al in healthcare are also presented in
one of the papers in [25], which surveys the present
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state of healthcare applications and the projects related to
them. The medical literature shows that sophisticated algo-
rithms can be developed using Al to read features from
vast datasets of healthcare data and can use the knowl-
edge learned to help clinical practice. The review shows
that Al systems can help reduce medical & therapeutic
mistakes. The Clinical Decision Support System (CDSS)
in medicine was famous in the mid-twentieth century.
Rule-based models in the field of healthcare are found to
be unstable and can require clear expressions of decision
rules. Hence, the paper proposes that with the involve-
ment of Al in healthcare, patients’ satisfaction needs to be
maximized.

The paper in [131] presents the first secure multiparty
computation (SMC) enabled cryptographic protocols for pri-
vate classification with tree ensembles, random forest, and
boosted decision trees. The SMC system was also integrated
with the KenSci healthcare analytics problem and is also
supposed to be one of the first privacy-preserving machine
learning protocols implemented in a real-world scenario. The
review also shows that there are still gaps in security protocols
to be implemented in healthcare and can be worked on for
future research.
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C. EXPLAINABLE ARTIFICIAL INTELLIGENCE IN
HEALTHCARE

Artificial intelligence is being implemented and used in
different fields of healthcare and medicine. The function
of Al in healthcare includes diagnosis, treatment (identifi-
cation), health management/patient engagement, and health
system simulation, etc. Thus, the field of artificial intelli-
gence will be reached to the level of superiority when the
field of XAI will be given the functionality of being able
to be communicative with human users in a realistic man-
ner for answering questions that make the users lack trust
in Al [21]. Table 7 summarizes previous studies, including
diseases, techniques used, and limitations. There are many
studies conducted in the past related to AI’s importance in
healthcare. One of the studies conducted in [21] has provided
some of the dysfunctional items in healthcare related to Al,
including organizational issues, communicational issues, and
socio-relational issues. The organizational issue is mainly
concerned with Al applicability in healthcare which may
struggle to adapt to the timing, procedures, and organization
boundaries of healthcare. Another concern was a communi-
cational issue which may lead to confusion of tongue and the
information provided by the doctors may be lost by Al or
transformed, which will confuse the patients. The third issue
is relational ambiguity, which means involving Al may lead
to confusion about patient and doctor roles, which will cause
socio-relational issues. The study also provided the solution
that needed to be considered for improving the aforemen-
tioned issues. For the improvement of organizational issues,
systematic plans related to Al implementation management
should be included. For the communicational issue, doctor
awareness is necessary along with the double-check of health
information with the patient, and for the socio-relational
issue, the education of the patient and ad hoc formative
resource usage should be considered. One of the aspects that
have been said to be looked into is XAI, which aims to
make the communication between humans and Al easy and
trustworthy.

Based on the increasing trend of Al in healthcare. In the
field of providing trust and explainability to the users,
XAI gains importance. For understandability and interoper-
ability of Al systems, the researchers in [132] have presented
different interoperability techniques. According to the paper
presented, the Al system provides a variety of available tech-
niques which can be adventurous in the healthcare domain.
The paper presents datasets related to healthcare diseases and
explains the advantages of using explainability techniques on
them. The techniques that were discussed in the paper include
example-based techniques and feature-based techniques. The
important benefit learned from the study of these techniques
is that the approaches all speak about how various features are
responsible for the model’s outcomes and assist in the process
of learning along with the ability to explain the behavior of
the model.

The research conducted in [24] has given importance to
using the XAl system for explaining the predictions made by
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Al systems. The paper has discussed XAl as a system for the
analysis and diagnosis of health data through the use of Al
systems and has proposed an approach for achieving trans-
parency, accountability, result tracking, and model improve-
ment in the field of healthcare. The researchers discussed
some of the studies conducted in the past and their methods
of working in healthcare in which LIME and IF-THEN rules
were the prominent methods that were discussed. According
to the proposed model in the paper, using some of the existing
XAI models in combination with clinical knowledge can be
used to obtain more benefits in Al-based systems. According
to the proposed model, smart healthcare applications will be
used to capture the health information of individuals, and a
trained Al model will be used to predict the abnormalities
or disease. The predictions will be used by XAI models for
the explanation. The explanations will be matched with the
clinical knowledge for validation purposes if find correct
then, valuable insights and recommendations will be gener-
ated through it. If find incorrectly then, inaccurate predictions
between clinical knowledge and explanation will be taken
into account for improvement. Thus, the model has given
importance to XAI models for use in healthcare systems.
Research conducted in [25] has firstly discussed the survey
of the current progress made in XAI and its advances in
healthcare applications. The survey provided a mini-review
of XAl methods being used in digital healthcare and medicine
which promotes the concept of XAI globally. The review
was conducted on the advanced use of explainability in
the healthcare sector. The mini-review conducted on the
research is focused on the research related to XAl in health-
care and medicine, which is categorized into five categories,
including XAI via dimension reduction, XAl via feature
importance, XAl via attention mechanism, XAI via knowl-
edge distillation, and XAI via surrogate representations. The
researchers then proposed solutions for XAl for multi-modal
and multi-center data fusion and the validation of both
of them was done using real clinical scenarios. Research
conducted has demonstrated two typical but important
applications of using XAI, which have been developed for
classification and segmentation. Two of the most widely dis-
cussed problems in medical image analysis and Al-powered
digital healthcare. The developed XAl techniques have been
manifested using CT image classification for COVID-19
patients and segmentation for hydrocephalus patients using
CT and MRI datasets. The results of the study have shown
promising XAl results. Other research conducted in [133] has
focused on the recent investigation into the interpretability
and explainability of artificial intelligence and the discussion
of its impact on medicine and healthcare. The applications
of Al in healthcare are also discussed in the paper, which
includes diagnosis and prognosis, drug development, pop-
ulation health, healthcare organization, and patient-facing
applications. The paper also discusses some of the limi-
tations of Al in which one of the drawbacks is difficulty
in validating the output of Al For that purpose, the field
of XAI came into existence, which makes Al results more
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understandable to humans. Several explanation methods are
also discussed in the paper, which include complexity-related
methods, scoop-related methods, and model-related methods.
The paper has discussed some of the key characteristics that
explainable healthcare should include, including adaptability,
context-awareness, consistency, generalizability, and fidelity.
Some of the future research opportunities that have been
discussed in the paper, which include human computing inter-
action, human in the loop, explanation evaluation, and other
explainable intelligent systems, should also be developed.
As aresult, the paper discussed XAl as an emerging field that
was said to be the field that could increase Al acceptance in
the healthcare sector. The research conducted in [134] was
focused on deep learning explanations related to skin can-
cer. Deep learning decision support in medical applications
is concentrated on and discussed in relation to skin cancer
diagnosis using cancer, dermoscopic, and histopathological
images. The research was mainly focused on checking the
explainability perspective in medical healthcare. The results
show that histopathological skin images have received little
attention. The review shows some of the existing variety
of taxonomies for XAl methods in the literature, which are
grouped into four categories: Visual Relevance Localization,
Dermoscopic Feature Prediction & Localization, Similarity
Retrieval, and Intervention. The review suggests that future
work should focus on meeting the stakeholders’ cognitive
concepts, providing exhaustive explanations that combine
global and local approaches, and leveraging diverse modal-
ities. The paper [22] proposed a powerful solution for the
increasing explainability of Al-based solutions for the indi-
viduals such as medical practitioners. The proposed solution
will provide an explainability solution for ML methods and
underlying workflows to be integrated into standard ML
workflow. The paper in [135] has discussed a trustworthy
framework on how to create a trustworthy explainable Al
in healthcare. The framework was created from the previous
studies conducted in the past. The framework was developed
with the help of using two components explanation character-
istic and human-machine trust, which is further divided into
two types’ cognitive-based trust and affect-based trust. The
framework provided in this study can be used for building
trustworthy explainable healthcare systems in the future

IX. CHALLENGES OF XAI IN HEALTHCARE
The advancement of XAl is integrating different Al tech-
nologies. It includes business processes, security, and Al
for designers. Healthcare is one of the fields which is now
improving itself by integrating technological advances in
it. In the past, different ML algorithms were used in the
healthcare domain for the diagnosis of diseases and new drug
production for patients. XAl is one of the factors which is now
being used along with healthcare for making the healthcare
sector more advanced. Table 8. Below, we provide a summary
of the challenges of XAl in healthcare.

Research in [23] has been conducted for the review of exist-
ing XAl systems which are using electronic health records
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and for providing the techniques that have been used in these
studies along with the research gaps and challenges to cater
to future perspectives. The study shows that further research
needs to be done in XAl for the medical field, along with
the review that such research will be helpful for medical
professionals, and many opportunities exist for working in
this domain.

Another research conducted in [24] expressed concern
about the difficulties of restricting the AI model to specific
domains in order to achieve greater accuracy. Another issue
raised in the paper was the need to explain XAl techniques so
that they are easily understood by model users and the med-
ical healthcare system. Lastly, the issue of the development
of appropriate user interfaces was suggested for effectively
displaying information related to XAI.

The researchers in [23] have provided different challenges
related to XAl concerning healthcare. The first issue was that
visualization does not always provide good explainability to
health professionals. The robustness of the system should
be increased by adding more features related to XAI. More
features added to the XAI will help to increase the accuracy
of the XAl model. The other challenge was that the predictive
analysis provided by the model will raise false causation
which may not be true related to the said disease and insuffi-
cient explainability is one of the causes of not adapting XAl
in healthcare.

Other research in [25] has focused on the challenge of
explainability and transparency of the XAI model, which
may cause inadaptability of XAI models in the healthcare
sector. Another study in [22] raised the concern of a lack
of explainability and operations of XAl in clinical expertise,
which could be a problem for adaptability. The other main
issue is integrating XAl with existing ML workflows and the
lack of high-level explainability related to ML models.

X. OUR CONTRIBUTION

The paper provides an overview of HCI, Al, and XAI based
on the literature, which would be beneficial to anybody inter-
ested in these topics. Because all of these disciplines have
fundamental information in the literature. The characteris-
tics of ML were also examined in many domains. In the
realm of AI, ML characteristics are extremely important to
incorporate into different models. The field of Explainable
Artificial Intelligence, as well as its techniques, was another
focus of the review. The relevance of various XAl explanation
approaches in various domains has been established through
a review in which visual explainability is used to describe
visual explanation of model behavior. The text explanation
approach is another strategy that is used to provide text for
describing the model. The healthcare area was the primary
focus of this XAI evaluation. The review also discussed
the relevance of XAl in healthcare and previous research,
as well as the problems associated with each review, which
are included in Table 8. Interpretability, inadequate explain-
ability, and model correctness are among the most significant
problems addressed in various studies.
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TABLE 7. Summary of XAl in healthcare.

Reference | Year | Area of | Technique Disease/Domain of | Weakness/Limitation/Future
Research /Algorithm/ Tools healthcare work

[21] 2020 | Problems and e Decision e medical e Trustworthy
solutions  to Making practice  and communication
dysfunctional Process consultation between humans and
items in Al Al

[132] 2020 | Interoperability e Feature-based e Heart Disease e  Explain the process of
of Al system technique learning in the black-

e  Example based box model.
Technique e Explain the behavior
of the model.

[24] 2020 | Smart e model- e  Asthma e Better improvements
Healthcare agnostic e Diabetes related to its adoption
application methods e lung cancer and usage of Al-

e Local based Systems.
Interpretable e  Assumption-based
e  Model- operation.
Agnostic e  Computational cost.
Explanation
e Recurrent
Neural
Network

[25] 2021 | Survey of XAl e dimension e  Clinical e development of XAI
and its reduction Scenarios in medicine and
advances  in o feature e  Hydrocephalus digital healthcare
healthcare importance e Covid-19
application e attention

mechanism

e knowledge
distillation

e  surrogate
representations

[133] 2020 | Interpretability o Complexity e Diagnosis and e Validating output of
and related Prognosis Al
explainability methods e Drug e Human-Computer
of Al e Scoop related development Interaction

method e Population e Human in the loop
e Model-related Health
methods. e Healthcare
organization
e patient-facing
application
[134] 2021 | Deep learning e  Visual e Skin cancer e meeting the
explanation Relevance stakeholder’s
Localization cognitive concepts
e Dermoscopic
Feature
Prediction &
Localization
e  Similarity
Retrieval
e Intervention

[22] 2020 | Feature e Feature e  Automated e developing a
Importance importance medical framework that
scores can be diagnostic automates the
integrated into training and
an ML validation of models
workflow s appropriate
adopted

[135] 2020 | Framework for e General e Healthcare e qualitative and
interpreting framework quantitative study for
explicability the investigation of
and explanation and trust
trust in in healthcare
healthcare
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TABLE 8. XAl challenges in healthcare.

Reference | Challenges Description
[21] Organizational issues It will cause decision paralysis which will cause uncertainties, delays, and
confusion in Al implementation in practice [21].
Communicational issues The communication issue can be said a confusion of tongues in which
information is lost when the conversion of information for the patient is
communicated to Al [21].
Socio-Relational issues Role ambiguity acts on socio-relational aspects in healthcare contexts. It
refers to the unwanted effects on trust and quality of relationship related to
the addition of an artificial converser within the context [21].
[25] Transparency Lack of accessibility of models is also one of the reasons for being
uncommon in clinical practices [25].
[24] Restriction of Al models Restriction for choice of using AI models for achieving greater accuracy
[24].
Incorporation of XAI The explanation should be made in such a way that it will be understandable
techniques by normal individuals or experts in the medical domain [24].
XAI explanation Development of appropriate user interfaces should be included for
effectively displaying explanation [24].
[23] Interpretability All visualization does not provide better interpretability to health
professionals [23].
Robustness More longitudinal features needed to be added in XAI [23].
Explainability The absence of the definition of explainability for different use cases [23].
Accuracy More features needed to be added for the improvement of model accuracy
[23].
False causation Predictive analysis on uncommon diseases might result in some causation
that is not known [23].
Insufficient Explainability | Insufficient explainability is one of the reasons for the maladaptation of XAI
in healthcare [23]
[22] Lack of explainability Related to feature engineering processes there is a lack of explainability to
incorporate clinical expertise [22].
Complexity In the integration of XAl approaches with existing ML workflow [22].
Lack of model operations | In different medical settings, there is a lack of explainability of model
operations [22].
Lack of high-level High-level explainability is lacking related to data for ML models [22].
explainability

A. LIMITATIONS OF THIS REVIEW

For the literature review, only a small number of databases,
journals, and conferences were evaluated. Before 2016, no
articles were listed. The number of strings and keywords
that could be used to search the literature was restricted.
Finally, the study focused on the fundamentals of HCI, Al,
and its developing fields of XAl in healthcare, as well as the
problems that come with them.

XI. CONCLUSION

This study presents a comprehensive review of an emerging
XALI area that combines Human-Computer Interaction with
Artificial Intelligence. The papers chosen for the evaluation
were divided into areas such as HCI, Al, XAI & Impacts,
and application of these domains in healthcare. The article
highlighted the relevance of the domains of HCI and Al,
as well as the newly found area of Explainable Artificial
Intelligence, which was created by merging the two areas.
Along with the contributions and good XAl in many areas,
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this article also discusses the goals of XAI and the work
of XAI in healthcare, as well as the problems of XAI in
the healthcare sector. Because machine learning (ML) is
a popular topic in Al due to its algorithmic contributions
and features, this study focuses on ML’s key properties and
explainability approaches. The problems of healthcare can be
used in this study to better focus on the study’s shortcomings
and how to close them.

XIl. FUTURE DIRECTIONS

XAI is a new field that improves user trust by bringing
people into the loop and eliminating transparency concerns.
Future research should be conducted on the XAI algorithms
in order to assess their effectiveness and make them more
beneficial for application in many areas. The difficulties indi-
cated by the review, which include enhancing and adding new
explainability approaches linked to certain domains, as well
as improving model interpretability and accuracy concerns,
are another area that should be given priority in the future.
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