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ABSTRACT This paper examines a hiring logic problem in which all players involved in this game
are exposed to scenarios where they can learn from the changes and these modifications influence their
preferences; consequently, their decision-making differs from the classical agency theory proposed by [1].
Therefore, how this new learning approach of the agents involved in the delegation of activities changes
the methodology of the hiring logic. Concepts such as nonlinear preferences, partial understanding of
performances by repetition, and economic cycles of employability are introduced into the classical model,
bringing a series of significant changes in the structuring of the game according to the perception and
knowledge of the agents involved in the model. As a result, the model indicates that there is a different
way to understand hiring logic using the principal-agent model, in which the optimal contract is adapted for
learning agents, due to the natural change of behavior by changing perception and preferences in the game.

INDEX TERMS Agency theory, hiring logic, learning, nonlinearity, repeated games.

I. INTRODUCTION
The optimal formulation of labor contracts has always been
a topic of discussion regarding the incentives present in the
relationship between the agents involved in the hiring pro-
cess, due to the series of factors present in the scenario. Game
theory can help us understand the main issues involved in
this model to analyze the different scenarios present in this
context [13].

In recent decades, several researchers [2]–[5] studied the
behavior of the relationship between employers (principal)
and employees (agents) in a hiring logic and optimal contracts
of labor worldwide. As a result, many questions have been
raised, such as the incentives found in each relationship, the
kind of information presented in the game, the possibility of
controlling the task delegation of hiring to different kinds of
agents, and the behavior of the preferences. Understanding
these dynamic incentives is central to decision-making.

According to [6] themost game-theoretic research relies on
the availability of spectrum statistics in order to formulate the
game and cope with spectrum dynamic changes, especially in
stochastic [7] and repeated games [8]. Such information is not
known a priori, limiting the applicability of this approach [9].

In hiring logic, an account must be taken of the degree of
agents’ global perception of the scenario in which they are
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involved. In other words, what is needed to understand how
much the players learn from basic differences in the scenario,
such as changes in performance to a greater perception of the
game, understanding (the gains of other players, the greater
the degree of effort needed to perform a certain task, under-
standing changes in the labor market, etc. This corroborates
the fact that there have been changes in the agent’s prefer-
ences, which modifies how to draw up an optimal contract
for each situation.

Therefore, models with dynamic contracts with limited
commitment [10]–[12] are one way to investigate problems
of optimal contracting in environments where one or more of
the contracting parties are exposed to outside opportunities
that tempt them to leave the ongoing relationship.

On the other hand, contract theory, which focuses on non-
monetary incentives, is set out by [13], which introduces
goal setting into the hiring scenario and demonstrates that
monetary incentives are not a unique motivation tool. More-
over, [14] criticize the unilateralism of agency theory and
seek a way to formulating contracts bilaterally and [15]
considers a principal-multiple agent model in which agents
are privately informed about their intrinsic motivations for
collaborating or for competing.

Furthermore, hiring processes have a long tradition of
explicit and implicit human biases, which may lead to
different consequences [4]. There are several kinds of
bias [16], [15] that may influence hiring decisions. In all
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these scenarios, the relationship between the players is based
on the preference structure of the agent involved in the
process. Thus, an analysis must be conducted regarding the
consequences of different types of changes in the model.

To analyze this context, we use the principal–agent the-
ory, which has been a very influential theoretical apparatus
for gaining insights into the design of labor incentive con-
tracts [17]–[21]. In most principal-agent relationships, the
principal has to induce the agent to engage in several tasks
simultaneously.

The agent’s performance can often be measured fairly
accurately in some tasks, but in others, the available perfor-
mance measures may be very noisy, or a verifiable perfor-
mance measure that can be used to provide explicit incentives
to the agent may not even exist.

For example, a production worker may have to produce
a certain amount of output that is easily measurable, but he
may also have to ensure that the quality of output is high and
that the machinery he is working with is properly maintained,
which may be more difficult to monitor.

Another example is a schoolteacher who has to teach his
students basic skills, such as the three R’s (reading, writing,
arithmetic), which can be measured in standardized tests, but
also has to stimulate their creativity and teach them social
skills, which are much harder to evaluate [22].

Therefore, the starting point of incentive theory in a labor
contract corresponds to the problem of delegating a task to
an agent with private information. This private information
can be of two types: either the agent can take an action
unobserved by the principal called hidden action, or the agent
has some private information about its cost or valuation that
the principal is unaware of, called hidden knowledge [1].

When two parties engage in a business relationship, their
interests are usually not perfectly aligned, and information
asymmetry can further exacerbate the tension between them.
The principal-agent model is a stylish framework for studying
such a problem [23]. Furthermore, the agents performing the
task incur marginal costs that are associated with the number
of units of work to be carried out [1].

However, according to the theory of labor [24], the
marginal cost of doing one more one unit of any activity
increases by degrees i.e. the more the individual works the
greater the marginal cost of performing a certain activity,
which [24] called the marginal disutility of labor.

Therefore, the agent’s utility is affected by the increase in
the total cost of production, and utility decreases because the
rate of pleasure increases, which changes the strategies the
principal must use to draw up the contract.

Moreover, in a principal-agent situation, the agent chooses
an action ‘‘on behalf of’’ the principal. The consequence of
this depends on the random state of the environment as well
as on the agent’s action. After observing the consequence, the
principal makes a payment to the agent according to a pre-
announced reward function, which depends directly only on
the consequence observed [25].

Another approach to increasing efficiency is the theory
of repeated games. If a game with two or more players is
repeated, the resulting situation can be modeled naturally
as a ‘‘supergame’’ in which the players’ actions in any one
repetition are allowed to depend on the history of the previous
repetitions. In the principal-agent situation, the repetition of
the game gives the principal an opportunity to observe the
results of the agent’s actions over a number of periods and use
a statistical test to infer whether or not the agent was choosing
the appropriate actions.

The repetition of the gamewould also provide the principal
with opportunities to ‘‘punish’’ the agent for apparent depar-
tures from the appropriate actions.

The nonlinearity and the repetition included in a labor con-
tract, using the principal- agent model, changes the structure
of the utility functions for all the agents involved in the game.

Repetition is possible because when a principal observes
the agent’s performance, his observation is not conclusive,
and it may vary his performance in the next hiring due to
the individual’s fluctuations that arise from the perception of
changes in the market and in their behavior. In addition, the
nonlinearity is justified because of the theory set out by [24]
in the marginal disutility of labor. In both cases, the players
involved in the hiring logic learn from the changes imposed
by the scenario, which can alter the terms of the optimal
contract proposed by [1].

This study seeks to analyze the differences in the optimal
contract formulation proposed by [1], when all players learn
from the scenarios imposed on them. The learning deals
with changes in the utility structures of each player for each
scenario, whether these are the marginal disutility of labor,
the partial understanding of performance by the repetition
game of hiring in the repeated model, or the influence of
market economic cycles on the preferences of those involved.

Section 2 describes the nonlinear model of the prefer-
ences. Section 3 examines the optimal contract under the
assumption that repetition can influence the understanding
of the performance of all players. Section 4 discusses the
impact of structuring the utility of understanding economic
employability cycles. Finally, Section 5 concludes the paper.

II. THE NONLINEAR MODEL OF PREFERENCES
According to [24], labor is the painful exertion, which we
undergo to ward off pains of greater amount, or to procure
pleasures, which leaves a balance in our favor. Labor can
also be agreeable at the time and conducive to future good;
however, it is only agreeable in a limited amount, and most
people are compelled by their wants to exert themselves
longer and more severely than they would otherwise do.

Each job requires a different level of effort from the agents.
To define this level of effort, [24] shows that the amount
of labor will be a quantity of two dimensions (intensity and
time). Intensity of labor may have more than one meaning;
it may mean the amount of work done, or the painfulness of
the effort of doing it. Therefore, the theory of labor involves
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three parameters: the amount of painful exertion, the amount
of produce, and the amount of utility gained.

The individual utility of an agent can be modified by using
two parameters: Besides the quantity produced, he can vary
his utility by the level of effort employed due to the amount of
painful exertion. Experience shows that as labor is prolonged,
the effort becomes increasingly painful as a general rule.
A few hours of work per day may be considered agreeable
rather than otherwise; however, as soon as the overflowing
energy of the body is drained off, it becomes irksome to
remain at work. As exhaustion approaches, continued effort
becomes less and less tolerable.

To explain how utility decreases when effort increases
because of the increase in the amount of work, some aspects
of these phenomena are described in Fig 1.

FIGURE 1. Marginal disutility of labor (Jevons, 1957).

In Fig 1, the height of the points above the line ox denotes
pleasure and the points below it denotes displeasure. The
moment of commencing labor is usually more irregular than
when the mind and body are bent well to the work. Therefore,
pain was measured using the oa. At b, there was neither
pain nor pleasure. Between b and c, an excess of pleasure is
represented as being due to exertion. However, after c, energy
begins to be rapidly exhausted, and the resulting pain is shown
by the downward tendency of line cd. At the same time,
we may represent the degree of utility of the produce by some
such curve as pq, the amount of produce being measured
along the line ox.

Therefore, the utility of the agent decreases with increas-
ing rate, whereas the marginal cost increases with decreas-
ing rate. Thus, there is nonlinearity in labor contracts. The
principal-agent model is an application of work contracts, and
therefore, this model must be analyzed using the marginal
disutility of labor concepts.

A. LEARNING IN THE NONLINEAR MODEL
An understanding of an activity is provided by monitoring
activity and practice. Hence, players involved in a work con-
tract learn from the daily routine, that is, with the exercise
of the function. Therefore, the optimal contract formula-
tion must consider the effort made by the agents and the

consequences of this in utility structures, as shown in the
model below:

1) LEARNING WITH THE LABOR: UNOBSERVABLE COSTS
According to [1], a contract can be formulated between an
individual who wishes to delegate a particular activity to
another agent, but he is not aware of the actual performance
of the agent. The incentives of the agents involved in the
game are determined by their utility functions that describe
the costs and benefits of the players. This contract is designed
considering a linear relationship between the costs of carrying
out the activity and the amount of labor to be performed,
according the classical agency theory elaborated by [1] and
as a way to simplify the approach.

However, the production costs of doing the work may not
have a linear relationship with the time or quantity of work
performed, because the agents learn from the activity.

With the theory of the marginal disutility of labor, it is
demonstrated that the costs of performing a certain activity
increases and that to produce q quantities costs the agent less
than 3q, not only because of the quantity realized, but also
because of the cost of the growth in the marginal production
of q quantities.

Agents can have varying levels of efficiency, with a known
assumed probability distribution. It is said, then, that agents
can be of different types. By way of simplification of the
model the agents involved in this activity are characterized as
efficient agent, those who produced larger quantities because
they have lower marginal production costs and inefficient
agent, which are those who produced smaller quantities
because they have higher marginal costs of production.

Thus, the utility functions of the agents involved change as
follows:

U = t−
(
θ
)α q (1)

U = t −
(
θ
)α

q (2)

• U is a high performance agent’s utility;
• U is a low performance agent’s utility;
• q is the quantity produced for de efficient agent;
• q is the quantity produced for de inefficient agent;
• θ denotes the marginal cost of the efficient agent;
• θ denotes the marginal cost of the inefficient agent;
• t is the amount paid for the normal work of an efficient
agent;

• t is the amount paid for the normal work of an inefficient
agent;

• α is a parameter that demonstrates that the cost grows at
increasing rates with the realization of an additional unit
of work, because of the learning, with α > 1.

Moreover, by analyzing the structure developed [1], it is
not easily to visualize the need for changes in the quantity
requested by the contracting agent for sporadic and/or float-
ing demands of products and, in several cases, this situa-
tion can be found. To introduce the possibility of additional
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requests appearing, the contract must be drawn up by consid-
ering the utility of the agents, whether additional demands do
or do not occur. Thus, the utility of the agents is:

U = (k)
((
t+ te

)
−
(
θ
)α q+ (γ β) q

e

)
+ (1− k)

(
t−

(
θ
)α q) (3)

U = (k)
((
t+ te

)
−
(
θ
)α

q+
(
γ β
)
qe
)

+ (1− k)
(
t−

(
θ
)α

q
)

(4)

where:
• k is the probability of the need for additional demand on
the part of the principal, and (1 − k) is the complemen-
tary probability.

• θ is the marginal cost for each q unit stipulated in the
contract for regular hours.

• γ is the marginal cost for each additional unit stipulated
in the contract, in which γ − θ > 0.

• t is the amount paid for the normal work of an efficient
agent;

• t is the amount paid for the normal work of an inefficient
agent;

• te is the amount paid for the additional work of an
efficient agent;

• te is the amount paid for the additional work of an
inefficient agent;

• qe is the additional amount worked by an efficient agent;
• qe is the additional amount worked by an inefficient
agent;

• α is the factor that determines the rate of growth of the
marginal cost by the increase and effort of the agent in
the units defined in the contract because of learning.

• β is the factor that determines the rate of growth of the
marginal cost owing to the increase and effort of the
agent in the additional units. Given α > 1 and β > 1.

The agents need a minimal benefit to accept the princi-
pal’s proposal, considering that any external opportunities are
equal to zero, that is, any external alternatives are less attrac-
tive (less profitable). Thus, new participation constraints are
added to those that already exist. Therefore, knowing that the
agent accepts the contract of the normal and additional units.

(k)
((

t+te
)
−
(
θ
)α q+(γ)β q

e

)
+(1− k)

(
t−

(
θ
)α q) ≥ 0

(5)

(k)
((
t+te

)
−
(
θ
)α

q+(γ )β qe
)
+ (1− k)

(
t−

(
θ
)α

q
)
≥ 0

(6)

Hence, the agents need to be discouraged from changing
productive behavior; thus, the following incentive compati-
bility constraints are present.

(k)
((

t+ te
)
−
(
θ
)αq+ (γ)β q

e

)
+ (1− k)

(
t−

(
θ
)α q)

≥ (k)
((

ts+te
)
−
(
θ
)αq+(γ)β qe)+ (1− k)

(
t−

(
θ
)α q)

(7)

(k)
((
t+ te

)
−
(
θ
)α

q+ (γ )β qe
)
+ (1− k)

(
t−

(
θ
)α

q
)

≥ (k)
((
t+te

)
−
(
θ
)α

q+ (γ )β q
e

)
+(1− k)

(
t−

(
θ
)α

q
)
(8)

Finally, the principal needs to maximize his utility, called
Up, by formulating a contract that is the most beneficial to
him, that is, knowing that there is asymmetry of information
and, consequently, it is known that the utility of the principal
is:

Up = Max k
(
v
(
S
(
q
)
+S

(
q
e

)
−

((
θ
)α q+ (γ)β q

e

))
+ (1− v)

(
S (q)+ S

(
qe
)
−

((
θ
)α

q+ (γ )β qe
)))

+ (1− k)
(
v
((

S
(
q
)
−
(
θ
)α q))

+ (1− v)
(
S (q)−

(
θ
)α

q
))

(9)

where:
• S is the benefit that the principal get when the agents
produces q units; where S′(q)>0, S′′(q)<0 and S(0)=0.

• v is the probability to find efficient agents.
As t refers specifically to the benefit that accrues to agents
from their costs, one can rewrite the utility of the principal by
considering costs and information rent, which occurs when
the principal is an environment of incomplete information,
that is, he wants to delegate an activity to two possible types
of agents, but does not know their real productivity.

Up = k
(
v
(
S
(
q
)
+S

(
q
e

)
−

((
θ
)α q+ (γ)β q

e

))
+ (1− v)

(
S (q)+S

(
qe
)
−

((
θ
)α

q+
(
γ β
)
qe
))

+ v
(
1θαq+1γ βqe

))
+(1− k)

(
v
(
S
(
q
)
+
(
θ
)α q)

+ (1− v)
(
S (q)−

(
θ
)α

q
)
+v

(
1θαq

))
(10)

The utility of the principal this in the face of an expected
demand, which it will seek to maximize. In addition, based
on the probabilities associated with the unawareness of the
agents’ behavior represented by v and (1-v), the benefits
to the principal represented by S (q) and S (q), and by
the marginal costs of the principal with the contracting of
each profile without the possibility of additional demands(
θ
)α q and (θ)α q and as the possibility of additional demands(
θ
)α q+(γ)β qe and (θ)α q+ (γ )β qe. All of them represent

the allocative efficiency of the utility of the principal, also
possessing the informational rent with and without additional
demands v

(
1θαq+1γ βq

)
and v (1θαq).

The first-order conditions for each agent must be deter-
mined because the principal needs to maximize its utility.
Given that Up is a strictly concave function, we have a global
maximum.
Proposition 1: If there is no possibility of additional

demands
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(i.e., k = 0), the expected results are

S′ (q) = α
(
θq
)α−1

θ+
v

1− v
α
(
1θq

)α−1
1θ (11)

S′
(
q
)
= α

(
θq
)α−1

θ (12)

Compared with the classic model of Laffont and Mar-
timort (2001), the maximization result for the principal
must consider more factors than only θ and θ . Given that

α
(
θq
)α−1

θ > θ and α
(
θq
)α−1

θ > θ with α > 1, the
principal needs to pay the agents more.

The understanding of the marginal disutility of labor is a
driver of the agents’ results, which leads to more principal
spending.
Proposition 2: If there is the possibility of additional

demands, then k > 0, the expected results are as follows:

S′
(
q
)
= α

(
θq
)α−1

θ (13)

S′ (q) = α
(
θq
)α−1

θ+
v

1− v
α
(
1θq

)α−1
1θ (14)

S′
(
q
e

)
= β

(
γ q
)β−1

γ (15)

S′
(
qe
)
= β

(
γ q
)β−1

γ+
kv

(1− k)(1− v)
β (1γ q)β−11γ

(16)

Compared with the classic model of Laffont andMartimort
(2001), the maximization result for the principal brought
other variables that leverage the agents’ marginal costs both
in the normal amount worked and in the additional amount.
Knowing that β > α, this disutility is even greater in the
additional quantities, which makes the principal reformu-
late his proposals for the most efficient agent with larger
disbursements.

2) LEARNING WITH LABOR: EFFORT LEVEL
According to the classical principal-agent model, we consider
an agent who can exert a costly effort, and this effort can
take two possible values that we normalize as a zero-effort
level and a positive effort of one: [0,1]. Exerting effort e
implies a disutility for the agent that is equal to ψ(e) with the
normalizations ψ(0) = 0 and ψ (1) = ψ . Thus, the positive
value was equal to 1.

However, when we consider the disutility of the agent as a
function ψ(e), we admit that e is a constant value that varies
between 0 and 1. Therefore, ψ(e) = e.
Using the concept of learning in the marginal disutility

of labor, the effort e varies with the production level, and e
increases when the level of production increases. Therefore,
the disutility function is ψ(e) = eα , where α represents the
exponential growth of the production level, with α > 1.
In this sense, e is not constant.

The agent’s utility changes to U= u(t) – eα , with u increas-
ing and concave (u′ > 0 u′′ < 0.

The principal’s expected utility of the agent is written as:

V1 = π1
(
S (q)− t

)
+ (1− π1) (S(q)− t) (17)

If the agent makes a positive effort (e = 1), and

V0 = π0
(
S (q)− t

)
+ (1− π0) (S(q)− t) (18)

If the agent makes a negative effort (e = 0).
Where:
• S (q) is principal benefits of a low performance agent’s
work;

• S
(
q
)
is principal benefits of a high performance agent’s

work;
• t is the amount paid for the normal work of an efficient
agent;

• t is the amount paid for the normal work of an inefficient
agent;

• π1 is the probability associated to level of effort equal
to 1;

• π0 is the probability associated to level of effort equal to
zero.

The principal wishes to induce a positive effort (e = 1) to
maximize his utility, such that V1 ≥ V0. However, when we
introduce the new agent’s utility function U = u(t)–eα , the
exponential disutility is inserted in the context, thus changing
the model. Knowing this, eα = ψ(e) only when α = 1.

Given that the production level q increases, the effort
increases at an increasing rate with α > 1. Therefore, the
disutility of the agent is higher than that of the classical
model, and α tends to increase with the growth of disutility.

Therefore, the deadline must be found that makes the
principal wish to induce the agent to make a positive effort
e = 1. Thus, the new moral hazard incentive constraint can
be written as:

π1u
(
t
)
+(1−π1) u

(
t
)
− eα ≥ π0u

(
t
)
+(1− π0) u(t) (19)

This is the incentive constraint, which implies that the
agent prefers to exert a positive effort. However, the utility for
the positive effort should be greater than that of the classical
model to compensate for this new disutility.

Therefore, the principal continues to induce a positive
effort, but there is a limit that decreases the desire to induce
a greater effort than that of the classical model.
Proposition 1: If the principal induces a positive effort

greater than the limit for the exponential disutility, his costs
could be greater than the benefits that discourage the principal
from taking the action.
Proposition 2: If the disutility α is very high, the princi-

pal cannot demand much effort considering the production
level q, such as increases in q increases e, which restricts the
principal’s ability to require the agent to make an effort.

The agent’s participation constraint is now re-written as:

π1u
(
t
)
+ (1− π1)u

(
t
)
− eα ≥ 0 (20)

Therefore, the expected utility of the principal when he
tries to induce effort by the agent is:

π1
(
S− t

)
+ (1−π1) (S− t) (21)
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Since the participation constraint is binding, we also obtain
the value of this transfer, which is sufficient to cover the
disutility of effort, namely t∗∗ = eα

V1 = π1S+ (1− π1)S− eα (22)

Had the principal decided to let the agent exert no effort,
e = 0, he would make a zero payment to the agent regardless
of the agent’s output. Therefore, the principal obtains payoff
as follows:

V0 = π0S+ (1−π0)S (23)

Inducing effort is thus optimal from the principal’s point of
viewwhenV1≥ V0, that is, π1S+(1− π1)S−h(ψ) ≥π0S+
(1−π0)S, or to put it differently when:

1π1S ≥ h(ψ) (24)

where 1S = S− S
However, if α is sufficiently large, V1→ V0. Therefore,

there is a value of α for each q production level that discour-
ages the agents who want to grow because the disutility is
larger than the benefits.

The principal continues to induce effort and must choose
the contract, which solves the following problem.

π1
(
S− t

)
+ (1−π1) (S− t) (25)

π1u
(
t
)
+ (1− π1) u

(
t
)
− eα ≥ π0u

(
t
)
+ (1−π0) u(t) (26)

π1u
(
t
)
+ (1− π1)u

(
t
)
− eα ≥ 0 (27)

Therefore, the amount t for both agents is larger than that of
the classical model to compensate for the marginal disutility
of labor by the agents involved.

Moreover, for production level q, α tends to increase,
thus forcing the principal to reformulate the optimal contract
considering the new disutility.

Changing the terms, we have:

Up = Max π1
(
S− eα

)
+ (1− π1) (S− eα) (28)

Extracting the first-order conditions from the principal’s
utility function, we have to

S′ = αeα−1 (29)

S
′
= αeα−1 (30)

From the information obtained in the first-order conditions,
it is possible to define αeα−1> e regardless of the level of
effort of the contracted agent, which means that the principal
has to disburse S, which is a larger amount than the classic
model by [1].

3) NUMERICAL EXAMPLE AND RESULTS
This subsection describes the numerical case that demon-
strates the impact of learning with labor in the classical model
for unobservable costs and levels of effort.

a: NUMERICAL EXAMPLE FOR UNOBSERVABLE COSTS
Given that in the classical principal-agent model, θ grows
linearly with the quantity produced, the principal draws up a
contract of execution of n tasks, given q = n for both agents.
Knowing that, the efficient agent will producemore that the

inefficient agent, the principal distributes the contract menu:
{($ 500, x units); ($ 300, x units)}.

The principal does not observe the agents’ marginal cost,
but the agents know their costs for the inefficient agent
θ = $ 10.00, and for the efficient agent θ = $ 5.00. Therefore,
we have the following payoffs as described in the Table 1:

TABLE 1. Payoff on the classical principal agent model.

The efficient agent accepts a contract up to x = 100 units
produced, because its marginal cost of θ = $ 5.00, increases
linearly with the quantity produced. The inefficient agent
accepts a contract up to x = 30 units produced. Since the
efficient agent can be considered inefficient, he can have an
additional $ 100 cash to keep him from concealing his real
performance. However, with the marginal disutility of the
work proposed by [24], keeping the values of t and θ constant,
one should take into account the α > 1, which for both agents
in this model grows in the same way.

TABLE 2. Production level on the learning with labor to unobservable
costs.

Thus, we have the sensitivity analysis below, with incre-
ments of 50% in the value of α every 10 units produced for
the efficient agent and three units produced for the inefficient
agent in the normal production.

Moreover, increments of 50% must be implemented in the
value of α every five units produced for the efficient agent and
three units produced for the inefficient agent in the additional
production. Table 2 presents the new payoffs.

Given that the marginal cost of the efficient agent increased
by 50% after the first 10 units produced, it did not produce
90 units, as in the classical model. The new denominator
is 51.5 = 11.18; because of this, 450 remaining divided
by 11.18, which results in 40.25 units produced, a loss
of 55.27%.
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TABLE 3. Production level on the learning with labor for additional
demands to unobservable costs.

For the principal to have the 90 units stipulated in the
contract, he will have to pay larger amounts. With α = 2, the
efficient agent produces another 16 units for the same value
of the initial contract with a loss of 80%. With α = 2.5, the
agent will produce another 6.26 unit with a loss of 91.05%.

The same occurs with the inefficient agent, he will only
produce another 8.53 units if α = 1.5; 2.4 units if α = 2 and
0.66 units if α = 2.5, with, respectively, percentage losses of:
68.40% if α = 1.5; 90% if α = 2 and 96.85% if α = 2.5.
As there is still the possibility of additional demands,

the principal draws up a contract menu for that possibility.
However, β, which is the increasing marginal cost of the
additional activity, is greater than α. Therefore, the principal
will have to pay even more to get both agents to perform the
task stipulated in the contract.

The contract menu given by the principal is {($ 50 per addi-
tional unit); ($ 30 per additional unit)}. However, marginal
costs are higher for both the efficient agent θ = $ 6.00, and the
inefficient agent θ = $ 12.00. In addition, the efficient agent
has more information rent from the emergence of additional
demands, as he can be inefficient in this case as well. There-
fore, the principal disburses $ 150 to inhibit this action. All
marginal costs of the model are monetary terms that facilitate
the demonstration. Therefore, we have:

Therefore, because the marginal cost of the efficient agent
increased by 50% after the first five units produced in the
additional time, it will not produce 7,5 units, as in the classical
model. The new denominator is 61.5 = 14.69, resulting
in these 45 remaining units divided by 14.69, resulting in
3,06 units produced and a loss of 59.2%. For the principal
to have the 7,5 units stipulated in the contract, he will have to
pay out larger amounts. With β = 2, the efficient agent will
produce another 1.11 units for the same value of the initial
contract with a loss of 72.25%.

With β = 2, 5, the agent will produce another 0,39 units
with a loss of 88.85%. With β = 3, the efficient agent will
produce another 0,13 units for the same value of the initial

contract with a loss of 99.56%. The same occurs with an
inefficient agent. He will only produce another 0.72 units if
β = 1, 5; 0.18 units if β = 2, and 0.04 units if β = 2, 5 and
0,01 units if β = 3, with, respectively, percentage losses of:
97,60% if β = 1, 5; 99.30% if β = 2; 99.83% if β = 2.5 and
99.95% if β = 3.

b: NUMERICAL EXAMPLE FOR EFFORT LEVEL
For the classical model with moral hazard, the agents exert
an effort that is not observed by the principal. This effort
can be represented by e, which is a parameter of disutility
embedded in the utility function of the agents involved in an
asymmetric information contract. However, the parameter e
can vary according to the marginal disutility of labor [24].

Therefore, the principal distributes the same contract menu
of adverse selection {($ 500, x units); ($ 300, x units)} when
both agents exert positive effort (e = 1). The effort produced
by the agents is not observed by the principal, but the agents
know their real efforts for the inefficient agent e = 5 and for
the efficient agent e = 3. Therefore, we have the following
payoffs, as listed in Table 4.

TABLE 4. Payoff on the classical principal agent model.

The efficient agent accepts a contract up to x = 200 units
produced because of the unobserved effort of e= 3. The inef-
ficient agent accepts a contract up to x = 60 units produced
because of the unobserved effort of e = 5. Since the efficient
agent can be considered inefficient, he can have an additional
$ 100 cash to keep him from concealing his real performance.

However, with the marginal disutility of the work proposed
by [24], keeping the values of t and e constant, one should
take into account the α > 1, which for both agents in this
model grows in the same way.

Thus, we have the sensitivity analysis below, with incre-
ments of 50% in the value of α every 10 units produced by
the efficient agent and three units produced by the inefficient
agent in the normal production. Table 5 presents the new
payoffs.

Given that the effort of the efficient agent increased by 50%
after the first 10 units produced, he will not produce 190 units
as in the classical model, 31.5 = 5, 19, that is, 570 remaining
divided by 5.19, which results in 109.82 units produced, a loss
of 45.09%. For the principal to have 190 units stipulated in
contract, he will have to pay larger amounts. With α = 2,
the efficient agent will produce another 60 units for the same
value of the initial contract with a loss of 66.67%.

With α = 2.5, the agent will produce 32.73 more units
with a loss of 81.60%. The same occurs with an inefficient

154546 VOLUME 9, 2021



J. I. Sales, F. D. S. Ramos: Learning in Hiring Logic and Optimal Contracts

TABLE 5. Production level on the learning with labor per effort level.

agent. He will only produce another 25.49 units if α = 1.5;
10.8 units if α = 2 and 0.91 units if α = 2.5, with,
respectively, percentage losses of: 55.28% if α = 1.5; 80% if
α = 2 and 98,21% if α = 2.5.

III. LEARNING IN THE REPEATED GAME
In labor relations, the information asymmetries related to
the performance of the hired individuals diminish as these
contracts are put into practice, since the principal will have a
greater understanding of the performance of each employee.

Thus, an analysis needs to be made of how the optimal
contract proposed by [1] behaves with the updating of the
contractor’s beliefs by viewing the agent’s performance.

Therefore, the players involved learn from repetition, and
so different results were found, as seen in the model below:

A. LEARNING WITH THE UNDERSTANDING BY
REPETITION OF THE GAME FOR
UNOBSERVABLE COSTS
The results obtained by learning in the nonlinear preferences
force the principal to disburse more to compensate for the
disutility of agents involved in a contract. However, when this
game is played infinitely, bearing in mind that all the players
like a long-run player with the discount factor, the results may
be different when the nonlinear model and the classical model
are compared.

In a repetition of the game, the agent’s utilities are changed
considering the gains and costs for all possibilities of time.
Given that time is represented by t .

During each period, the principal and agent played a one-
period game with a new random environment each time.
In each period, each player’s actions depend on what he has
observed up to that point in time [25].

For the principal, this is the history of his own previous
actions (i.e., announced reward pairs) and the history of pre-
vious successes and failures. For the agent, this is the history
of his own and the principal’s previous actions, the history of
previous successes and failures, and the reward pair that the
principal has just announced. Neither player observes random
environments, which are assumed to be independent and

identically distributed. At the end of each period, after observ-
ing the current success or failure, the principal compensates
the agent according to the reward pair that he announced at the
beginning of the period. A supergame strategy for a player is
a sequence of decision rules that determine an action at each
period as a function of their information history at that point
in time.

The supergame payoff for a player is the normalized sum
of the discounted expected payoff [25].

When this game is played by t = 1, the results are pre-
sented in section 2. However, when t > 1, some hypotheses
must be formulated to define the model.

When t > 1, the hypotheses are:
• The game is played infinitely, where for each period of
time, the principal formulates a different contract with
the possible agents.

• The contract is updated by the set of information made
available by the principal for each period when hemakes
a decision.

• The principal and the agents are long-run players with
discount factors, and both need to maximize their pay-
offs for all games.

• The discount factor determines the type of each player
in this game.

• The history defines the future decisions for all players.

1) TIMELINE
• At t= 1, the principal does not know about the agents’
performance and makes a decision using the probabili-
ties for each type of agent.

• In t> 1, the principal increases his knowledge about the
agent’s behavior and starts to understand how the agent’s
utility function works. Because of this, he updated
the probabilities for both agents using Bayes’ rule to
decrease the possibility of asymmetric information.

2) THE STRUCTURE OF THE GAME
The principal needs to delegate an activity to someone and he
does not know about the agents’ real performance, which is a
problem that is found in the classical model [1].

However, the game was repeated. For example, the prin-
cipal needs to contract someone to carry out a service in his
company and in different periods of time, which is offered to
different kinds of agents.

In this situation, the principal may analyze the first agent’s
performance and make suppositions in accordance with the
history regarding the probability distribution of the new
agent’s performance.

As mentioned above, this game is played repeatedly, and
therefore, the agents’ utility functions change to incorporate
the possibility of the repeated game:

(1− δ)
∑∞

t=1
δt−1

(
t− θαq

)
) (31)

(1− δ)
∑∞

t=1
δ
t−1

(t− θ
α
q)) (32)
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where:
• δ represents the discount factor of the efficient agent;
• δ represents the discount factor of the inefficient agent;
• δ > δ, the discount factor for the efficient agent is
greater than the discount factor for the inefficient agent
because he is more patient than the inefficient player.

The agents need a minimal benefit to accept the princi-
pal’s proposal, considering that any external opportunities are
equal to zero. Thus, new participation constraints are added
to those that already exist. Hence, knowing that the agent
accepts the contract of normal units:

(1−δ)
∑∞

t=1
δt−1

(
t− θαq

)
) ≥ 0 (33)

(1−δ)
∑∞

t=1
δ
t−1

(
t− θ

α
q
)
) ≥ 0 (34)

Thus, the agents need to be discouraged from other than
usual behavior; therefore, the following incentive compati-
bility constraints are present.

(1−δ)
∑∞

t=1
δt−1

(
t−θαq

)
)≥ (1−δ)

∑∞

t=1
δt−1

(
t−θ

α
q
)
)

(35)

(1−δ)
∑∞

t=1
δt−1

(
t−θ

α
q
)
)≥ (1−δ)

∑∞

t=1
δ
t−1 (

t−θαq
)
)

(36)

This structure is applied to avoid the possibility of agents
mimicking a contract today and in the future.

Finally, the principal needs to maximize his utility by
formulating a contract that is the most beneficial to him in a
dynamic infinity game, that is, knowing that there is asymme-
try of information and, consequently, resulting information
rent for the active restriction agent, it is known that the utility
of the principal is

Max Up = ph′
∑∞

t=1
δt−1p (S

(
q
)
− θαq)

+ (1− ph′ )
∑∞

t=1
δt−1p

(
S (q)− θ

α
q
)

+ ph′′
∑∞

t=1
δt−1(t− θαq)

+ (1− ph′′ )
∑∞

t=1
δ
t−1

(
t− θ

α
q
)

+ ph′′
∑∞

t=1
δ
t−1
1θq (37)

where:
• ph′ is the conditional probability obtained from the his-
tory observed by the principal. Thus, the probabilities
are updated period by period in the utility function of
the principal.

• ph′′ is the conditional probability obtained from the
history observed by the agents. Thus, the probabilities
are updated periodically in the utility function of the
agents.

All the types of the agents observe the history in the same
way.
• The relationship between the discount factors is: δp >
δ > δ.

• With 0 < δ < δ < δp < 1.

Given that the principal needs to maximize utility, the first-
order condition must be defined. This is shown below:

S′
(
q
)
=

2− δp − δ
1− δ

θ (38)

S′ (q) = θ +
1− δp
1− p

(
(1− p) θ
1− δ

+
p1θ
1− δp

)
=

1− δp
1− δ

θ+
1− δp
1− δ

p
1− p

1θ (39)

According to the relationship between discount factors,
δp > δ > δ. 1− δp < 1 − δ and 1−δp

1−δ < 1. Therefore,
the player in the second period earns less than the player in
the first period because of the learning and the decrease in
asymmetric information. As 2−δp−δ

1−δ θ > 1.
Thus, there is an income transfer of the lower performance

player to the higher performance player and, consequently,
to the principal.

3) DISCUSSION
Given the above, the histories in each period of time for each
player may be represented by:
• h′ – The history observed by the principal when he
makes a decision: h′ ∈ H , and H is the set of all the
histories presented.

• h′′ - The history observed by the agents when he makes
a decision: h′′ ∈ H , and H is the set of all the histories
presented.

In the one-shot game principal–agent model, the probabil-
ities of each agent’s type are built a priori according to the
environment. However, when this game is played infinitely,
it is possible that the principal will try to review his beliefs and
build, from the observation, probabilities a posteriori using
Bayes’ rule. In this case, probabilities were built based on
observations of past histories.

Thus, h′1 is the history observed by the principal at t = 2,
and h′2 is the history observed by the principal at t = 3. It is
possible to find ph′1 and (1 − ph′1) at t = 2.

When this is known, p is the probability of contracting the
efficient type for t = 1. The Bayes rule may be used to define
ph′1, given p.

4) LEARNING WITH THE UNDERSTANDING BY REPETITION
OF THE GAME TO EFFORT LEVEL
According to the same hypotheses, for the repeated game for
adverse selection, when t > 1, that is,
• The game is played infinitely, where for each period of
time, the principal formulates a different contract with
the possible agents.

• The contract is updated by the set of information made
available by the principal for each period when hemakes
a decision.

• The principal and the agents are long-run players with
discount factors, and both need to maximize their pay-
offs for all games.

• The discount factor determines the type of each player
in this game.
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• The history defines the future decisions for all
players.

The utilities of both agents for the moral hazard repeated
game is:

(1− δ)
∑∞

t=1
δt−1

(
π1u

(
t
)
+ (1− π1) u(t

)
− eα) (40)

(1− δ)
∑∞

t=1
δ
t−1 (

π1u
(
t
)
+ (1− π1) u(t

)
− eα) (41)

where:
• δ represents the discount factor of the efficient agent;
• δ represents the discount factor of the inefficient agent;
• δ > δ, the discount factor for the efficient agent is
greater than the discount factor for the inefficient agent
because he is more patient than the inefficient player.

The principal needs to maximize his utility by formulating
a contract that is the most beneficial to him in a dynamic
infinity game, that is, knowing that there is asymmetry of
information and, consequently, resulting information rent for
the active restriction agent, it is known that the utility of the
principal is

Max Up

= ph′
∑∞

t=1
δt−1p

((
π1u

(
t
)
− eα +

(
1− π1

)
u(t
)
− eα

)
+ (1− ph′ )

∑∞

t=1
δt−1p

((
π1u

(
t
)
− eα +

(
1−π1

)
u(t
)

− eα+ph′′
∑∞

t=1
δt−1(

(
π1u

(
t
)
− eα+

(
1−π1

)
u(t
)
− eα)

+ (1−ph′′ )
∑∞

t=1
δt−1

((
π1u

(
t
)
− eα+

(
1−π1

)
u(t
)
−eα

))
(42)

where:
• ph′ is the conditional probability obtained from the his-
tory observed by the principal. Thus, the probabilities
are updated period by period in the utility function of
the principal.

• ph′′ is the conditional probability obtained from the
history observed by the agents. Thus, the probabilities
are updated periodically in the utility function of the
agents.

All the types of agents observe the history in the same way.
• The relationship between the discount factors is:
δp > δ > δ.

• With 0 < δ < δ < δp < 1
Given that the principal needs to maximize utility, the first-
order conditions must be defined. These are shown below:

u′
(
q
)
=

2− δp − δ
1− δ

e (43)

u′
(
q
)
= e+

1− δp
1− p

(
(1− p) e
1− δ

+
p1e
1− δp

)
=

1− δp
1− δ

e+
1− δp
1− δ

p
1− p

1e (44)

5) NUMERICAL EXAMPLE FOR THE LEARNING BY
REPETITION
This subsection describes the numerical case that demon-
strates the impact of learning with labor incorporated into the

repetition and decrease in the asymmetric information in the
classical model for unobservable costs and effort levels.

a: NUMERICAL EXAMPLE FOR THE LEARNING BY THE
REPETITION USING UNOBSERVABLE COSTS
Using the same example explained in subsection, we have
the following answers about the quantity produced when
the decrease in asymmetric information by learning in the
repeated game is considered. The relationship between the
discount factor of the agents is δp > δ > δ. Table 6 describes
this new scenario for δ = 0.8 to the principal.

TABLE 6. Production level on the learning by repetition using
unobservable costs.

To describe the numerical case of learning by repeti-
tion using unobservable costs, some hypotheses need to be
presented.

1. The probability of agents appearing with high and low
performance (p and 1-p) is the same.
2. The costs of doing a certain activity are assumed by the

optimal contract proposed in (38) and (39).
Given that the marginal cost of the efficient agent increased

by 50% after the first 10 units were produced, and there is a
difference between his discount factor δ = 0.6 and δp = 0.8,
namely, 0.2, the production levels can be analyzed using the
optimal contract proposed as follows: S′

(
q
)
=

2−δp−δ
1−δ θα .

So, S′
(
q
)
= 1, 5θα . Therefore, there is a gain in pro-

duction when the repeated form is imposed, owing to the
principal decrease in asymmetric information. Therefore, this
will not produce 100 units, as in the classical model.

The new operation is the product of the S′
(
q
)
= 1, 5θα

and the ratio between monetary gains and associated costs
for each agent in determining the task. 500/51 = 100 units.
As a result, 150 units can be produced, thereby showing
the advantages of the principal in a play to repeated games,
given that there is an increment of 50% of production for
the efficient agent. Thus, the principal can reduce the initial
proposal to reach his goal.

However, the learning with labor that was introduced
into our model is presented and generates different results;
for example, if α = 1,5, the efficient agent will produce
another 60.37 units for the same value as the initial contract
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when compared with the nonlinear preferences by another
40.25 units with a growth of 49.98%. Moreover, there was a
decrease of 32.92%when compared with the classical model.
If α = 2, the high agent will produce another 24 units for the
same value as the initial contract when compared with the
nonlinear preferences by 16more units with a growth of 50%.

In addition, there was a 70% decrease compared to the
classical model. If α = 2, 5, the agent will produce another
9.39 units for the same value as the initial contract when com-
pared with the nonlinear preferences by another 6.26 units
with a growth of 50%. In addition, there was a decrease of
86.58% compared to the classical model.

This also occurs with the inefficient agent, where the new
operation uses 1−δp

1−δ θ+
1−δp
1−δ

p
1−p1θ , taking into account the

hypothesis of the same probability of occurrence for both
agents (p and 1-p). So, S′

(
q
)
= 0.25.θ + 0.25.1θ .

Therefore, the new operation is the product of product
S′
(
q
)
= 0.25.θ + 0.25.1θ and the ratio between monetary

gains and associated costs for each agent in determining the
task was 300/101 = 30 units. Therefore, this will produce
another 112.5 units if α = 1; 91.32 units if α = 1.5, 75 if
α = 2 and 91.39 units if α = 2.5 showing, respectively.
a percentage growth of: 275% if α = 1; 970.57% if α = 1.5;
3025% if α = 2 and 13746% if α = 2.5. This growth is high
because of the large difference between the discount factors
of each player.

b: NUMERICAL EXAMPLE FOR LEARNING BY REPETITION
USING EFFORT LEVEL
Using the same example explained in Subsection A.3.2,
we also have the following answers about the quantity pro-
duced when decreasing asymmetric information is consid-
ered by learning in the repeated game. Table 7 describes this
new scenario for δ = 0, 8 for the principal.

TABLE 7. Production level on learning by repetition using effort level.

To describe the numerical case of learning by repetition
using the effort level, some hypotheses need to be presented.

1. The probability of agents appearing with high and low
performances (p and 1−p) is the same;

2. The costs of doing a certain activity are supposed by the
optimal contract proposed in proposed in (43) and (44).

Using the same operation rules for the Unobservable Costs
case and que structure for (43) and (44), it can be seen that:

Learning with labor that was introduced into our model
with effort level is presented and generates different results.
For example, if α = 1.5, α = 2, and α = 2.5, the efficient
agent will produce 50% more than the nonlinear model.

The inefficient agent will produce 25%, 110%, 261%, and
3029% more units, respectively, if α = 1, α = 1.5, α = 2,
and α = 2.5.

IV. LEARNING IN THE ECONOMIC CYCLES OF
EMPLOYABILITY
The cases shown above maintained the hypothesis that the
actors involved did not suffer any influence from the eco-
nomic scenario. When this hypothesis is relaxed, we have the
so-called employability cycle.

Therefore, this game happens in an economic frame in
which, in each period, there may be two possibilities. These
economic scenarios are called employability cycles.

The first is an economic expansion, in which there are
plenty of job offers, and it is easier for any agent to find jobs
in one period and to be free to look for other possibilities
in the next period. In this scenario, the bargaining power of
the agents is greater than in other situations. These factors
are more critical to the conditions and values offered by
employers.

The other possibility is an economic recession, during
which job vacancies drop to a few offers, and the probability
of unemployment is higher.

In this case, bargaining power starts to decrease, and agents
tend to accept the contracts offered by employers faster than
normal.

The changes in the scenariowere random and had unknown
distributions. To describe this phenomenon in a specific
period, we can use a Markov chain.

FIGURE 2. The cycles of employability.

In these two possibilities, some characteristics can be
found which are described below:

- The principal evaluates the actual scenario and contracts
the agents.

- The agents evaluate the scenario and accept or refuse the
proposal.

To understand how scenarios change, our model uses a
finite non-stationary Markov chain that is described by a
sequence of transition matrices defined in a common state
space (in this study, two states, recession and expansion).
In period k , the systemmoves from state i to jwith probability
5(k)ij. Therefore, the probability 5(t)ij changes over time
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during each period. Hence, the scenarios of this game can be
represented by the transition matrix as follows:

5t =
[
Pe,etPe,rtPr,etPr,rt

]
=
[
Pe,et1− Pe,et1− Pr,rtPr,rt

]
(45)

Therefore, players need to understand the scenarios and
update their probabilities of accepting or refusing the formu-
lation of the contract with these observations. To this end,
we used the Dirichlet distribution in each row of the transition
matrix. The use of this specific type of beta distribution is
due to the possibility of changing the probabilities with each
observation of the players, which leads to learning for the
hiring logic.

The Dirichlet distributions for the first and second rows of
the transition matrix were analyzed as follows:

Dpt =
0 (a1 + a2)
0 (a1) 0(a2)

Pα1−1e,et (1− Pe,et )
α2−1 (46)

Dpt =
0 (a1 + a2)
0 (a1) 0(a2)

(1− Pr,rt )
α1−1Pα2−1r,rt (47)

Every period when we update the values of the probabil-
ities of transitions, new information is generated about how
likely periods of expansion and recession will be in the future.
The expectation about the long-run probabilities of each state
will be used to parameterize the discount factor.

From now on, the discount factor for all players is
δi (πe)t, thus reflecting the beliefs of player i in period t and
their influence on the rate of impatience through successive
observations.

Thus, the discount factor δi (πe)t is a variable that reflects
the observation of the transition of scenarios of economic
expansion and recession from a non-stationary Markov chain
that updates the information of the players involved in the
contractual relationship by using the Dirichlet distribution.

How does this expectation change the discount factor?
Two hypothesis are made:
1. Both types of agents benefit from a heated economy.

Thus, if any agent deduces that by his observation in any given
period that an expanding economywill frequently happen, his
patience rate (discount factor) will increase, and both will be
more critical.

2. The principal, on the other hand, can benefit from deal-
ing with more brash agents as they can offer lower salaries
due to their bad expectations of job vacancies in an economy
in recession.

3. If an agent does not accept the contract, he or she will
find a temporary job for one period.

This can be written as:
dδp
dpe

< 0;
dδ
dpe

> 0;
dδ
dpe

> 0 (48)

The results above show that expansion periods are bene-
ficial for the agents and prejudicial for the principal, given
that the first-order conditions are positive for the employ-
ees (agents) and negative for the owner (principal).

In contrast, in a period of recession, the relationship
between them is completely different, which is better for the
owner (principal).

Proposition 1: Suppose that in a specific period τ , the
discount factors are δp (πe)τ , δ (πe)τ , and δ (πe)τ , and every
decision made in this period will use this discount factor to
calculate its utility in the long run.

Therefore, if t = τ, the highest and lowest utilities of
agents can be described as follows:∑T

1
δ (τ )t−1 (t− θq) =

1− δ (τ )T

1− δ(τ )
(t− θq) (49)

∑T

1
δ (τ )t−1 (t− θq) =

1− δ (τ )T

1− δ(τ )
(t− θq) (50)

Moreover, the principal maximizes his utility by the
structure:

Max p
∑T

1
δp (τ )

t−1
(
S
(
q
)
− θq

)
+ (1− p)

×

∑T

1
δp (τ )

t−1 (S (q)− θq)−p∑T

1
1θq (51)

Taking into consideration the following constraints:
• Participation Constraints∑T

1
δ (τ )t−1

(
t− θq

)
=

1− δ (τ )T

1− δ (τ )

(
t− θq

)
≥ 0

(52)∑T

1
δ (τ )t−1 (t− θq) =

1− δ (τ )T

1− δ(τ )

(
t− θq

)
≥ 0

(53)

• Constraints on the Compatibility of Incentives∑T

1
δ (τ )t−1 (t− θq) ≥

∑T

1
δ (τ )t−1 (t− θq) (54)∑T

1
δ (τ )t−1 (t− θq) ≥

∑T

1
δ (τ )t−1 (t− θq) (55)

Maximizing the principal’s utility, we rewrite the second
best formulated by [1] as follows:

S′
(
q
)
= θ (56)

S′ (q) = θ +
p

1− p

(
1− δp

)
(1− δT)

(1− δ)(1−δTp )
1θ (57)

We can conclude that this payment to the high agent is
lower than in the classical model for both scenarios, from
which it can be concluded that learning with the changing
scenarios of employability modifies the perception of the
agents involved in the game.

θ +
p

1− p

(
1− δp

)
(1− δT)

(1− δ)(1− δTp )
1θ < θ +

p
1− p

1θ (58)

The condition to accept the contract offered by the prin-
cipal is described below, namely, if for a specific period τ ,
the utility in the long run obtained by observing a random
scenario of the high-performance agent is lower than the gains
obtained in the optimal contract, the contract is accepted.∑T

1
δ
(
pet
)t−1 (g− θq) < 1− δ (τ )T

1− δ(τ )

(
g− θq

)
(59)

The decision-making problem for the low performance
agent is analogous.
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V. CONCLUSION
Understanding the context in which the player is inserted
has always been paramount for behavior in decision situa-
tions. In the logic of hiring and drafting optimal job con-
tracts, classical models offer a preference structure of the
agents involved in the game and advocate the importance of
analyzing behavioral changes revealed by changes in these
preference structures.

However, the preference structure, that is, each player’s
utility function, can be changeable and can behave according
to each player’s perceptions. Therefore, drawing up optimal
contracts without considering the participants’ learning in the
most diverse areas, as shown in this paper, becomes static and
is not adaptable to the real and dynamic context that reflects
the economic hiring scenario.

Therefore, by using the principal agent model of [1],
changes in the optimality of the contract with increases and
decreases in the values to be offered by the contractor can be
verified.

In addition, there is the possibility of not contracting by
simply understanding the current economic scenario, which
shows that learning is continuous and that makes the for-
mulation of static preference structures not adaptable to the
current situation in the job market. Finally, an individual’s
preferences are functions of his/her continuous learning about
the scenario, about the other agents, and about himself/herself
regarding the object to be studied.

Thus, the main contributions of this paper are to discuss the
need to verify the degree of learning of all agents involved
in the changes and influences of the environment in which
they are inserted in the formulation of employment contracts
and demonstrate the changes in the utility structures of each
agent involved in understanding the environment in which the
game is inserted and, consequently, the change in the cost-
benefit ratio and the different optimal offers according to each
scenario and degree of learning of the players.

This is a real problem, approached theoretically, whose
results were simulated, but subsequent work may seek its
application.

This research suggests as possible future analyses, the
investigation of different degrees of perception and learning
by each player, as it is notorious that the players learn, but in
different ways and speeds.
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