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ABSTRACT Three hybrid deep spatio-temporal models are proposed to accurately predict traffic flow under
normal conditions, on holidays and under adverseweather. Each of the proposedmodels consists of the global
and target parts, and fuses the weather and traffic flow data obtained from the target and upstream sections.
The convolutional neural network (CNN), and the gated recurrent unit (GRU) and convolutional long
short-termmemory (ConvLSTM) neural networks are selected to analyze the spatio-temporal characteristics
of traffic flow data. Then, the three proposed models are verified using three actual cases, including
traffic flow prediction under normal conditions, on holidays and under adverse weather. Moreover, the
characteristics of traffic flow data on the Independence Day and Thanksgiving Day are discussed, as do
the patterns of traffic flow data under heavy rain and strong wind. The experimental results show that: the
three new models usually perform better than the existing models under all the situations; different holidays
and different types of adverse weather have various impacts on the characteristics of traffic volume and speed
data.

INDEX TERMS Traffic flow prediction, holidays, adverse weather, hybrid deep spatio-temporal model,
convolutional long short-term memory (ConvLSTM).

I. INTRODUCTION
With the development of artificial intelligence, more and
more advanced technologies have been applied in the intel-
ligent transportation systems (ITS) [1]. Thus, ITS plays more
and more important role in traffic control and management.
A lot of ITS basic data are usually obtained from traffic flow
prediction so that a large number of researchers have paid
attention to traffic flow prediction [2]–[5].

To get more accurate traffic flow information, the patterns
of traffic flow under all the situations, including normal con-
ditions, holidays and adverse weather, should be analyzed in
detail. The characteristics of traffic flow on holidays or under
adverse weather are different from those under normal condi-
tions. On important holidays, some governments often hold
celebrations, and some highways are free of charge [6]. The
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corresponding measures will affect people’s travel behaviors
so that the characteristics of traffic flow will change. In the
meantime, adverse weather happens more frequently due to
global warming [7]. Under adverse weather, the road envi-
ronment will become worse because of rainfall, wind, storm,
etc. so that the patterns of traffic flow have to vary. Accord-
ing to the statistical analysis of highway traffic accidents in
Zhejiang Province of China, about 85.00% of the accidents
happened under adverse weather such as snowy days, rainy
days and foggy days [8]. In summary, holidays and adverse
weather have significant impacts on traffic flow. Therefore,
it is necessary to propose a more reliable model for traffic
flow prediction with the concern of holidays and adverse
weather.

To find a more reliable model under various conditions,
three hybrid deep spatio-temporal models (i.e., the CL-CN-G,
CL-CNG and G-CN-CL models) for traffic flow prediction
considering holidays and adverse weather are proposed by
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combining the convolutional neural network (CNN), and the
gated recurrent unit (GRU) and convolutional long short-term
memory (ConvLSTM) models [9]. The CNN model is good
at capturing the spatial rules of data, the GRU model can
better analyze the temporal characteristics of data, and the
spatio-temporal characteristics of traffic flow data can be
captured by the ConvLSTMmodel. Thus, these three models
are selected to combine. To better capture the rules of traffic
flow data under various conditions, each of the three proposed
models is composed of the global and target parts. The global
part is used to analyze the characteristics of the traffic flow
and weather data obtained from the target section during
all the periods. Not only the traffic flow data, but also the
weather data obtained from the target section during all the
periods (which may include adverse weather and holidays)
are selected as the input data of the global part. Then, more
rules about adverse weather and holidays can be found. The
target part is utilized to analyze the traffic flow data originated
from the target and upstream sections during the target period.
Then, the predicted values of the three proposed models are
gotten by combining the outputs of the global and target parts.
Three cases are designed to verify the three new models, and
the most reliable model is recommended by comparing the
performance of the selected models. In addition, the charac-
teristics of traffic flow on holidays and those under adverse
weather are analyzed.

The remainder of this paper is organized as below. In the
‘‘Literature Review’’ section, the existing models and meth-
ods for traffic flow prediction under normal conditions,
on holidays and under adverse weather are summarized. The
‘‘Methodology’’ section describes the basic principles of the
CNN,GRU, ConvLSTMmodels and the three proposedmod-
els. In the ‘‘Experiment Setup and Case Studies’’ section,
three cases are designed to verify the three proposed models,
and the characteristics of traffic flow on holidays and those
under adverse weather are investigated in detail. Conclusions
and discussions are presented in the ‘‘Conclusions’’ section.

II. LITERATURE REVIEW
Overall, the researches about traffic flow prediction can be
divided into two categories, including traffic flow prediction
under normal conditions and traffic flow prediction under
abnormal conditions. The frequency of holidays and adverse
weather is the highest under all the abnormal conditions.
Meanwhile, holidays and adverse weather all have huge
impacts on the patterns of traffic flow. Thus, the researches
about traffic flow prediction under normal conditions, traffic
flow prediction on holidays and traffic flow prediction under
adverse weather are summarized below.

A. TRAFFIC FLOW PREDICTION UNDER NORMAL
CONDITIONS
In the past decades, many models and methods have been
applied for traffic flow prediction under normal condi-
tions, including the regression method [2], the Markov
model [10], the hiddenMarkovmodel [11], the autoregressive

integrated moving average (ARIMA) model [12], [13], the
K nearest neighbor (KNN) model [14], [15], the support
vector machine (SVR) model [16], [17], the extreme learn-
ing machine method [18], the random forests method [19],
the shallow neural network [20], [21], the deep belief net-
work [22], [23], the CNN model [24], [25] and the recurrent
neural network [26]–[28]. To consider the characteristics of
traffic flow in a large-scale network, the graph neural network
was utilized for traffic flow prediction [29]–[32]. The above
studies only considered the characteristics of traffic flow
under normal conditions. However, the patterns of traffic flow
may be impacted by holidays and adverse weather.

To take into account the impacts of holidays and weather
on traffic flow operations, some scholars proposed new mod-
els and methods with the concern of holiday and weather
data. Based on the KNN model, Zhao et al. [33] and
Qiao et al. [34] proposed the traffic volume and travel time
prediction methods, and the features of day, precipitation
intensity and wind speed were used to analyze the charac-
teristics of traffic flow. In order to consider the influences of
heavy snow on traffic flow, Tanimura et al. [35] proposed
a traffic speed prediction model according to the multiple
regression function. With the development of deep learn-
ing, some researchers put forward the traffic flow predic-
tion methods based on the stacked autoencoder [36], the
long short-term memory (LSTM) neural network [37], the
GRU neural network [38], and the hybrid deep learning
approaches [39], [40]. The holidays, weather and traffic flow
data were selected to build the input matrices in the above
models and methods, but these models and methods were not
verified on holidays and under adverse weather.

B. TRAFFIC FLOW PREDICTION ON HOLIDAYS
The patterns of traffic flow on holidays are obviously dif-
ferent from those on weekdays because of the celebrations.
Thus, Bai [41] proposed a passenger flow prediction method
on holidays based on the ARIMA model, and the dummy
variables and similar daily sample data were also considered.
Similarly, Xie et al. [42] put forward an improved genetic
algorithm optimized back propagation neural network for
passenger flow prediction. In China, the freeway free policy
is usually implemented on holidays so that the characteristics
of traffic flow will change. To focus on such characteris-
tics, some researchers proposed a hybrid method based on
the discrete Fourier transform and the SVR model [6]. For
highway traffic flow on holidays, Ji and Ge [43] developed
a prediction method by combining the SVR model and the
LSTM neural network, and the proposed method showed
good performance under different conditions. The experi-
mental results in the above studies reveal that it is necessary
to consider the impacts of holidays on traffic flow.

C. TRAFFIC FLOW PREDICTION UNDER ADVERSE
WEATHER
Drivers’ travel behaviors will change under adverse weather,
especially under heavy snow, heavy rain, fog, strong wind
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and sandstorm [44]. To consider such impacts, Sun et al. [45]
and Xu et al. [46] proposed the traffic flow prediction meth-
ods under adverse weather based on the fuzzy neural net-
work and the random forest method. For urban rail transit
ridership under rainfall, Xue et al. [47] put forward the
hybrid prediction methods based on the seasonal autore-
gressive integrated moving average model, the SVR model
and the multiple linear regression model. Some researchers
presented aMarkov-based time series model with the concern
of rain and snow weather, and the results revealed that the
formulated model was good [48]. Because deep learning
methods can better capture the rules of traffic flow data,
Polson and Sokolov [49] and Shabarek et al. [50] both
proposed the deep learning models for traffic flow pre-
diction under adverse weather. The experimental outcomes
showed that the deep learning models can get more accu-
rate prediction values of traffic flow data under adverse
weather.

The models and methods proposed in the aforementioned
first aspect can accurately predict the traffic flow data under
normal conditions. In the aforementioned latter two aspects,
some researchers make efforts to investigate traffic flow pre-
diction on holidays and under adverse weather. However,
there are still two main problems: (1) When predicting traffic
flow, the above studies usually only considered holidays or
one type of adverse weather. However, the spatio-temporal
characteristics of traffic flow on different holidays and under
different types of adverse weather are various. (2) With the
development of deep learning, more advanced models and
methods have been proposed, such as the GRU, ConvL-
STM and graph neural networks. It is necessary to use these
new models to put forward a more reasonable prediction
method for traffic flow to cover different situations. There-
fore, it needs to be further discussed how to build a more
general prediction model.

To solve the above problems, three hybrid deep spatio-
temporal models for traffic flow prediction under normal
conditions, on holidays and under adverse weather are con-
structed. The three proposed models (i.e., the CL-CN-G,
CL-CNG and G-CN-CL models) are built by combining
the CNN, GRU and ConvLSTM models, and each of them
consists of the global and target parts. To consider the rela-
tionships among traffic flow data, holidays data and adverse
weather data, the traffic flow and weather data obtained from
the target section during all the periods are used to build the
input matrices in the global part, and the traffic flow data
obtained from the target and upstream sections during the
target period are selected to build the input matrices in the
target part. The construction of the input matrices will be
explained in detail in the next section.

III. METHODOLOGY
Traffic flow prediction means to estimate the traffic flow data
in the future. The traffic flow data for sectionm is denoted by
Xm = (x1,m, x2,m, x3,m, · · · , xt,m, · · · , xT ,m), where xt,m is
the traffic flow data at time interval t for section m and T is

the number of time intervals. In this section, the CNN, GRU
and ConvLSTMmodels are described. Then, the structures of
the CL-CN-G, CL-CNG andG-CN-CLmodels are explained.

A. CNN MODEL
The CNN model is composed of the input, convo-
lutional, pooling and output layers. The input matrix
X̃m = [x̃h+1,m; x̃h+2,m; x̃h+3,m; · · · ; x̃t,m; · · · ; x̃T ,m] of the
input layer is built based on Xm, where x̃t,m =(
xt−h,m, xt−h+1,m, xt−h+2,m, · · · , xt−1,m

)
is the input vector

at time interval t for section m, and h is the number of
time lags of traffic flow data. Then, the input matrix X̃m
is processed by the convolutional layer. The output of the
convolutional layer can be given by [51]

Ccn
n,m = σ

cn
m (W cn

n,m ⊗ x̃n,t,m + b
cn
n,m) (1)

where Ccn
n,m is the output of the nth layer when using the

cthn convolutional filter for section m, cn ∈ {1, 2, 3, · · · ,Cn},
Cn is the number of convolutional filters in the nth layer,
n ∈ {1, 2, 3, · · · ,N }, N is the depth of the CNN model;
x̃n,t,m is the input vector of the nth layer at time interval t for
section m, x̃1,t,m = x̃t,m; ⊗ is the process of convolution;
σ
cn
m , W cn

n,m and bcnn,m are the activation function, weight and
bias vector of the nth layer when using the cthn convolutional
filter for section m, respectively.
Next, the pooling layer is used to extract the features from

the outputs of the convolutional layer. The output of the
pooling layer, denoted by Pcnn,m, is

Pcnn,m = pool(Ccn
n,m) (2)

where pool is the process of pooling.
Then, the outputs of the pooling layer need to be flattened,

namely

PN−1,m = flatten([P1N−1,m;P
2
N−1,m;P

3
N−1,m; · · · ;P

cN−1
N−1,m

; · · · ;PCN−1N−1,m]) (3)

where PN−1,m is the output of the flattening of the
N−1th layer for sectionm; flatten is the process of flattening;
PcN−1N−1,m is the output of the pooling for theN−1th layer when
using the cthN−1 convolutional filter for section m, cN−1 ∈
{1, 2, 3, · · · ,CN−1},CN−1 is the number of the convolutional
filters in the N − 1th layer.
Finally, the predicted value of traffic flow data can be given

by the output layer, i.e.

ŷCNt,m = σ
CN
m (WCN

m · PN−1,m + b
CN
m ) (4)

where ŷCNt,m is the predicted value obtained from the CNN
model at time interval t for sectionm; σCN

m ,WCN
m and bCNm are

the activation function, weight and bias vector of the output
layer in the CNN model for section m, respectively.

B. GRU MODEL
The GRUmodel contains the input, hidden and output layers.
The hidden layer consists of the update and reset gates.
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The outputs of the update and reset gates are computed as [52]

zt,m = σ zm(W
z
m · [ht−1,m, x̃t,m]+ b

z
m) (5)

rt,m = σ rm(W
r
m · [ht−1,m, x̃t,m]+ b

r
m) (6)

where zt,m is the output of the update gate at time interval t
for sectionm; ht−1,m is the memory information of the hidden
layer at time interval t − 1 for section m; rt,m is the output of
the reset gate at time interval t for section m; σ zm, W

z
m and

bzm are the activation function, weight and bias vector of the
update gate for section m, respectively; σ rm, W

r
m and brm are

the activation function, weight and bias vector of the reset
gate for section m, respectively.

The memory information at time interval t for section m,
denoted by ht,m, is

ht,m = (1− zt,m)� ht−1,m + zt,m � h′t,m
h′t,m = tanh(W h′

m · [ht−1,m � rt,m, x̃t,m]+ b
h′
m) (7)

where h′t,m is a variable when calculating ht,m; � is the
Hadamard product; tanh is the hyperbolic tangent function;
W h′
m and bh

′

m are the weight and bias vector when calculating
h′t,m, respectively.

Next, the predicted value of traffic flow data can be
obtained based on the memory information, i.e.

ŷGRt,m = σ
GR
m (WGR

m · ht,m + b
GR
m ) (8)

where ŷGRt,m is the predicted value obtained from the GRU
model at time interval t for sectionm; σGR

m ,WGR
m and bGRm are

the activation function, weight and bias vector of the output
layer in the GRU model for section m, respectively.

C. CONVLSTM MODEL
The ConvLSTM model consists of the input, hidden and
output layers. The hidden layer is composed of the input,
forget and output gates. The outputs of these three gates and
the memory information can be calculated by the following
group of formulas [9]:

it,m = σ im(W
i
m ⊗ [h̄t−1,m, x̃t,m]+ bim)

ft,m = σ fm(W
f
m ⊗ [h̄t−1,m, x̃t,m]+ bfm)

ot,m = σ om(W
o
m ⊗ [h̄t−1,m, x̃t,m]+ bom)

ct,m = ft,m � ct−1,m + it,m � tanh(W c
m

⊗[h̄t−1,m, x̃t,m]+ bcm)

h̄t,m = ot,m � tanh(ct,m) (9)

where it,m, ft,m and ot,m are the outputs of the input, forget
and output gates at time interval t for section m, respectively;
ct,m and ct−1,m are the states of the cell in the hidden layer
at time intervals t and t − 1 for section m, respectively; h̄t,m
and h̄t−1,m are the memory information of the hidden layer in
the ConvLSTMmodel at time intervals t and t−1 for section
m, respectively; σ im, W

i
m and bim are the activation function,

weight and bias vector when calculating it,m, respectively;
σ
f
m, W

f
m and bfm are the activation function, weight and bias

vector when calculating ft,m, respectively; σ om, W
o
m and bom

are the activation function, weight and bias vector when
calculating ot,m, respectively; W c

m and bcm are the weight and
bias vector when calculating ct,m, respectively.

Then, the predicted value obtained from the ConvLSTM
model, denoted by ŷCLt,m, can be expressed as

ŷCLt,m = σ
CL
m (WCL

m · h̄t,m + b
CL
m ) (10)

where σCL
m ,WCL

m and bCLm are the activation function, weight
and bias vector of the output layer in the ConvLSTM model
for section m, respectively.

D. HYBRID MODELS
Three hybrid models are proposed by combining the CNN,
GRU and ConvLSTM models, namely, the CL-CN-G model,
the CL-CNG model, and the G-CN-CL model. Every pro-
posed model consists of the global and target parts. In the
CL-CN-G model, the global part is built using the ConvL-
STM model, and the target part is built by connecting the
CNN and GRU models in parallel. In the CL-CNG model,
the global part is also built using the ConvLSTM model,
whereas the target part is built by connecting the CNN and
GRU models in series. In the G-CN-CL model, the global
part is constructed using the GRU model, and the target
part is constructed using the CNN and ConvLSTM models
in parallel. The global part is used to analyze the rules of
the weather and traffic flow data originated from the target
section during all the periods. The target part aims to analyze
the characteristics of the traffic flow data obtained from the
target and upstream sections during the target period.

The general frameworks of the three new models are illus-
trated in Fig. 1. In this figure, LG is the depth of the selected
model in the global part, LTC, LTG and LTL are the depth
of the CNN, GRU and ConvLSTM models in the target
part, respectively; ŷG1m , ŷG2m and ŷG3m are the vectors denoting
the predicted values obtained from the global parts in the
CL-CN-G, CL-CNG and G-CN-CL models, respectively;
ŷT1m , ŷT2m and ŷT3m are the vectors denoting the predicted values
obtained from the target parts in the CL-CN-G, CL-CNG and
G-CN-CLmodels, respectively; ŷ1m, ŷ

2
m and ŷ3m are the vectors

denoting the predicted values of the traffic flow data obtained
by the CL-CN-G, CL-CNG and G-CN-CL models, respec-
tively; Dense means the Dense layer, and Fusion indicates
the outputs are combined by a fully connected layer.

When using the three proposed models, the input matrices
need to be constructed firstly. Considering vehicle detec-
tors, the traffic flow data for the target section Xm and
those for the upstream section Xm−1 can be obtained. The
weather dataWm = (w1,m,w2,m,w3,m, · · · ,wt,m, · · · ,wT ,m)
(e.g., temperature, wind speed, precipitation, etc.) can be
collected by weather stations, where wt,m is the weather
data at time interval t for section m. The input matrix
of the global part X̄m = [x̄h̄+1,m; x̄h̄+2,m; x̄h̄+3,m; · · · ;
x̄t,m; · · · ; x̄T ,m] is constructed by Xm and Wm, where x̄t,m =
(wt−h̃,m, · · · ,wt−1,m, xt−h̄,m, · · · , xt−1,m) is the input vector
of the global part at time interval t for section m, h̃ and
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FIGURE 1. General frameworks of the proposed models.

h̄ are individually the number of time lags of weather data
and that of traffic flow data for the global part, h̃ ≤ h̄.
Then, the traffic flow data for section m during period i,
denoted by X im = (x i1,m, x

i
2,m, x

i
3,m, · · · , x

i
t i,m, · · · , x

i
T i,m),

can be gotten, where x it i,m is the traffic flow data at time
interval t i during period i for section m, i ∈ {0, 1}; if
i = 0, X im = X0

m is the traffic flow data on weekends
for section m; if i = 1, X im = X1

m is the traffic flow data

on weekdays for section m, T 0
+ T 1

= T . For example,
Xm indicates the traffic flow data obtained from section m
during a week, T is 2016 if the time interval to aggregate
traffic flow data is 5 minutes. Then, X0

m means the traffic flow
data obtained from section m on Saturday and Sunday, and
T 0 is 576; X1

m indicates the traffic flow data originated from
section m on five weekdays, and T 1 is 1440. Similarly, series
X0
m−1 and X

1
m−1 can be gotten based on Xm−1. According to
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X im and X im−1, the input matrix in the target part X̄
i
m =

[x̄ i
h̄i+1,m

; x̄ i
h̄i+2,m

; x̄ i
h̄i+3,m

; · · · ; x̄ it i,m; · · · ; x̄
i
T i,m] can be con-

structed, where x̄ it i,m = (x i
t i−h̄i,m−1

, · · · , x it i−1,m−1, x
i
t i−h̄i,m

,

· · · , x it i−1,m) is the input vector at time interval t i during
period i for section m, h̄i is the number of time lags of traffic
flow data during period i for the target part.
Then, the predicted values obtained from the global part in

the three new models, denoted by ŷG1t,m, ŷ
G2
t,m and ŷG3t,m, can be

calculated as

ŷG1t,m = σ
G1
m (WG1

m · h̄
G1
t,m + b

G1
m ) (11)

ŷG2t,m = σ
G2
m (WG2

m · h̄
G2
t,m + b

G2
m ) (12)

ŷG3t,m = σ
G3
m (WG3

m · h
G3
t,m + b

G3
m ) (13)

where h̄G1t,m, h̄
G2
t,m and hG3t,m are the memory information in the

hidden layer of the global part in the CL-CN-G, CL-CNG
and G-CN-CL models at time interval t for sectionm, respec-
tively; σG1

m , WG1
m and bG1m are the activation function, weight

and bias vector when calculating ŷG1t,m, respectively; σ
G2
m ,WG2

m
and bG2m are the activation function, weight and bias vector
when calculating ŷG2t,m, respectively; σ

G3
m ,WG3

m and bG3m are the
activation function, weight and bias vector when calculating
ŷG3t,m, respectively.
The vectors denoting the predicted values obtained from

the global parts in the CL-CN-G, CL-CNG and G-CN-CL
models are denoted by ŷG1m , ŷG2m and ŷG3m , respectively.
The predicted values obtained from the target parts in the

three proposed models, denoted by ŷT1t i,m, ŷ
T2
t i,m and ŷT3t i,m, are

ŷT1t i,m = σ
T1
m (WT1

m · [P
T1i
N−1,m, h

T1
t i,m]+ b

T1
m ) (14)

ŷT2t i,m = σ
T2
m (WT2

m · P
T2i
N−1,m + b

T2
m ) (15)

ŷT3t i,m = σ
T3
m (WT3

m · [P
T3i
N−1,m, h̄

T3
t i,m]+ b

T3
m ) (16)

where PT1
i

N−1,m, P
T2i
N−1,m and PT3

i

N−1,m are the outputs of the
N−1th layer of the target parts in the CL-CN-G, CL-CNG and
G-CN-CL models during period i for section m, respectively;
hT1t i,m and h̄T3t i,m are the memory information of the hidden
layers of the target parts in the CL-CN-G and G-CN-CL
models at time interval t i for section m, respectively; σT1

m ,
WT1
m and bT1m are the activation function, weight and bias

vector of the target part in the CL-CN-G model, respectively;
σT2
m , WT2

m and bT2m are the activation function, weight and
bias vector of the target part in the CL-CNG model, respec-
tively; σT3

m , WT3
m and bT3m are the activation function, weight

and bias vector of the target part in the G-CN-CL model,
respectively.
The vectors denoting the predicted values obtained from

the target parts in the CL-CN-G, CL-CNG and G-CN-CL
models are denoted by ŷT1m , ŷT2m and ŷT3m , respectively.
Finally, the vectors denoting the predicted values of the

traffic flow data acquired by the CL-CN-G, CL-CNG and
G-CN-CLmodels can be calculated by combining the outputs
of the global and target parts, i.e.

ŷ1m = σ
1
m(W

1
m · [ŷ

G1
m , ŷ

T1
m ]+ b1m) (17)

ŷ2m = σ
2
m(W

2
m · [ŷ

G2
m , ŷ

T2
m ]+ b2m) (18)

ŷ3m = σ
3
m(W

3
m · [ŷ

G3
m , ŷ

T3
m ]+ b3m) (19)

where σ 1
m,W

1
m and b1m are the activation function, weight and

bias vector of the output layer in the CL-CN-Gmodel, respec-
tively; σ 2

m, W
2
m and b2m are the activation function, weight

and bias vector of the output layer in the CL-CNG model,
respectively; σ 3

m, W
3
m and b3m are the activation function,

weight and bias vector of the output layer in the G-CN-CL
model, respectively.
The parameters of each layer in the three new models

are trained by minimizing the loss function L, and the loss
function can be given by

L =
∑

m
[(xm − ŷm)2] (20)

where xm is the vector denoting the observed values of the
traffic flow data for section m; ŷm is the vector denoting
the predicted values of the traffic flow data obtained from the
selected model for section m.

IV. EXPERIMENT SETUP AND CASE STUDIES
To testify the effectiveness of the three proposed models,
three situations including normal conditions, holidays and
adverse weather, are considered in this section. Case one
displays traffic flow prediction during a week under normal
conditions. Case two shows traffic flow prediction on hol-
idays, and case three presents traffic flow prediction under
adverse weather. The raw traffic flow data were down-
loaded from the Caltrans Performance Measurements Sys-
tems. The weather data were obtained from the website of
‘‘https://mesowest.utah.edu/’’. Furthermore, the characteris-
tics of traffic flow data on holidays and under adverse weather
are discussed. The KNN, CNN, LSTM, GRU, ConvLSTM
models and the CNNs-LSTM model [53], [54] are selected
as the comparative models, and the mean absolute percentage
error (MAPE), the mean absolute error (MAE) and the rooted
mean square error (RMSE) are adopted as the performance
indices. The formulas of MAPE, MAE and RMSE are as
below:

MAPE =
1

T̃

T̃∑
t=1

∣∣∣∣ ŷt,m − xt,mxt,m

∣∣∣∣ (21)

MAE =
1

T̃

T̃∑
t=1

∣∣ŷt,m − xt,m∣∣ (22)

RMSE =

√√√√√ 1

T̃

T̃∑
t=1

(ŷt,m − xt,m)2 (23)

where ŷt,m is the predicted value of traffic volume at time
interval t for section m; T̃ is the number of the time intervals
selected for traffic flow prediction.
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TABLE 1. Average performance indices obtained from each model for traffic volume prediction in case one.

FIGURE 2. Locations of the selected detectors and weather station.

A. TRAFFIC FLOW PREDICTION UNDER NORMAL
CONDITIONS
To test the proposed models, the three models are firstly
applied under normal conditions. In this case, the sections
for detectors 311974 and 311903 in the US-50 corridor
in Sacramento of United States are selected as the study
sites. Detector 311903 is located at the upstream section for
detector 311974. The locations of the selected detectors and
weather station are depicted in Fig. 2. The traffic flow data
obtained by the two selected detectors from September 14 to
November 8 in 2020 are selected, and the data on
September 17, 24, 25 and 26 are removed because a lot of
data are missing on these days. The time interval by which
traffic flow data are aggregated is 5 minutes. Thus, one day
includes 288 time intervals. To predict the traffic volume and
the traffic speed during the last week (i.e., November 2 to
8), the traffic flow data on the former 45 days are used to
train the prediction models. There are no special conditions
in the last week. By testing themodel, the number of time lags
for the traffic flow data for the target section and that for the
upstream section in the target part are both set to 6, and that
for the target section in the global part is also set to 6 [55].

Fig. 3 displays the specific structures of the proposed mod-
els in case one, including the number of layers and the number
of nodes in each layer. As shown in Fig. 3(a), the global part of
the CL-CN-G model contains one ConvLSTM layer and one
Dense layer. The target part of the CL-CN-G model contains

two paths: (1) path 1 has three Conv layers, one Pooling layer,
one Dropout layer and one Flatten layer; path 2 includes two
GRU layers and one Flatten layer. Then, the outputs of the two
paths are concatenated by a Concatenate layer. As a result, the
predicted values can be obtained by combining the outputs of
the global and target parts.

Fig. 3(b) shows the specific structure of the CL-CNG
model in this case. In this figure, the global part of the CL-
CNG model contains one ConvLSTM layer and one Dense
layer; the target part of the CL-CNGmodel has two Conv lay-
ers, one Pooling layer, two GRU layers, one Flatten layer and
one Dense layer. Then, the predicted values of the CL-CNG
model can be calculated by the outputs of the two parts.

The specific structure of the G-CN-CL model in this case
is shown in Fig. 3(c). It can be seen that the global part of the
G-CN-CL model contains two GRU layers and one Dense
layer. The target part of the G-CN-CL model is composed of
two paths: (1) path 1 has two Conv layers, one Pooling layer,
one Dropout layer and one Flatten layer; (2) path 2 consists of
two ConvLSTM layers and one Flatten layer. Then, the out-
puts of the two paths are concatenated by a Concatenate layer.
Next, the predicted values can be obtained by combining the
outputs of the global and target parts.

By testing the model, the dropout rates of the Dropout1 and
Dropout2 layers in the CL-CN-G and G-CN-CL models are
both set to 0.5 and 0.05, respectively. The Adam algorithm
is used to train the model. The activation function in each
layer adopts the ReLU function, the number of training is
set to 100, and the batch size is set to 64. When predict-
ing traffic volume and speed, the models are trained using
traffic volume data and traffic speed data, respectively. All
the experiments are compiled on a Windows server (CPU:
Intel(R) Core(TM) i7-7700HQ @ 2.80 GHz, GPU: NVIDIA
GeForce GTX 1050Ti).

Tables 1 and 2 list the average performance indices
(i.e., MAPE, MAE and RMSE) obtained from each model
for traffic volume prediction and those for traffic speed pre-
diction, respectively. The bold digitals indicate the values
calculated by the three proposed models are smaller than
those obtained from the existing models. Then, the selected
models are compared. It can be revealed that: (1) the perfor-
mance indices obtained from the CL-CN-G, CL-CNG and
G-CN-CL models are usually smaller than those obtained
from the existing models, which means the three proposed
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FIGURE 3. Specific structures of the proposed models in case one.
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FIGURE 3. (Continued.) Specific structures of the proposed models in case one.

TABLE 2. Average performance indices obtained from each model for traffic speed prediction in case one.

models perform better than the existing models; (2) among
the three proposed models, the performance indices obtained
from the CL-CNG model are usually larger than those
obtained from the CL-CN-G and G-CN-CL models, which
demonstrates the CL-CNG model performs worse than the
CL-CN-G andG-CN-CLmodels; (3) the performance indices
obtained from the deep learning models are always smaller
than those calculated by the KNN model, which shows the
deep learning models perform better than the KNN model

The above outcomes indicate that: (1) the CL-CN-G,
CL-CNG andG-CN-CLmodels perform better than the exist-
ing models, which denotes the three proposed models are
effective and efficient for traffic flow prediction under normal
conditions; (2) the deep learning models perform better than

the traditional machine learning model mentioned in this
study; (3) the CL-CN-G and G-CN-CL models show more
stable performance than the CL-CNG model.

B. TRAFFIC FLOW PREDICTION ON HOLIDAYS
In this case, detectors 311974 and 311903 shown in Fig. 2
are still selected. To verify the performance of the three
proposed models on holidays, the Independence Day in 2019
(July 4, 2019) and the Thanksgiving Day in 2020
(November 26, 2020) are selected. The traffic flow data
collected from detectors 311974 and 311903 from May 13 to
July 7 in 2019 and those from October 5 to November 29
in 2020 were downloaded. The weather data from
May 13 to July 7 in 2019 and those from October 5 to

VOLUME 9, 2021 157173



W. Zhang et al.: Hybrid Deep Spatio-Temporal Models for Traffic Flow Prediction on Holidays and Under Adverse Weather

FIGURE 4. Variations of traffic volumes on thursdays.

November 29 in 2020 at weather station 41 shown in Fig. 2
were downloaded, too. To predict the traffic volume and
speed on the Independence Day and Thanksgiving Day, the
traffic flow data from May 13 to July 3 in 2019 and those
from October 5 to November 25 in 2020 are selected as the
historical data. The data on May 21, 22, 23 and June 14
in 2019 are removed because a lot of data are missing on these
days. The traffic flow patterns on holidays are also discussed.

Figs. 4(a) and 4(b) show the variations of traffic volumes
on Thursdays, including the Independence Day and Thanks-
giving Day. One day includes 288 time intervals, and 0 in the
figures represents the start time. The seven days in Fig. 4(a)
are May 16, May 30, June 6, June 13, June 20, June 27
and July 4 (the Independence Day) in 2019, and the eight
days in Fig. 4(b) are October 8, October 15, October 22,
October 29, November 5, November 12, November 19 and
November 26 (the Thanksgiving Day) in 2020. It can be
seen that the traffic volumes on the Independence Day and
Thanksgiving Day (i.e., the traffic volumes in the red circles)

are obviously smaller than those on other Thursdays, which
indicates that the traffic flowpatterns on holidays are different
from those on workdays.

Figs. 5(a) and 5(b) display the variations of traffic speeds
on Thursdays, including the Independence Day and Thanks-
giving Day. In Fig. 5(a), 5.16 means May 16 in 2019, and
10.08 in Fig. 5(b) means October 8 in 2020. It can be seen
that: the traffic speeds in daytime are usually lower than
those at night; however, the traffic speeds in daytime on the
Independence Day and Thanksgiving Day are close to those
at night, which again reveals that the characteristics of traffic
flowwill change on holidays. Thus, it is necessary to consider
the impacts of holidays on traffic flow.

In this case, the structures of the CL-CN-G, CL-CNG and
G-CN-CL models are the same as those in case one. The
parameters in each layer and the experimental environment
are also the same as those in case one. To analyze the perfor-
mance of each model, Table 3 lists the average performance
indices obtained from all the selected models for traffic
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FIGURE 5. Variations of traffic speeds on thursdays.

TABLE 3. Average performance indices obtained from each model for traffic volume prediction on holidays.

TABLE 4. Average performance indices obtained from each model for traffic speed prediction on holidays.

volume prediction on the Independence Day and Thanks-
giving Day. The bold digitals still indicate that the values
calculated by the three proposed models are smaller than
those obtained from the existing models. It can be found that:
(1) the CL-CN-G, CL-CNG and G-CN-CL models outper-
form the best existing model with the improvement of 2.16%
and 2.31% by MAE and RMSE at least; (2) the values of
MAPE obtained from the three proposed models are smaller
than those calculated by the existingmodels except the LSTM
model. These analyses reveal that the three proposed models
are effective.

Table 4 shows the average performance indices obtained
from each model for traffic speed prediction on the Indepen-
dence Day and Thanksgiving Day. It can be seen that: (1) the
CL-CN-G model outperforms the best existing model with
the improvement of 14.74%, 14.68% and 17.02% by MAPE,
MAE and RMSE; (2) the CL-CNG model outperforms the
best existing model with the improvement of 3.84%, 4.59%

and 4.26% by MAPE, MAE and RMSE; (3) the G-CN-CL
model outperforms the best existing model with the improve-
ment of 20.51%, 21.10% and 20.57% by MAPE, MAE and
RMSE. The results show that the three proposed models per-
form better than the existing models when predicting traffic
speed, and the performance of the G-CN-CL model is the
best.

In summary, the above discussions reveal that: (1) the
CL-CN-G, CL-CNG and G-CN-CL models perform better
than the existing models when predicting traffic flow on
holidays; (2) the existing deep learning models have similar
performance on holidays, and the KNN model performs the
worst.

C. TRAFFIC FLOW PREDICTION UNDER ADVERSE
WEATHER
Since drivers’ travel behaviors will be affected by adverse
weather, the characteristics of traffic flow under adverse
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FIGURE 6. Variations of traffic flow data on weekends in case three.

weather will be different from those under normal conditions.
In this case, detectors 311974 and 311903 shown in Fig. 2
are still selected, and the traffic flow data under heavy
rain and strong wind were downloaded to test the proposed
models. The weather, traffic volume and traffic speed data
from August 19 to December 1 in 2019 are selected. The
level of wind during 10:00 am to 13:00 pm on October 9
was 6 [56]. The rainfall on December 1 was 30.48 mm
and bigger than 25 mm so that the weather type on
December 1 was heavy rain [57]. The CL-CN-G, CL-CNG
and G-CN-CL models are utilized to predict the traffic flow
data on the two days again.

1) HEAVY RAIN
To predict the traffic volume and speed under heavy rain (the
traffic flow data on December 1 in 2019), the traffic flow
data from September 9 to November 31 are selected as the
historical data. The traffic flow data on September 19, 20 and
November 1, 2, 12, 13, 22 are removed because many data
are missing on these days.

Fig. 6 shows the variations of traffic volumes and speeds
on weekends from September 9 to December 1. From
Fig. 6(a), it can be seen that: (1) the traffic volumes on week-
ends usually show the similar trends and have one distinct
peak; (2) the amount of traffic volume under heavy rain is
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FIGURE 7. Performance indices obtained from each model under heavy rain.

FIGURE 8. Variations of traffic volumes and traffic speeds on Wednesdays.

obviously smaller than that under normal conditions, espe-
cially in daytime (i.e., the traffic volumes in the red circle).
Fig. 6(b) shows the variations of traffic speeds on weekends.
It can be found that: (1) the traffic speeds in daytime are
usually lower than those at night; (2) the fluctuations of
traffic speeds under heavy rain are more stable than those
under normal conditions; (3) the traffic speeds from 21:00 pm
to 24:00 pm on December 1 (i.e., the traffic speeds in
the red cycle) are clearly lower than those on other days,
the reason is that it was raining hard during that period. On the
whole, heavy rain has significant impacts on the patterns of
traffic speed and volume. Thus, it is necessary to consider the
impacts of adverse weather on traffic flow prediction.

In this section, the parameters and structures of the CL-
CN-G, CL-CNG and G-CN-CL models are the same as those
in Fig. 3, the input matrices of the global part are built using
the temperature and traffic flow data. The number of time lags
for the temperature data is set to 1. Fig. 7 displays the perfor-
mance indices obtained from each model under heavy rain.
It can be seen that: (1) the performance indices obtained from
the CL-CN-G, CL-CNG and G-CN-CL models are always
smaller than those calculated by the existing models; (2) the
performance indices calculated by the KNNmodel are always

the largest, and the performance indices obtained from the
existing deep learning models are close. These discussions
reveal that the CL-CN-G, CL-CNG and G-CN-CL models
perform better than the existing models, which means that
the three proposed models have excellent performance under
heavy rain.

2) STRONG WIND
In this section, the traffic flow, wind speed and temperature
data from August 19 to October 8 are selected to build the
input matrices of the three proposed models. The number of
time lags for the wind speed data and that for the temperature
data are both set to 1. The structures and parameters of the
CL-CN-G, CL-CNG and G-CN-CL models are also the same
as those under heavy rain. Then, the traffic volume and speed
under strong wind (i.e., the traffic flow data on October 9
in 2019) can be predicted based on the input matrices and
models. Fig. 8 shows the variations of traffic volumes and
speeds on the eight Wednesdays. The level of wind from
10:00 am to 13:00 pm on October 9 was 6. From Fig. 8(a),
it can be found that the patterns of traffic volumes on these
days are similar; the fluctuations of traffic volumes under
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FIGURE 9. Performance indices obtained from each model under strong wind.

TABLE 5. Average performance indices obtained from each model for traffic volume prediction under adverse weather.

TABLE 6. Average performance indices obtained from each model for traffic speed prediction under adverse weather.

strong wind (i.e., the traffic volumes on October 9 in the red
circle) are relatively smaller than those on other days. From
Fig. 8(b), it can be seen that the variations of traffic speeds
under strong wind are obviously more stable. Thus, strong
wind also has impacts on the pattern of traffic flow.

Fig. 9 shows the performance indices obtained from each
model under strong wind. It can be revealed that: (1) the per-
formance indices obtained from the CL-CN-G, CL-CNG and
G-CN-CL models are usually the smallest, which means that
the three proposed models perform better than the existing
models; (2) the performance indices calculated by the KNN
model are always the largest, which indicates that the deep
learning models perform better than the traditional machine
learning model mentioned in this study; (3) the performance
indices calculated by the existing deep learning models are
usually close, and the performance indices obtained from
the CNNs-LSTMmodel are sometimes obviously larger than
those obtained from other existing deep learning models,

whichmeans that the performance of the CNNs-LSTMmodel
is unstable under strong wind. These discussions reveal that
the CL-CN-G, CL-CNG and G-CN-CL models show the
excellent performance under strong wind.

To further analyze the performance of each model under
adverse weather, Table 5 lists the average performance
indices for traffic volume prediction under heavy rain and
strong wind. From this figure, it can be found that: (1) the CL-
CN-G model outperforms the best existing model with the
improvement of 0.78%, 1.29% and 1.10% by MAPE, MAE
and RMSE; (2) the CL-CNG model outperforms the best
existing model with the improvement of 2.45%, 3.04% and
2.57% by MAPE, MAE and RMSE; (3) the G-CN-CL model
outperforms the best existing model with the improvement of
2.89%, 4.17% and 4.10% byMAPE,MAE and RMSE. These
analyses reveal that the three proposed models are effective
for traffic volume prediction under adverse weather, and the
G-CN-CL performs the best.
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TABLE 7. Training time of each model.

Table 6 shows the average performance indices obtained
from each model for traffic speed prediction under heavy rain
and strong wind. It can be seen that: (1) the CL-CN-G model
outperforms the best existing model with the improvement of
3.59%, 2.94% and 3.63%byMAPE,MAE andRMSE; (2) the
CL-CNGmodel outperforms the best existing model with the
improvement of 0.65%, 0.74% and 1.04% by MAPE, MAE
and RMSE; (3) the G-CN-CL model outperforms the best
existing model with the improvement of 4.25%, 3.68% and
5.18% by MAPE, MAE and RMSE. These results also show
that the three proposed models perform better than the exist-
ing models, and the G-CN-CL model still performs the best.

Table 7 lists the training time of each model under heavy
rain and strong wind. It can be found that the training time of
the KNNmodel is the least, and that of the ConvLSTMmodel
and that of the proposed hybrid models are relatively longer.
To sum up, the proposed hybrid models obtain the smallest
performance indices, but the efficiency of the three models
needs to be further improved.

V. CONCLUSION
Based on the CNN, GRU and ConvLSTM models, three
hybrid deep spatio-temporal models (i.e., the CL-CN-G,
CL-CNG and G-CN-CL models) are proposed with the con-
cern of holidays and adverse weather. The three models con-
sist of the global and target parts. Then, the input matrices
of the global part are constructed by the traffic flow data
and the weather data during all the periods, and the input
matrices of the target part are established by the traffic flow
data during the target period. To verify the accuracy of the
three proposed models, three cases are designed, including
traffic flow prediction under normal conditions, on holidays
and under adverse weather. Additionally, the characteristics
of traffic flow data under different situations are analyzed.

The experimental results show that: (1) the three proposed
models perform better than the existing models mentioned in
this study, and the G-CN-CL model performs the best; (2)
in the three cases, the G-CN-CL model outperforms the best
existing model with the improvement of –0.22% ∼ 2.89%,
2.16% ∼ 4.17% and 2.64% ∼ 4.10% by MAPE, MAE and
RMSE for traffic volume prediction; (3) the G-CN-CL model
outperforms the best existing model with the improvement of
4.07%∼ 20.51%, 3.68%∼ 21.10% and 4.04%∼ 20.57% by
MAPE, MAE and RMSE for traffic speed prediction; (4) on

holidays, the traffic volume during peak hours will reduce,
and the traffic speed in daytime will become larger; (5) the
traffic volume in daytime on rainy day is obviously smaller
than those on other days, and the traffic speed under heavy
rain is lower than those on other days; under strong wind,
the variations of traffic volume and speed are more stable.
These results reveal that the accuracy and effectiveness of the
CL-CN-G, CL-CNG and G-CN-CL models are good under
all the situations. Because the three proposed models are all
composed of the global and target parts, the spatio-temporal
characteristics of the historical data under each situation
can be further extracted, and the similarities of traffic flow
between the target period and other periods can be captured.
In addition, holidays, heavy rain and strong wind all have
significant impacts on the characteristics of traffic flow data.
In practice, not only the traffic flow data during target periods
but also those during other periods should be used when
predicting traffic flow on holidays or under adverse weather.
The impacts of holidays and adverse weather should be fully
considered, so that the prediction accuracy can be further
improved. To get more accurate prediction results under all
conditions, it is suggested to adopt the three proposedmodels,
especially the G-CN-CL model.

The performance of the three proposed models needs to be
further verified using traffic flow data under fog and other
types of adverse weather. Also, more types of data (e.g.
social media data) related to traffic flow should be concerned.
To focus on traffic flow prediction in a large-scale network,
the graph neural network will be introduced to improve the
proposed models.
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