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ABSTRACT Recently sentiment analysis in Arabic has attracted much attention from researchers. A modest
number of studies have been conducted on Arabic sentiment analysis. However, due to the vast increase
in users’ comments and reviews on social media and e-commerce websites, the necessity to detect
sentence-level and aspect-level sentiments has also increased. The aspect-based sentiment analysis has
emerged to detect sentiments at the aspect level. Few studies have attempted to perform aspect-based
sentiment analysis on Arabic texts because Arabic natural language processing is a challenging task and
because of the lack of available Arabic annotated corpora. In this paper, we conducted a systematic review of
the methods, techniques, and datasets employed in aspect-based sentiment analysis on Arabic texts. A total
of 21 articles published between 2015-2021 were included in this review. After analysing these articles,
we found a lack of annotated datasets that can be used by researchers. In addition, the used datasets were
limited to few fields. This review will serve as a foundation for researchers interested in Aspect-Based
Sentiment Analysis, it will assist them in developing new models and techniques to tackle this task in the
future.

INDEX TERMS Arabic sentiment analysis, aspect-based sentiment analysis, feature-based sentiment
analysis, multi-aspect sentiment analysis, sentiment analysis.

I. INTRODUCTION
In the current century, a massive amount of data is created
and added to the web each day. This data contains users’
reviews, ratings, and opinions about an issue, place, service,
product, and so on. Analysing and understanding this kind
of data plays an important role in decision-making in mul-
tiple fields [1]. For example, companies are interested in
identifying users feedback about their products. Sometimes,
a single review may contain multiple aspects (i.e. product
colour, product quality, product price) with different polari-
ties (positive, neutral, and negative), as the user might like the
quality of a product but dislike its design. However, knowing
general feedback about the product doesn’t provide enough
information to the company to recognise the weaknesses and
strengths of its product. Moreover, some of these aspects
could be more important and valuable to the company than
others in its decisions regarding the product. Considering the
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previous example, there is a necessity to be able to identify
the user’s impression for each aspect mentioned in the review.

Sentiment analysis (SA) techniques have been developed
to analyse these reviews and understand what impressions
they carry. SA can be applied at three different levels; each
level has its importance and applications. The three levels
are the document level [2], sentence level [3], and aspect
level [4]. At the document level, the sentiment polarity is
detected for the whole document, while at the sentence level,
the polarity is extracted for each sentence in the document.
At the aspect level, the polarity is detected for each aspect in
the sentence [5]. The first two levels have gained significant
attention from researchers, and the majority of studies have
focused on these levels. The aspect level is largely ignored
because it is associated with more sentiment analysis diffi-
culties and challenges than the other levels [6].

The three main SA approaches that were found in
the literature for both English and Arabic languages are
the machine learning approach, lexicon-based approach,
and hybrid approach as shown in FIGURE 1 [7]. In the
machine learning approach, supervised, unsupervised or
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FIGURE 1. Sentiment analysis methods.

semi-supervised classification algorithms can be used to
identify the polarity of a given text. Whereas the super-
vised algorithms require an annotated dataset, unsuper-
vised algorithms don’t. The semi-supervised method is a
combination of the supervised and unsupervised methods
since it deals with labelled and unlabelled data. Most stud-
ies that have utilised this approach used supervised algo-
rithms, mainly SVM and NB, to develop their classification
models [8]. In the lexicon-based approach, a lexicon is
created that contains a set of sentiment words and their
polarity values [9]. The two main types of created lexicons
are dictionary-based lexicons, which are general-purpose
lexicons, and corpus-based lexicons, which are domain-
specific [10]. Another type of lexicon is ontology-based
lexicons [11], [12]. However, this type of lexicon is still
not as widely used as the previous ones because building
and utilising an ontology-based corpus is difficult and time-
consuming. Finally, the hybrid approach combines machine
learning approach techniques and lexicon-based approach
techniques [13]. A survey of approaches and techniques used
in Arabic SA was done in [14].

According to Feldman [5], themulti-aspect or aspect-based
sentiment analysis (ABSA) is defined as follows: ‘‘The
research problem that focuses on the recognition of all senti-
ment expressions within a given document and the aspects
to which they refer’’. The aspects to be studied could be
identified by the researcher based on the dataset domain, for
example, in restaurant reviews, the most important aspects
are food quality, price, and service quality. The aspects
could also be automatically extracted from the data using
methods like topic modelling. The main stages in ABSA
are: aspect term (expression) extraction and aspect sentiment
classification.

In aspect term extraction, the terms related to each aspect
are extracted from the text. Meanwhile, in the aspect sen-
timent classification stage the polarity of each aspect is
determined [15]. In the aspect sentiment classification stage,
the methods and approaches that are used for SA are also
applied. FIGURE 1 summarises these methods. In the aspect
term extraction stage, four main approaches could be used to
extract the aspect-related terms. The first one is extraction
based on frequent nouns and noun phrases, where a part-
of-speech (POS) tagger is used to recognise these nouns; after
that, only frequent ones are kept. The second approach is
extraction by exploiting opinion and target relations. Since
sentiment terms are usually used to describe an aspect, the
nearest noun or noun phrase to each sentiment word is con-
sidered an aspect, and, thus, that sentiment word is a term
for the specified aspect. Another approach utilises supervised
machine learning algorithms such as hidden Markov mod-
els (HMMs) and conditional random fields (CRFs) for terms
extraction. The last approach is using topic modelling algo-
rithms, such as probabilistic latent semantic analysis (PLSA)
and latent Dirichlet allocation (LDA), to model both senti-
ment words (aspect terms) and topics (aspects) at the same
time [15], [16].

A modest number of studies have been conducted on
Arabic sentiment analysis [17], but few have been done on
Arabic ABSA. This is because Arabic ABSA is a more
challenging task than Arabic SA. One of these challenges is
the need to identify the terminologies for each aspect in the
sentence. Another challenge is the lack of standard available
annotated corpora, which means researchers need to make an
extra effort when working on Arabic ABSA [3], [18]. In addi-
tion to these challenges the complexity of theArabic language
itself makes Arabic text processing and feature extraction a
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difficult task. This difficulty comes first from Arabic lan-
guage morphology, as Arabic is a high derivational language,
meaning that multiple words with different meanings have
the same root or stem. Another reason for the complexity
is the use of short vowels, which affects the phonetics and
the meanings of words. Also, the Arabic language’s richness
(e.g. its many synonyms, where different words have the same
or similar meanings) contributes in the difficulty [19]. Lastly,
the vast difference between Modern Standard Arabic (MSA)
and Dialectical Arabic (DA) presents a significant challenge.
MSA is used in formal situations - for instance, in education,
in books, and on the news. MSA is a standardised version that
is the same in all Arabic spoken countries. On the other hand,
DA is primarily used by Arabs in daily life, in songs, on TV
shows, on social media, and on microblogging channels.
DA is dependent on the region, as each region has a unique
dialect. Some examples of dialects are Egyptian Arabic, Gulf
Arabic, Iraqi Arabic, and Levantine (including the dialects of
Lebanon, Syria, Jordan, and Palestine). Dialects differ from
each other in their vocabularies, pronunciations, and even
grammatical rules [20].

The purpose of this paper is to survey all studies that
have been published on Arabic ABSA. In this survey, various
techniques used in ABSA are identified and categorised with
brief details. Also, the datasets used in ABSA are discussed
in terms of the annotation process, language type, and the
dataset domain, which presents the target field of the study
and the source from where the reviews dataset was col-
lected such as hotels, restaurants, airlines, telecommunica-
tion, books and other. This survey reveals the lack of ABSA
studies in a variety of important domains. Moreover, the
survey provides a basis for future studies on Arabic ABSA.

The remainder of this paper is structured as follows. In the
Section 2, the methodology used to conduct this review
is explained. Then, Section 3 summarises and explains the
selected articles. Section 4 provides answers to the research
questions. This is followed by the discussion in Section 5.
Finally Section 6 presents the study’s conclusions.

II. SYSTEMATIC LITERATURE REVIEW METHODOLOGY
In this research, a systematic review will be conducted based
on the guidelines proposed in [22]. These guidelines consist
of three main stages: planning, execution and reporting of the
review.

A. REVIEW PLANNING
The planning stage consists of four main components: the
research question, keywords, query string, and the selection
of search sources.

1) Research questions: The aim of this systematic review
is to answer the following questions.
Question1: What are the main ABSA datasets’
domains, i.e. what areas do the collected reviews cover
(hotels, books, news, education, etc.)?.
Question2:What approaches and algorithms are used in
Arabic ABSA?

Question3: What frequent features are used in Arabic
ABSA?
Question4: What are the evaluation criteria of tech-
niques used in Arabic ABSA?

2) Keywords: A set of English keywords will be consid-
ered in this research, with their singular (S) and plural
(P) forms, if applicable. These words are multi-aspect
(S/P), sentiment (S/P), aspect-based (s), andArabic (S).

3) Query string: All keywords mentioned above will
be used to formulate the search query, which will
be used to search through the search engines of the
selected sources. The search string will be as follows:
(‘‘multi-aspect’’ OR ‘‘multi-aspects’’ OR ‘‘aspect-
based’’ OR ‘‘feature-based’’) AND (‘‘sentiment’’ OR
‘‘sentiments’’ OR ‘‘opinion’’ OR ‘‘opinions’’) AND
‘‘analysis’’ AND ‘‘Arabic’’.

4) Selection of search sources: The selection criteria of
search sources was dependent on the databases, the
search engines of which were accessible through the
available subscriptions. The available subscriptions
cover full text access. These sources were Web of Sci-
ence, Scopus, IEEE Xplore, and ACM Digital Library.
All the articles present in these sources that are related
to Arabic ABSA are written in English, thus the review
will only consider articles written in English language.

B. STUDY SELECTION CRITERIA (EXECUTION)
After carrying out the search query, the study selection cri-
teria were needed to identify articles that are related to the
search question. The selection criteria consisted of the inclu-
sion and exclusion criteria that are explained below. However,
duplicate articles that appear in the search result of more than
one source will be included only once. FIGURE 2 illustrates
the sequential application of the inclusion and exclusion crite-
ria in the article selection process, these criteria were adopted
from [21].

The inclusion criteria (IC) for selecting related articles
were applied sequentially as listed below:
• IC 1: Articles whose title maintains a relationship with
some or all the keywords used in the search.

• IC 2: Articles whose keywords are a subset of the key-
words used in the search.

• IC 3: Articles whose abstracts describe multi-aspect sen-
timent analysis (or its synonym, ABSA).

• IC 4: Articles that propose a new model or techniques
for multi-aspect analysis or that modify an existing one.

• IC 5:Articles that employed already-existingmulti-aspect
techniques in their experiments.

The exclusion criteria (EC) for excluding the unrelated
articles were as follows:
• EC 1: Articles that do not contain experiments on the
Arabic language.

• EC 2: Articles that only proposed or used techniques for
basic sentiment analysis.

• EC 3: Articles that do not comply with any inclusion
criteria.
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FIGURE 2. Articles selection process flowchart adopted from [21].

TABLE 1. Number of retrieved and selected articles by source.

C. BIBLIOGRAPHY MANAGEMENT AND DOCUMENT
RETRIEVAL
We used Zotero 5.0.96.2 to organise and manage all bib-
liographic information and citations.Then, all studies were
scanned by their title, keywords, and abstract. Any studies
that needed to be checked for IC 4 and IC 5 were downloaded
via the aforementioned subscriptions to complete the selec-
tion process. In the end, all the selected articles were also
downloaded to be used in the reporting stage of the review.
See TABLE 1 for a summary of the numbers of discovered
and selected articles for each of the search resources. For
more details about the number of selected studies at each step,
refer to the PRISMA flowchart provided in FIGURE 3.

III. SUMMARY OF SELECTED RESEARCH STUDIES
The 21 selected articles were analysed in terms of dataset
collection and annotation, dataset domain, extracted features,
ABSA utilised approach, and results. A summary of the

goal and results of these articles (sorted from earliest to
most recent) is provided in TABLE 2. All selected articles
were published from 2015-2021, justifying the small number
of selected articles and reaffirming that ABSA is still an
emerging research area, especially in the Arabic language.
Moreover, there has been noticeable interest from researchers
in Arabic ABSA in the last year (see FIGURE 4).

The research of Al-Smadi et al. [24] was the first study on
Arabic ABSA. This research includes a dataset that contains
1,513 book reviews written in MSA. These reviews were
selected from the large-scale Arabic book review (LABR)
dataset [25]. Then, the selected review were annotated man-
ually to be used as a baseline for later studies on Arabic
ABSA. The annotation process consisted of four parts: aspect
identification, aspect polarity, aspect term identification, and
aspect term polarity. The annotated data were provided in
XML format. A simple evaluation method based on the Dice
coefficient similarity was used. This method’s results were as
follows: For the aspect term extraction task, the F-1 measure
was 0.23, and for the aspect sentiment classification task,
the achieved accuracy was 42.57%. This dataset was used
later only in another two studies (S2 and S17). In S2 the
researchers used the same reviews selected in S1 but they
re-annotated the reviews. In S17, the researchers selected and
annotated 1,000 review from the same dataset: LABR. The
research of Al-Smadi et al. [24] did not succeed in providing
a baseline for other studies. Therefore, the same researchers
conducted a new research work on ABSA [26].
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FIGURE 3. PRISMA flowchart adopted from [23].

In the latter research [26], a dataset for Arabic ABSA
was prepared via the Semantic Evaluation Workshop 2016
(SemEval 2016) [41]. The dataset contains around 15,562
hotel reviews collected from well-known hotels’ booking
websites, such as TripAdvisor.com and Booking.com [53].
The reviews were written in both MSA and multiple DAs.
A subset of 2,291 reviews was selected and annotated based
on the annotation guidelines in [54]. From the selected
reviews, 1,839 reviews were used for the training task
and 452 were used for the testing task. The annotated dataset
was provided in XML format. As a baseline evaluation
method the SVM classifier with a linear kernel was trained
using N-Unigrams extracted from the training reviews. Then,
for the classification decision during the testing phase thresh-
old value of 0.2 was used. For the aspect term extraction task,
themodel achieved an F-1 value of 0.40; themodel’s accuracy

for the aspect sentiment classification task was 73.2%. The
results of this study showed a noticeable improvement over
the previous one [24]. This research succeeded in providing a
baseline for other researches, and the same annotated dataset
was used in the six later studies (S7, S11, S12, S13, S14,
and S21). Of these, S11 and S13 achieved the best F-1 mea-
sure (0.93) for aspect aspect detection, and the best accuracy
(95.4%) for the aspect sentiment classification task.

IV. RESULTS
The 21 selected Arabic ABSA studies consist of 11 journal
articles and 10 conference papers (see FIGURE 5). These
studies were analysed to extract information related to the
research questions. This section is organised to answer the
four research questions that were proposed in the review
planning section.
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TABLE 2. Summary of methodologies and findings of the selected research studies (n = 21).
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TABLE 2. (Continued.) Summary of methodologies and findings of the selected research studies (n = 21).
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TABLE 2. (Continued.) Summary of methodologies and findings of the selected research studies (n = 21).
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TABLE 2. (Continued.) Summary of methodologies and findings of the selected research studies (n = 21).

A. DATASETS DOMAINS, EXTRACTION, AND ANNOTATION
Techniques (QUESTION 1)
After analysing the selected articles, it was found that
researchers used multiple datasets in various domains. These
domains include hotels, books, products, restaurants, political
conflicts, airlines, educational institutes, telecommunication
companies, and government applications. For each of these

domains (except hotels and books), a single piece of research
was conducted. Nine studies used hotel reviews to develop
and evaluate theirmodels, and another four used book reviews
(see FIGURE 6).

The datasets were either collected and annotated by the
researchers or extracted from available corpora. The main
resource for the researchers’ collected reviews was Twitter
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FIGURE 4. Distribution of the Arabic ABSA studies per publication year.

FIGURE 5. Type of selected studies.

FIGURE 6. Most common datasets domains.

as in S10, S15, and S16. The second resource was Facebook
as in S4 and S 9. Other considered resources included forums,

FIGURE 7. Number of studies addressing each approach.

Youtube, and websites. However, most of these datasets are
not publicly available.

On the other hand, the hotel reviews dataset provided by
Semantic Evaluation Workshop 2016 (task 5) [41] was the
resource of reviews dataset for seven studies. This dataset
contains a total of 2,291 hotel review; 1,839 reviews were
prepared for the training task and 452 were prepared for the
testing task. In S6, this dataset was annotated for ABSA tasks;
the same annotated dataset was used in S7, S11, S12, S13,
S14, and S21. Also, the LABR dataset [25] was a resource
for reviews in S1, S2, and S17. This dataset contains more
than 63,000 book reviews in Arabic. The book reviews were
collected from the Goodreads website during March 2013.

TABLE 3 below provides a summary of the datasets used
in the studies in terms of their domain, language type, source,
and the number of reviews.

B. TECHNIQUES FOR ARABIC ABSA (QUESTION 2)
As explained in the introduction, several approaches have
been used for ABSA. These approaches were classified into
three groups lexicon-based, machine learning, and hybrid.
In this section, the approaches and algorithms used for Arabic
ABSA will be explained. All of the studies applied either
machine learning or lexicon-based approach, while none have
applied a hybrid approach. As shown in FIGURE7, 10 studies
adopted a machine learning approach, whereas 11 studies
adopted a lexicon-based approach.

FIGURE 8 displays the popularity of used machine learn-
ing algorithms in the selected articles. The frequencies in
the figure stand for the number of studies that applied each
algorithm. It can be seen that the SVM was the most used
machine learning algorithm, as it was utilised in seven stud-
ies. This is followed by the neural network, with its two
classes recurrent neural network (RNN) and convolutional
neural network (CNN). Other classifiers like Naive Bayes,
decision tree, and K-nearest neighbour (K-NN) were also
used.

The lexicons used for the lexicon-based approach can be
classified into two groups: manually constructed lexicons
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FIGURE 8. Used machine learning algorithms.

and publicly available lexicons. Only in four studies were
previously available lexicons utilised; In seven studies, the
researchers built their own lexicons (see FIGURE 9). The
three publicly available lexicons that were utilised are the
SentiWordNet lexicon [55] (S2), ARBL lexicon [56] (S3),
and Arabic Sentiment Lexicon (ArSenL) [48] (S9 and S20).

The SentiWordNet lexicon is a publicly available lex-
ical resource developed for opinion mining and senti-
ment classification tasks. Each word in this lexicon is
assigned three numerical sentiment scores (positivity, nega-
tivity, and objectivity), such that the sum of the three scores
is 1.0 [55]. These scores are used by researchers for the
sentiment classification task. The second used lexicon was
the Arabic root based lemmatiser(ARBL) lexicon. It consists
of 38,29 roots, 69 patterns, and a closed set of 346 Arabic
words. These roots are categorised into 16 groups, some of
which are nouns, verbs, numerals, prepositions, and con-
junctions. The roots and patterns are assigned with tags that
specify whether they are opinion-bearing words or not [56].
Researchers used this lexicon to identify sentiment bearing
words. A score is then assigned to each identified word. The
last lexicon is the Arabic Sentiment Lexicon (ArSenL). This
lexicon was developed based on WordNet, SentiWordNet,
and an Arabic morphological analyser. It consists of 28,760
lemmaswith their sentiment scores (positivity, negativity, and
objectivity) [48]. These scores are used by researchers for
sentiment classification.

C. THE FREQUENT EXTRACTED FEATURES USED ARABIC
ABSA (QUESTION 3)
Multiple features were extracted from the datasets, such as
part of speech (POS) tags, N-Grams, named entity recogni-
tion (NER), word embedding (WE), term frequencies (TF),
and term frequency-inverse document frequency (TF-IDF).
The most dominant features were POS and N-Grams, and the
least dominant one was TF. FIGURE 10 shows the frequen-
cies of the extracted features among the 21 selected research
works.

FIGURE 9. Percentages of the used lexicons.

FIGURE 10. Frequent extracted features.

From TABLE 4, it can be concluded that for the
lexicon-based approach, POS and N-Grams are the only
extracted features, while for the machine learning approach,
all six features mentioned above were extracted and used.
Multiple tools were used to extract these features. For POS,
three different tools were used: the Stanford POS tagger [57]
was used in S2, S5, and S9. S4 used ATKS tools for
POS tagging [58]. Meanwhile, S11, S13, and S14 used
MADAMIRA [59] to extract both POS and NER features.
MADAMIRA is a toolkit that provides services for POS
tagging, NER, tokenization, diacritic analysis, and lemmati-
zation of Arabic text. Another tool Polyglot-NERwas utilised
as a web service for NER extraction in S5 [60]. For WE,
three tools were used: Word2Vec [61], fastText [35], and
AraVec-Web [36]. Word2Vec was utilised in S10 and S11,
whereas fastText and AraVec-Web were used in S12. The
fastText is an extension of the Word2Vec skip-gram model
trained on Arabic Wikipedia with a dimension of 300 and a
vocabulary size of 610,977. On the other hand, AraVec-Web
is a pre-trained Word2Vec skip-gram on World Wide Web
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TABLE 3. Summary of datasets used for evaluation of Arabic MASA methods.
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TABLE 3. (Continued.) Summary of datasets used for evaluation of Arabic MASA methods.

pages’ Arabic content with a dimension of 300 and a vocab-
ulary size of 145,428.

In addition to features-extraction tools, a set of
preprocessing techniques were utilised by the researchers.
Tokenisation and normalisation were the most often-used
preprocessing techniques, as these techniques were almost
used by all studies. Also, seven studies applied stop words
removal before extracting the features. Moreover, word
stemming was used in six studies (refer to TABLE 4 for
details). The AraNLP tool [62] was utilised in S2, S5,
S11, and S13 to handle the required preprocessing steps.

The AraNLP tool provides the following preprocessing
steps: punctuation, numbers, and non-Arabic word removal,
tokenization, tatweel removal, and diacritic removal. Another
tool developed by Althobaiti et.al [63] was used in S7 for
tokenization, normalization, and stemming.

D. EVALUATION CRITERIA USED FOR ARABIC ABSA
(QUESTION 4)
The evaluation criteria used for Arabic ABSA are accuracy,
recall, precision, and F1. Accuracy is mainly used for the
evaluation of the aspect sentiment classification step, whereas
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TABLE 4. Summary of approaches, algorithms, extracted features, and pre-processing steps.
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TABLE 4. (Continued.) Summary of approaches, algorithms, extracted features, and pre-processing steps.

recall, precision, and F1 are used for evaluating the aspect
term extraction step. F1, which is the harmonic mean of
precision and recall, is the most popular evaluation crite-
rion – 19 studies out of the 21 investigated studies used
it. The second-most used evaluation criterion is accuracy,
which was computed in 16 studies. Accuracy is used for
the polarity identification of each aspect and is computed
as the total number of correctly identified aspects polarities
to the overall number of available aspects polarities tuples.
The least popular evaluation criteria are precision and recall,
which were adopted in 13 studies. Precision is computed by
dividing the correctly identified/extracted terms by the total
terms, and recall is computed by dividing the correctly iden-
tified/extracted terms by the total identified/extracted terms.
FIGURE 11 shows the popularities of various evaluation
criteria.

V. DISCUSSION
Almost all the studies on Arabic ABSA were designed to
solve ABSA for a specific domain. This is because the avail-
able datasets prepared for ABSA were domain-specific (e.g.
hotel and book review datasets). Moreover, building an Ara-
bic ABSA corpus is time-consuming and requires customised
preprocessing tools for DA, as most of the content found on
Arabic forms and blogs is written in many forms of DA, such
as Egyptian, Levantine, and Gulf Arabic. As mentioned in the
introduction, these dialects differ in syntax and vocabulary,
which means that each dialect has its own lexicon. The avail-
ability of these lexicons is still limited, and 64% of the studies

FIGURE 11. Popularity of various evaluation criteria.

that were lexicon-based have developed their own lexicons.
A generic Arabic Lexicon is needed to assist in the task of
ABSA. In addition to the sentiment lexicons, aspects-related
lexicons are required for ABSA. These lexicons contain
all terms related to a specific aspect. After analysing the
reviewed studies, it was found that these lexicons were not
available for researchers; thus, researchers have to build their
own lexicons if their approach requires one.

A variety of features were extracted, with POS and
N-Grams the most commonly extracted features among the
studies. However, it can be noticed that feature-like word
embedding has recently gained attention from researchers.
The results of studies in terms of accuracy and F1 measure
were satisfying for most studies (see TABLE 5 for details).
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TABLE 5. The best achieved accuracy and F1-measure for each study.

The highest accuracy (96.6%) was achieved by S18, and
the best F1 value (98%) was achieved by S4. Most of the
accuracy values ranged between 70% and 90%. From table
TABLE 5, it can be concluded that studies that utilised a
machine learning approach achieved better accuracy than
studies that utilised a lexicon-based approach. This is because
the employed machine learning methods are designed to
solve classification tasks. On the other hand, lexicon-based
approach studies have achieved better F1 scores.

The hotel reviews dataset was the most-used dataset in
the assessed Arabic ABSA studies. TABLE 6 shows the
features extracted in these studies and the results achieved
by each. It can be found that for this dataset, the machine
learning approach was the predominantly adopted approach.
Moreover, the results achieved by machine learning methods
were promising. The highest accuracy was achieved by S11
and S13, whereas the best F1-measure was achieved by S14.

Al-Smadi et al. have published 4 articles on hotel reviews
dataset these articles are S6, S11, S12, and S13. Where in

TABLE 6. Hotels’ reviews dataset related studies.

each one of these articles an algorithm or set of algorithms
were utilized with a different set of extracted features. In S6
SVM classifier with a linear kernel was trained using uni-
grams extracted features. The achieved accuracy was 73.2%
and F1-measure was 40. The next conducted study was S11,
in this study a comparison conducted between SVMandRNN
classifiers, both classifiers were trained using n-grams, POS,
NER, and WE extracted features. The results showed that
SVM outperforms RNN classifiers with F1-measure of 93.4
in aspect category identification task, and with accuracy of
95.4% for sentiment polarity classification task. Moreover,
combining n-grams with other features has improved the
accuracy of SVM classifier compared with S6.In the third
study S12 two models of deep LSTM neural networks were
developed for Arabic ABSA, these models were trained with
n-gram andWE features. The results of thesemodels were not
as good as S11, with an accuracy of 82.6% and F1-measure
of 70. In the last related study S13 a comparison between a
set of machine learning algorithms (NB, Bayes Networks,
DT, K-NN, and SVM) was conducted. These algorithms
were trained using n-grams, POS, NER, TF, TF-IDF features.
Also, in this study the SVM classifier outperforms all other
classifiers with results similar to S11.

VI. CONCLUSION
Most of the research efforts in Arabic sentiment analysis have
been directed towards sentence-level and text-level sentiment
analysis, while few studies have explored aspect-level senti-
ment analysis. This is due to the lack of annotated datasets
that researchers can use to train an ABSA model, thus requir-
ing extra from researchers working in this field. In addition,
the differences between MSA and the multiple variations of
DA decrease the accuracy of ABSA models.

The purpose of this systematic review was to view trends
in Arabic ABSA over the past years to help researchers
address the Arabic ABSA task. This is significant because
ABSA plays an important role in decision-making in multiple
fields. This review highlighted the main ABSA challenges,
resources, and techniques that have been developed for Ara-
bic reviews. It is clear that few studies have been done to solve
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the Arabic ABSA task. Moreover, the number of available
datasets is small and restricted to a couple of domains like
hotels and books reviews. Moreover, there is no available
gold-standard dataset that covers multiple domains. Future
work could aim to construct such a dataset.

More research and datasets are needed to gain benefits
from Arabic ABSA. There are several recommendations
for researchers to follow in the coming years. First of all,
developing multiple domain-annotated datasets for Arabic
ABSA is a worthwhile task. Also, different methods for
learning can be developed that take into account the differ-
ences between MSA and DA in terms of structure, syntax,
and vocabulary. Another recommendation is to develop and
use domain-independent models that can learn features from
multiple-domain datasets. In addition to domain-independent
models, a domain-independent lexicon is also needed. Also,
ontologies and word embedding techniques can be utilised
to improve the quality of extracted features and their polari-
ties. Finally, lexicon-based and machine learning approaches
could be combined into hybrid approaches.
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